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This report presents the main findings of a six-year research project 
about how everyday machine vision affects the way ordinary people 
understand themselves and their world. We approach this topic from two 
main angles: analyses of art, games and narratives about machine vision, 
and ethnographic research on how people use, promote and respond to 
machine vision in everyday life. 

When we began this research project in 2018, generative AI models were at 
an early stage of development. Deepfakes were new and strange but not yet 
easy to create. We used facial recognition to unlock our phones but smart 
surveillance was rare outside the military. In the six years that have passed, 
image generation is as easy as typing a prompt into DALL-E or Midjourney, 
and while smart surveillance is heavily regulated in Europe, in many other 
countries it is used in schools, supermarkets, neighbourhoods and homes.

In our research, we developed a database of 500 artworks, video games, 
movies and novels featuring machine vision technologies, and the concept 
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The research project Machine Vision in Everyday Life: Playful Interactions with Visual Technologies in Digital Art, Games, Narratives and Social Media ran from 01.08.2018-31.07.2024 
and was funded by a ERC Consolidator Grant from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (grant 
agreement No 771800). The project also received funding from the Norwegian Research Council (project no. 309711). It was hosted at the University of Bergen’s Department of 
Literary, Linguistic and Aesthetic Studies, and from July 2023 the team joined the Center for Digital Narrative, a Norwegian Centre of Research Excellence at the University of Bergen 
funded by the Norwegian Research Council from 2023-2033 (project no. 332643). 

of machine vision situations to analyse these. We published a book, 
completed three PhD dissertations, and published articles and book 
chapters about our research. We ran workshops and symposiums both 
online and offline, and we curated an exhibition and developed a series 
of live action roleplaying games (larps) to explore the topic in more 
speculative and collaborative ways. This report presents a summary of 
our project’s methods, findings, and outputs.

We hope this report inspires researchers to use and build upon our 
work, whether this means using or adapting the analytical model 
we developed, using our f indings and concepts, or exploring more 
collaborative and creative approaches to humanities research. 
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OVERVIEW OF THE MACHINE VISION IN EVERYDAY LIFE PROJECT
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OBJECTIVE 
Understanding how the algorithmic machine vision of 

the 21st century affects the way ordinary people see 

themselves and understand the world.

RESEARCH QUESTION 1
Which kinds of agencies develop and which are 

limited in the interactions between individual 

users and machine vision?

RESEARCH QUESTION 2
Does the experience of being able to manipulate the 

visual as data through everyday interaction with machine 

vision lead us to see the world and ourselves as malleable?

RESEARCH QUESTION 3
Which values are embedded in 

machine vision, and which biases are 

introduced or supported?

PAGES 18-20Machine Vision Database

Combining qualitative and 

quantitative methods

PAGE 21

Workshops and Seminars

PAGE 24-25

Concepts

PAGES 26-29



CREATIVE PRACTICE

5

Machine Vision Exhibition Live action roleplaying games (Larps)  

Art practice  

PAGES 30-31 PAGES 32-35

PAGES 22,35-37

Photo: © esc medien kunst labor, CYBORGSUBJECTS, by Martin Gross. Publications

PAGES 38-43
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Advanced Grant project in 2024 called AI STORIES: Narrative 
Archetypes for Generative AI, which tests the hypothesis 
that deep narrative structures in the data generative AI is 

trained causes narrative biases in the output of these models. Jill’s books 
include a scholarly anthology on the game World of Warcraft (MIT Press 
2008), Blogging (Polity Press 2008/2014), Seeing Ourselves Through Technology 
(Palgrave 2014) and the book that came out of the Machine Vision project: 
Machine Vision: How Algorithms are Changing the Way We See the World (Polity 
Press 2023). Her research blog is at jilltxt.net.

MARIANNE GUNDERSON is a researcher and lecturer 
in Digital Culture at the University of Bergen. She has an 
MA in Gender Studies from the University of Oslo and 
has previously published on the rewriting of gender in 
omegaverse fanfiction and posthuman monsters in Weird 
fiction. As a PhD fellow with the Machine Vision Project, 
she used a combination of close reading and digital 
methods to study how algorithms and machine vision are 
envisioned in science fiction and popular culture. During 

the project, Marianne has worked on developing the machine vision 
situations framework and produced papers on dystopian imaginaries of 
augmented reality, monstrous figurations of smart home assistants, and 
the experience of ‘feeling seen’ by the TikTok algorithm.
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MAIN FINDINGS  

Our research shows that machine vision is more than a technology. It is 
actively imagined, contextually situated, and historically complex. Machine 
vision is not only about seeing – it does things, and it is biased at every level. 
Despite the prevalence of dystopic stories where machine vision is used to 
oppress humans, we also see that machine vision is constantly negotiated, 
opening up a potential for change. We expand on these findings in the pages 
that follow. 
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READ MORE IN DOCTORAL DISSERTATIONS:

Gunderson, Marianne. Forthcoming. ‘The Nexus of Algorithmic Visions: Agency, 
Imaginaries, and the Self in Sociotechnical Situations’. Doctoral thesis, The 
University of Bergen.

Kronman, Linda. 2024. ‘Performing Bias : Conceptions of Machine Vision Bias 
in Digital Art’. Doctoral thesis, The University of Bergen. https://bora.uib.no/
bora-xmlui/handle/11250/3126415.

Solberg, Ragnhild. 2023. ‘Playing Posthumanism : A Study of Machine Vision and 
Tensions of Human-Machine Relations in Digital Games’. Doctoral thesis, The 
University of Bergen. https://bora.uib.no/bora-xmlui/handle/11250/3039103. READ MORE
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MACHINE VISION IS MORE THAN A TECHNOLOGY
Machine vision is not just technology. It occurs in the interactions 
between technology, imaginaries, and context. This means that biases 
and impacts must be analysed across these domains. Machine vision 
technologies are machines, software and algorithms that register, analyse, 
process and represent visual information. Generative AI and facial and 
object recognition are the most discussed new kinds of machine vision, 
but they are part of a longer history of technological development and 
imagined ideas about what technology could do that stretches back for 
millenia.

READ MORE

Gunderson, Marianne, Ragnhild Solberg, Linda Kronman, Gabriele 
de Seta, and Jill Walker Rettberg. 2023. ‘Machine Vision Situations: 
Tracing Distributed Agency’. Open Research Europe 3 (August):132. 
https://doi.org/10.12688/openreseurope.16112.1.

 
Rettberg, Jill Walker. 2023. Machine Vision: How Algorithms Are Changing 
the Way We See the World. Cambridge: Polity Press.

AI enhanced
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MACHINE VISION IS ACTIVELY IMAGINED
Imagination is a key part of both the development and use of machine 
vision. On the one hand, technical research is driven by the long-standing 
dream of creating machines that are able to see. On the other hand, 
vision machines are narrated, promoted and critiqued through artworks, 
games, stories, conversations, memes and other aesthetic and communal 
forms of expression. These machine vision imaginaries don’t simply 
respond to new technologies: they have material effects. Imaginaries 
drive technology and actively shape it.

READ MORE

de Seta, Gabriele, and Anya Shchetvina. 2023. ‘Imagining Machine Vision: 
Four Visual Registers from the Chinese AI Industry’. AI & SOCIETY, 
August. https://doi.org/10.1007/s00146-023-01733-x.

Gunderson, Marianne, Ragnhild Solberg, Linda Kronman, Gabriele 
de Seta, and Jill Walker Rettberg. 2023. ‘Machine Vision Situations: 
Tracing Distributed Agency’. Open Research Europe 3 (August):132. 
https://doi.org/10.12688/openreseurope.16112.1.

Kronman, Linda. 2023. ‘Hacking Surveillance Cameras, Tricking AI and 
Disputing Biases: Artistic Critiques of Machine Vision’. Open Library of 
Humanities Journal 9 (2). https://doi.org/10.16995/olh.10181.

Solberg, Ragnhild. 2021. ‘Hologrammer i Grenseland: Ikke-menneskelige 
Aktørers Tilstedeværelse Og Handlingsrom i Spill [Holograms in the 
Borderlands: Non-Human Presence and Agency in Games]’. Norsk Medietidsskrift 
28 (4): 1–20. https://doi.org/10.18261/issn.0805-9535-2021-04-03.

Clarote & AI4Media / Better Images of AI / AI Mural / CC-BY 4.0
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Machine vision technologies are always situated in specific contexts (cultural, 
geographical, socio-economic, political, professional) which impact how 
they are developed, used and represented.Through our data analyses 
and case studies, we consistently found evidence of this situatedness of 
machine vision, which offers a productive counterpoint to the essentialist 
and determinist claims that are often made about technology. 

This is also a source for hope. If technologies change in different contexts, 
that means that by changing the context, we can change the technology.   

READ MORE

de Seta, Gabriele, and Anya Shchetvina. 2023. ‘Imagining Machine Vision: 
Four Visual Registers from the Chinese AI Industry’. AI & SOCIETY, 
August. https://doi.org/10.1007/s00146-023-01733-x.

de Seta, Gabriele. 2021. ‘Huanlian, or Changing Faces: Deepfakes on 
Chinese Digital Media Platforms’. Convergence: The International 
Journal of Research into New Media Technologies 27 (4): 935–53. 
https://doi.org/10.1177/13548565211030185.

Rettberg, Jill Walker. 2020. ‘Situated Data Analysis: A New Method for 
Analysing Encoded Power Relationships in Social Media Platforms 
and Apps’. Humanities and Social Sciences Communications 7 (1): 5. 
https://doi.org/10.1057/s41599-020-0495-3.

MACHINE VISION IS CONTEXTUALLY SITUATED

WATCH ON
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In its interactions with humans, machines, and other actors, machine vision 
does things. The inclusion of machine vision in a situation makes a difference 
in the way events unfold. Machine vision technologies interpret information, 
create images, and generate meanings, but their agential capacities also 
go beyond the visual sphere. Depending on the context, machine vision 
can be seen to contribute to actions such as killing (in drone warfare), 

MACHINE VISION DOES THINGS

WHAT TECHNOLOGIES DO IN THE MACHINE VISION DATABASE

driving (a driverless car), or playing (digital games). As part of surveillance 
assemblages, machine vision can channel or reinforce power structures, 
and intimately affect our movements and habits in our everyday lives. 
Although we may imagine that we are in control and that these technologies 
are mere tools for human intentions, this idea is undermined by our own 
depictions of them in games, art, and narratives.

MORE ABOUT
DRONES  

THAT KILL
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READ MORE

Gunderson, Marianne, Ragnhild Solberg, Linda Kronman, Gabriele 
de Seta, and Jill Walker Rettberg. 2023. ‘Machine Vision Situations: 
Tracing Distributed Agency’. Open Research Europe 3 (August):132. 
https://doi.org/10.12688/openreseurope.16112.1.

Solberg, Ragnhild. 2022. ‘“Too Easy” or “Too Much”? (Re)Imagining 
Protagonistic Enhancement through Machine Vision in Video 
Games’. Przegląd Kulturoznawczy, no. 4 (54) (December), 548–69. 
https://doi.org/10.4467/20843860PK.22.037.17091.

Solberg, Ragnhild. 2022. ‘(Always) Playing the Camera: Cyborg Vision and 
Embodied Surveillance in Digital Games’. Surveillance & Society 20 (2). 
https://doi.org/10.24908/ss.v20i2.14517.

Kronman, Linda. 2020. ‘Intuition Machines: Cognizers in Complex 
Human-Technical Assemblages’. A Peer-Reviewed Journal About 9 (1): 54–68. 
https://doi.org/10.7146/aprja.v9i1.121489.

MORE VISUALISA-
TIONS ON: 

TRICKING AI
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Machine vision is shaped by complex histories, which influence not 
only how different technologies are developed and used, but also 
how broader understandings of visual sensing and automation are 
configured by different actors. By keeping in mind the importance of the 
past, we have sought to anchor our analyses of different machine vision 
technologies in overlooked histories and forgotten genealogies, which 
allowed us to challenge the future-oriented rhetoric that pervades 
current discourses around artificial intelligence.

MACHINE VISION IS HISTORICALLY COMPLEX

READ MORE

de Seta, Gabriele. 2024. ‘Technologies of Clairvoyance: Chinese 
Lineages and Mythologies of Machine Vision’. In Machine Decision 
Is Not Final: China and the History and Future of AI, edited 
by Benjamin Bratton, Anna Greenspan, and Bogna Konior. S1. 
Cambridge, Massachusetts: MIT Press.

Rettberg, Jill Walker. 2023. Machine Vision: How Algorithms Are Changing 
the Way We See the World. Cambridge: Polity Press.

BABBAGE’S SOIRÉES (SEE PAGE 34)
a live action roleplaying game set in 1840 that 
explores social and cultural influences on early 
machine vision technologies. 
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Creative works witness and reflect the impacts of machine vision on society. 
They influence our perceptions of what machine vision technologies are and 
can do. If we look at all creative works in the database, machine vision 
technologies are most often represented as helpful. However, in contrast 
to games and narratives, art most often depicts machine vision as flawed 
and only rarely as helpful. Artworks, along with other creative works in the 
database, reveal that machine vision is biased at every level.

Machine learners talk about bias as a necessity, something that needs to be 
added to a model to predict accurately on new data. In contrast, in AI ethics, 
bias stands for discrimination, misjudgment, and misrepresentation. Particularly, 
artworks point out the flaws in current AI systems, showing that biases emerge 
throughout an AI’s lifecycle: historical biases amplify societal prejudices, repre-
sentation biases occur when datasets underrepresent certain populations or 
overrepresent harmful stereotypes, and label biases arise when image datasets 
are categorized and annotated. Machine learning algorithms further homogenize 
any existing diversity in datasets, and the negative impacts of machine vision 
technologies extend to the extraction of natural resources, labor exploitation, 
and nonconsensual use of data. As many researchers have argued, AI-powered 
machine vision repeats patterns of colonial history: the powerful gain, whereas 
those already marginalized by society experience the harms. By showing that 
technologies are neither less biased nor superior to humans in solving problems 
deeply rooted in societal structures, creative works can help us think 
differently about mitigating biases, going beyond merely adding diversity to 
datasets or implementing other technical fixes.

MACHINE VISION IS BIASED AT EVERY LEVEL

READ MORE

Kronman, Linda. 2024. ‘Performing Bias : Conceptions of Machine 
Vision Bias in Digital Art.’ Doctoral thesis, The University of Bergen. 
https://bora.uib.no/bora-xmlui/handle/11250/3126415.

 Rettberg, Jill Walker. 2022. ‘Algorithmic Failure as a Humanities Methodology: 
Machine Learning’s Mispredictions Identify Rich Cases for Qualitative Analysis.’ 
Big Data & Society 9, no. 2 https://doi.org/10.1177/20539517221131290.

SENTIMENTS RECORDING ATTITUDES TOWARD  
MACHINE VISION IN THE DATABASE

ART

GAMES

NARRATIVES
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Machine vision is something we constantly negotiate, evaluate, resist, 
appropriate, hack, trick, dispute and adopt. Science fiction shows and 
video games do some of this work by imagining how machine vision 
technologies could work or should work. Artists show us how machine 
vision technologies might fail us or oppress us or inspire us. Companies 
pitch new machine vision technologies in ads and on websites, and online 
communities respond by writing online horror stories about them or 
sharing strategies for repurposing the technologies or getting the most 
out of them or fooling them.

MACHINE VISION IS CONSTANTLY NEGOTIATED

READ MORE

Atalaia, Nuno, and Marianne Gunderson. Forthcoming. ‘Alexa’s Monstrous 
Agency: The Horror of the Digital Voice Assistant.’ In review, June 2024. 

Gunderson, Marianne. Forthcoming. ‘The Tiktok Algorithm Knows Exactly 
What I Like. I Feel Seen’: Imaginaries of Algorithmic Self-Perception. In 
review. June 2024.

Rettberg, Jill Walker. 2024. ‘Controlling Drones in Contemporary Science 
Fiction’. In Drones in Society: New Visual Aesthetics, edited by Elisa Serafinelli. 
Basingstoke: Palgrave. https://doi.org/10.1007/978-3-031-56984-5_2

Kronman, Linda. 2023. ‘Hacking Surveillance Cameras, Tricking AI and 
Disputing Biases: Artistic Critiques of Machine Vision’. Open Library of 
Humanities Journal 9 (2). https://doi.org/10.16995/olh.10181.

Technologies 
portrayed more 

hostile than 
helpful

Drones

Facial  
recognition

Machine  
Learning Surveillance 

cameras 

Holograms

Augmented

reality

Non-visual  
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Artwork: The YHB Pocket Protest Shield by Leonardo Selvaggio. Photo: Gabriele de Seta.4.0
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METHODS
DATABASE  

The database includes 500 creative works that 
use or represent machine vision technologies. 
In the various works we identified 874 specific 
situations where machine vision is central. The 
concept ‘machine vision situations,’ is inspired by 
posthumanist and feminist new materialist theories, 
and was developed to describe the actions of 
human and non-human agents, including machine 
vision technologies. We have published a dataset 
exported from the database that will be useful for 
humanities and social science scholars interested in 
the relationship between technology and culture, 
and for designers, artists, and scientists develop-
ing machine vision technologies.

Art (190) Games (77) Narratives (233)

CREATIVE WORKS IN THE DATABASE BY GENRE

DATABASE  STRUCTURE 
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EXPLORE

ARCHIVED
DATABASE

MACHINE VISION SITUATIONS  
Machine vision technologies must be understood within the specific 
context in which they are put to use. What a specific technology can 
be said to do, whether in fiction or reality, can only be determined 
by attending to the actual situation in which it can be said to make 
a difference. For this purpose we developed the framework of the 
machine vision situation, defined as the moment in which machine 
vision technologies come into play and make a difference in the course 
of events. Within this framework, we use simple verbs to identify and 
describe the actions of the agents - technologies, characters, and other 
human or nonhuman entit ies - that are involved in the situation. This 
framework formed the basis for both the database and our qualitative 
analyses of the agency of machine vision.

MACHINE VISION SITUATIONS 

Gunderson, Marianne, Ragnhild Solberg, Linda Kronman, Gabriele 
de Seta, and Jill Walker Rettberg. 2023. ‘Machine Vision Situations: 
Tracing Distributed Agency’. Open Research Europe 3 (August):132. 
https://doi.org/10.12688/openreseurope.16112.1.

MORE ABOUT THE DATA

Rettberg, Jill Walker, Linda Kronman, Ragnhild Solberg, Marianne 
Gunderson, Stein Magne Bjørklund, Linn Heidi Stokkedal, Gabriele de 
Seta, Kurdin Jacob, and Annette Markham. “A Dataset Documenting 
Representations of Machine Vision Technologies in Artworks, Games 
and Narratives.” DataverseNO, 2022. https://doi.org/10.18710/2G0XKN.

PUBLISHED DATASET

Rettberg, Jill Walker, Linda Kronman, Ragnhild Solberg, Marianne 
Gunderson,  Stein Magne Bjørklund,  Linn Heidi  Stokkedal , 
Gabriele de Seta, Kurdin Jacob, and Annette Markham. 2022. 
‘Representations of Machine Vision Technologies in Artworks, 
Games and Narratives: Documentation of a Dataset’. Data in Brief 42. 
https://doi.org/10.1016/j.dib.2022.108319.
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EXAMPLES OF ANALYSES USING THE DATASET

Rettberg, Jill Walker. 2024. ‘Controlling Drones in Contemporary Science 
Fiction’. In Drones in Society: New Visual Aesthetics, edited by Elisa 
Serafinelli. Basingstoke: Palgrave. https://doi.org/10.1007/978-3-031-56984-5_2

Kronman, Linda. 2023. ‘Hacking Surveillance Cameras, Tricking AI and 
Disputing Biases: Artistic Critiques of Machine Vision’. Open Library of 
Humanities Journal 9 (2). https://doi.org/10.16995/olh.10181.

Kronman, Linda. 2023. ‘Classifying Humans: The Indirect Reverse 
Operativity of Machine Vision’. Photographies 16 (2): 263–89. 
https://doi.org/10.1080/17540763.2023.2189160.

Rettberg, Jill Walker. 2022. ‘Algorithmic Failure as a Humanities 
Methodology: Machine Learning’s Mispredictions Identify Rich Cases for 
Qualitative Analysis’. Big Data & Society 9 (2): 20539517221131290. 
https://doi.org/10.1177/20539517221131290.

FINDINGS FROM DATABASE

Men are  
targets of 

hostility, they 
are more likely 

to be:

Drones
are the tech
most often 

Machine vision 
is often a  
male gaze

Women 
are: 

watched 

scanned 

analysed 

identified

killed 

killing

WATCH ON
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COMBINING QUALITATIVE AND QUANTITATIVE METHODS 
The project combined data visualisations and data analysis with qualitative 
close readings of individual cases. Data visualisation in critical digital humanities 
diverges from a purely positivist approach by recognizing that creating data 
involves interpretation. Visual representations of data are not neutral but 
ideologically inflected acts of knowledge-making. Thus, visualisation as a method 
emphasizes that visualising data is not just a presentation but an interpretative 
act , a method to generate new knowledge . This means that rather than 
being straightforward depictions of data, visualising should be seen as a 
process involving complex decision-making. For example, exporting data from 
the Machine Vision Database and creating network visualisations using Gephi 
software required i terat ive processes of  data c leaning , combin ing , and 
restructur ing , followed by design choices in the software to bring clarity and 
structure to the visualisations. In this project, visualising is primarily a method 
of modelling interpretation, involving both structuring data and generating 
new insights. Because visualisations as forms of distant readings are processes 
of parameterization and reduction, data visualisations as a method should be 
combined with close readings of creative works. In this project, such a combi-
nation of close and distant reading has contributed to a richer understanding of 
how machine vision is represented in art, games, and narratives.

We developed an analysis model, machine vision situations, that enables structured 
analysis across hundreds of works as well as providing a framework for qualitative 
and interpretative analysis of individual situations.

We used simple machine learning to identify data points that the algorithm couldn’t 
correctly predict. This method, which we call algorithmic failure, is an effective strat-
egy for finding rich cases for qualitative analysis in a large dataset.
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ETHNOGRAPHY 
To understand how machine vis ion technologies are used in 
everyday life, we also conducted ethnographic research in different 
contexts ranging from cities like Taipei, Hong Kong and Chicago to 
digital spaces such as social media and online communities. Through 
participant observation, interviews and qualitative data collection, 
ethnographic research has allowed us to triangulate our analyses of 
creative works with the everyday use of machine vision technologies. 
For example, Jill Walker Rettberg has traced the role of neighbor-
hood surveillance infrastructure in Chicago, connecting it to the 
city’s past history and present politics, while Gabriele de Seta has 
documented the social practices of Chinese deepfake creators 
gathering on specific video streaming platforms. We have also adopted 
an ethnographic sensibility by, for example, analysing videogames 
or other interactive cultural works from the point of view of the 
player (Ragnhild Solberg), or by developing toolboxes of qualitative 
and participatory research methods for the study of generative AI 
models (Gabriele de Seta, Linda Kronman). 

ARTISTIC RESEARCH 
Creative practice has played an important role in the Machine Vision Project 
(see pages 30-35). Beyond disseminating research and combining digital 
humanities methods with critical making of art, the project has also involved 
artistic research.  As part of her PhD research, Linda Kronman collaborated with 
Andreas Zingerle to create Suspicious Behavior, a speculative annotation 
tutorial. By engaging with this digital narrative, the reader can experience 
aspects of working as a clickworker labelling images for machine learning. 
The narrative offers a fresh perspective to critical dataset studies by 
highlighting the often invisible labour behind AI. In doing so, the artwork 
challenges the assumption that machine vision is neutral or less biased than 
human perception, particularly in surveillance where racial profiling is replaced 
by behavioural profiling without clear criteria for defining anomalies.  A study 
into annotation interfaces and workflows of visual datasets revealed that 
biases are introduced into datasets in iterative loops involving both human and 
machine interpretation of images. Typically, the biases of individual crowd-
sourced annotators have been seen as the main source of bias in datasets. 
However, artistic research for Suspicious Behavior supports findings that 
data curators hold significant power over image interpretation. This power 
that data curators wield in defining categories is obfuscated by the instructive 
annotation interface.

The first (English) version of Suspicious Behavior was commissioned by esc 
medien kunst labor, Graz (Austria) for the CYBORG SUBJECTS exhibition 
27th of may to 24th of July.

READ MORE

Rettberg, Jill Walker ‘Seeing Everything: Surveillance and 
the Desire for Objectivity and Security’. 2023. In Machine 
Vision: How Algorithms Are Changing the Way We See the 
World. Cambridge: Polity Press.

de Seta, Gabriele. 2021. ‘Huanlian, or Changing Faces: Deepfakes 
on Chinese Digital Media Platforms’. Convergence 27 (4): 
935–53. https://doi.org/10.1177/13548565211030185.

SUSPICIOUS BEHAVIOR

Kronman, Linda. 2023. ‘Classifying Humans: The Indirect Reverse 
Operativity of Machine Vision’. Photographies 16 (2): 263–89. 
https://doi.org/10.1080/17540763.2023.2189160.

Kronman, Linda, and Andreas Zingerle. 2022. ‘Suspicious Behavior: A 
Fictional Annotation Tutorial’. In Nordic Human-Computer Interaction 
Conference, 1–3. NordiCHI ’22. New York, NY, USA: Association for 
Computing Machinery. https://doi.org/10.1145/3546155.3547288.
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PLAY SUSPICIOUS BEHAVIOR
HTTPS://KAIRUS.ORG/SUSPICIOUS/

Suspicious Behavior t Exhibition Code and Algorithms. Wisdom in a Calculated World © Espacio Fundación Telefónica, 2022.
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WORKSHOPS AND SEMINARS

We presented our research at many scientific conferences and workshops 
including the annual conferences of the International Symposium of 
Electronic Art, Association of Internet Researchers, Transmediale, Norwegian 
Artificial Intelligence Research Consortium (NORA), Theorizing the Web, 
xCoAx – Conference on Computation, Communication, Aesthetics & X, 
the Society for Psychological Anthropology, ARTECH, the Electronic 
Literature Organization, ACM Hypertext and Social Media, Visual Computing 
Forum, NordMedia, NORDICHI, International Conference Series on the 
Histories of Media Art, Science and Technology, DIGRA, SLSAeu, Politics 
of the Machine, Art Meets Radical Openness festival and more. 

Project workshops: 

Kickoff at Solstrand 05-06.11.2018: Jill Walker Rettberg (UiB), Anne 
Karhio (UiB/NUI Galway), Tonje Sørensen (UiB), Scott Rettberg (UiB), 
Chris Ingraham (UiB/University of Utah), Maud Ceuterick (UiB), Linn Heidi 
Stokkedal (UiB), Jeremy Welsh (NTNU), Elizabeth Losh (William and Mary, 
USA), Rob Tovey (Loughborough University, UK), Annette Markham 
(Aarhus University, Denmark), Anna Nacher (Jagellonian University, Poland), 
Mette-Marie Zacher Sørensen (Aarhus University, Denmark), Katrin 
Tiidenberg (Tallin University, Estonia), Richard Carter (University of York, 
UK), Asko Lehmuskallio (Tampere University). 

 “The Future Histories of Machine Vision” was a followup workshop held at 
Media City Bergen 01-02.04.2019. Participants: Jill Walker Rettberg (UiB), 
Anne Karhio (UiB/NUI Galway), Tonje Sørensen (UiB), Scott Rettberg 
(UiB), Chris Ingraham (UiB), Maud Ceuterick (UiB), Ragnhild Solberg 
(UiB), Linda Kronman (UiB), Linn Heidi Stokkedal (UiB), Jeremy Welsh 
(NTNU), Marianne Gunderson (UiB), Liz Losh (William and Mary, USA), 
Rob Tovey (Loughborough University, UK), Annette Markham (Aarhus 
University, Denmark), Anna Nacher (Jagellonian University, Poland), 
Richard Carter (University of York, UK), Asko Lehmuskallio (Tampere 
University). 

The pandemic forced us to cancel other planned workshops, but we were 
active online, switching to Zoom and VR meeting spaces.

Machine Vision Data Sprint, Solstrand 15-17.08.2022 
In addition to the project team, the following scholars participated: Tyne Daile Sumner 
(University of Melbourne, Australia), Rianne Riemens (Radboud University 
Nijmegen, Netherlands), Nuno Atalaia (Radboud University Nijmegen, 
Netherlands), Fiona Andreallo (RMIT University, Australia), Frazer Heritage 
(Birmingham City University), David Grellscheid (UiB), Tom Van Hout 
(Tilburg University, Netherlands), Matti Pohjonen (University of Helsinki), 
Isak Engdahl (Lund University), Maria Schreiber (University of Salzburg), 
Anya Shchetvina (Maastricht University), Flourish Klink (Independent, Fans-
plaining podcast), Nick Montfort (UiB), Jason Nelson (UiB),Kristian Bjørkelo 
(UiB), Maud Ceuterick (UiB), Daniel Jung (UiB), Scott Rettberg (UiB). 

Art, AI and Machine Vision at University of Bergen, 12.01.2023 with 
presentations from Nicolas Malevé, Audrey Samson and Jill Walker Rettberg.

READ MORE IN JILL WALKER RETTBERG’S BLOG 
VR NARRATIVES: A WORKSHOP IN VR, ABOUT VR

READ MORE IN GABRIELE DE SETA’S BLOG 
SEEING LIKE A STATE OF EXCEPTION
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Apertures was a series of seminars organized by the Machine Vision in 
Everyday Life research project in 2021. These one-hour video seminars 
featured talks by invited scholars and artists. 

15.03.2021 Apertures #1: Ari Larissa Heinrich & Dino Ge Zhang 
(Moderated by Gabriele de Seta) 
Contagious media, medical representations and their afterlives in China. 

 28.04.2021 Apertures #2: Paola Voci & Yiyi Yin 
(Moderated by Gabriele de Seta) 
Chinese screen cultures, digital video platforms and algorithmic fandom. 

10.05.2021 Apertures #3: The “Machine Vision” exhibition vernissage 
Opening and introducing of the Machine Vision exhibition to inter-
national audiences. With Artists Mushon Zer-Aviv, Weiyi Li, Nicolas 
Zembashi, Leonardo Selvaggio, KairUs members Linda Kronman and 
Andreas Zingerle, and project curator Åshild Sunde Feyling Thorsen.  

02.06.2021 Apertures #4: Datasets with Caroline Sinders & Toril Johannesse 
(Moderated by Linda Kronman) 
The labour of assembling datasets for machine learning. 

15.06.2021  Apertures #5: Alexa Hagerty, Shazeda Ahmed & Vidushi Marda 
(Moderated by Gabriele de Seta) 
Emotion recognition technologies.
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CONCEPTS
DISTRIBUTED AGENCY 

Agency is at the heart of debates about machine vision, and is central to science 
fiction, games and art. People yearn to be able to do more by using machine 
vision, but fear being controlled or misled by it. We used posthumanist and 
feminist new materialist theories of distributed agency to analyse this tension. 
Technology doesn’t simply remove or increase human agency, rather it forces 
us to acknowledge that we share agency with other people, other species, with 
technologies, regulations, social contexts, traditions and more. In addition to 
theoretical development and analyses of specific cases we developed an analytical 
model focused on the machine vision situation that enables a focus on this 
collaborative and mutually responsive assemblage (See page 19). 

READ MORE

Gunderson, Marianne. Forthcoming. ‘The Nexus of Algorithmic Visions: 
Agency, Imaginaries, and the Self in Sociotechnical Situations’. Doctoral 
thesis, The University of Bergen.

Gunderson, Marianne, Ragnhild Solberg, Linda Kronman, Gabriele 
de Seta, and Jill Walker Rettberg. 2023. ‘Machine Vision Situations: 
Tracing Distributed Agency’. Open Research Europe 3 (August):132. 
https://doi.org/10.12688/openreseurope.16112.1.

Rettberg, Jill Walker. 2023. Machine Vision: How Algorithms Are Changing the 
Way We See the World. Cambridge: Polity Press.

Solberg, Ragnhild. 2022. ‘“Too Easy” or “Too Much”? (Re)Imagin-
ing Protagonistic Enhancement through Machine Vision in Video 
Games’. Przegląd Kulturoznawczy, no. 4 (54) (December), 548–69. 
https://doi.org/10.4467/20843860PK.22.037.17091.
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MACHINE VISION IMAGINARIES 

Machine vision is a very broad domain of artificial intelligence, and its 
wide range of applications - which include QR code scanners, biometric 
access points, image analysis services, surveillance cameras, automated 
vehicles, and more - reveals the complexity of this technological field. 
It is not surprising that researchers, tech companies, governments and 
users rely on various forms of imagination to make sense of machine 
vision’s complexity. Alongside concepts like myth, belief, fantasy or 
ideology, imaginary has been widely used in social and cultural analyses to 
encompass the relationship between imagination and technology. More 
specif ical ly, the concept of “sociotechnical imaginary” (originally 
proposed by Sheila Jasanoff and Sang-Hyun Kim in 2009) has been 
applied to countless innovations, industries and practices ranging from 
nuclear power and data mining to smart cities and surveillance. In 
this project, we consistently encountered a sociotechnical imaginary 
of machine vision emerging from the interaction between corporate 
narratives, governance frameworks, science-fictional tropes, and user 
beliefs. This machine vision imaginary proved to be constantly shifting, as 
utopian rhetorics make their way into public debate and policy-making 
through popular culture and artistic critiques.

PROMPT
artificial intelligence, and its wide range of applications - which include QR 

code scanners, biometric access points, image analysis services, surveillance 

cameras, automated vehicles, and more

READ MORE

de Seta, Gabriele, and Anya Shchetvina. 2023. ‘Imagining Machine Vision: 
Four Visual Registers from the Chinese AI Industry’. AI & SOCIETY, August. 
https://doi.org/10.1007/s00146-023-01733-x.
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CYBORG VISION

Seeing the world through a camera lens might seem removed from our 
human bodies. Our vision merges with the interface, enhancing what we 
look at and hiding what we look with. Digital games show us that these 
perspectives are firmly embodied and that we can inhabit multiple human 
and non-human perspectives at once. Cyborg vision is a partial embodied 
vision, seeing both as a human and as a machine at the same time. It is a 
concept that reinstates the body when vision is presented as detached. 
Inspired by Donna Haraway’s understanding of the cyborg, cyborg vision 
draws attention to the contexts of the human and non-human agents 
that constitute unique parts of this shared vision.  Through cyborg vision, 
digital games offer an embodied experience of partiality that is going to 
be increasingly relevant in the future as we outsource more perceptual 
capabilities and agencies to the machines around us. Cyborg vision is a 
generative term in exploring human and non-human agencies within, 
between, and outside of the realm of digital games.

“A SIMULTANEOUSLY HUMAN AND 
NON-HUMAN VISION THAT’S  
PLURALISTIC YET SITUATED”  

READ MORE

Solberg, Ragnhild. 2022. ‘(Always) Playing the Camera: Cyborg Vision 
and Embodied Surveillance in Digital Games’. Surveillance & Society 
20 (2). https://doi.org/10.24908/ss.v20i2.14517.

WATCH ON
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INTUITION MACHINES AND TECHNICAL INTUITION

Intuition machines is a term to describe the externalisation of human intuitive 
processing to machine vision. Automation of vision comes with assumptions 
that machines are less biased and more effective than humans. However, 
machines are influenced by how humans train them to perceive the world. 
Using the term intuition underscores that different types of biases are ingrained 
in what N. Katherine Hayle’s coins as ‘nonconscious cognitive’ machine vision 
systems. Intuition machines produce technical intuition taking the form of e.g. 
AI generated images or probabilistic predictions like 82% banana. The notion of 
intuition machines was developed through a study of artworks in which technical 
intuitions emerged from an interplay of both human and machine intuition. 
Like human intuitions, technical intuitions function as an interface between the 
otherwise non accessible nonconscious and higher-level conscious cognition. 
Acknowledging that technical devices are capable of certain levels of cognition 
makes it crucial to critically engage with technical intuitions as they embed 
potentially harmful biases. Intuition machines also introduce new ways of 
interacting with technologies. For example in the context of art-hacks, traditional 
hardware hacking tactics are replaced by methods of tricking AI. 

READ MORE

Kronman, Linda. 2020. ‘Intuition Machines: Cognizers in Complex 
Human-Technical Assemblages’. A Peer-Reviewed Journal About 9 (1): 
54–68. https://doi.org/10.7146/aprja.v9i1.121489.

“AS INTUITION MACHINES ARE MAKING DECISIONS WITH 
US AND FOR US IT BECOMES CRUCIAL TO ASK: HOW DO 

THESE MACHINES PERCEIVE THE WORLD?”

82% banana
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Photos by Gabriele de Seta, University of Bergen
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CREATIVE PRACTICE 
EXHIBITION

In 2019, the ERC project Machine Vision received additional funding from 
the Norwegian Research Council’s FORSTERK program to support 
the societal impact of Horizon 2020-funded research projects in 
Norway. Thanks to this funding, and in collaboration with the 
University Museum of Bergen, the project developed an exhibition 
titled “Machine Vision” which opened to the public from March 19th 
to August 28th, 2021. The “Machine Vision” exhibition was designed 
as an experiment in science communication combining academic 
research, contemporary art and critical thinking about new technologies.

When entering the “Machine Vis ion” exhibit ion, v is itors could 
experience an experiential labyrinth structured around a series of ethical 
challenges. The main goal of the exhibition was to increase the public’s 
knowledge of machine vision technologies (including, for example, face 
recognition, object detection and autonomous cars) and their societal 
implications. Visitors were able to familiarize themselves with the basic 
concepts of machine vision, explore the research project’s findings, and 
interact with thought-provoking artworks.

Featured artworks: 

The Battle of Ilovaisk by Forensic architecture 

The Normalizing Machine by Mushon Zer-Aviv, Dan Stavy, Eran Weissenstern 

Cloud Index by James Bridle 

YHB Pocket Protest Shield by Leo Selvaggio 

AI ain’t I a woman? by Joy Buolamwini 

Suspicious Behavior by Kairus (Linda Kronman and Andreas Zingerle)

The Ongoing Moment by Weiyi Li 

EXHIBITION VISIT  
WATCH ON
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LIVE ACTION ROLEPLAYING GAMES (LARPS)

In 2020 we started developing a series of larps to disseminate our 
research and explore new speculative methodologies. We received extra 
funding from the Norwegian Research Council’s FORSTERK program for 
this work, and were able to hire experienced larp developers to help. 

Sivilisasjonens venterom (21-23 November 2021) was a three day event 
with 40 participants, where around half were researchers and half were 
experienced larpers. This was set in a post-apocalyptic future where a 
small society known as Sivilisasjonen (“The Civilisation”) is run by a 
benevolent AI that uses extensive surveillance to regulate society. The larp 
begins as a group of refugees from the desolate wastelands arrives 
at Sivilisasjonen and is processed for possible citizenship. The goal of the 
larp was to explore ethical questions arising in the tension between 
experiencing machine vision as protective yet oppressive. The creative 
lead for the project was veteran larp developer Anita Myhre Andersen, 
working with Harald Misje, Jon Andreas Edland, Toril Mjelva Saatvedt, 
Sebastian Sjøvold and Eskil Mjelva Saatvedt. One of the participants, Malthe 
Stavning Erslav, wrote a scholarly article about the larp, which was also 
presented at several conferences. Marianne Gunderson was the lead 
from the research team, with Jill Walker Rettberg and Gabriele de Seta.

READ MORE

Kristian A. Bjørkelo, Jill Walker Rettberg, Marianne Gunderson, and 
Gabriele de Seta.2022. ‘Surveillance Imaginaries: Live action role-playing 
for exploring ethical attitudes towards machine vision and surveillance‘ 
DIGRA 2022, Kraków, Poland. 7-11 July, 2022.

Erslev, Malthe Stavning. 2022. ‘A Mimetic Method: Rendering Artificial 
Intelligence Imaginaries through Enactment. ‘A Peer-Reviewed Journal 
About 11, no. 1: 34–49. https://doi.org/10.7146/aprja.v11i1.134305.

The chamber larp Ettersynsing was developed by MA student Jon Andreas 
Edland, and was run at a national Norwegian conference for AI researchers, 
NORA, on 17 November 2021, in addition to with groups of students.

Mønsterakademiet was a shorter larp set in the same universe as Sivilisasjonens 
venterom to test out concepts. It ran in 2021.

The Bergen-based company Tidsreiser developed a children’s larp for 
10-14 year olds, also exploring ethical issues around surveillance and 
machine vision. Around 50 children participated in these larps, and Tidsreiser 
has continued to develop the fictional world they created.  The larps ran in 
2021 and 2022.
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Photos by Eivind Senneset, University of Bergen
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Babbage’s Soirées is a larp for 20-50 people that is set in 1840 at one 
of Charles Babbage’s ‘scientific soirées’. Players take roles as scientists, 
artists, authors, politicians and inventors who actually attended these 
soirées. The goal is to explore how new technologies – like the stereo-
scope, early photography and early computers – are collectively imagined, 
discussed, displayed, promoted and revised. Babbage’s Soirées is still being 
developed, with three runs in 2024: as part of a BA level course on the 
history of technology, for researchers at the Center for Digital Narrative, 
and at ECSITE 2024, a conference for science engagement professionals. 
This larp was developed by Jill Walker Rettberg with support from Lotte 
Lisa Devoldere and Marianne Gunderson, and development will continue 
in 2024 and 2025. 
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Workshop on generative AI and physical manufacturing. Photo: Gabriele de Seta
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ART PRACTICE 

Beyond collaborative efforts like the exhibition and the larp, individual project 
members also produced creative outputs to disseminate research findings in 
formats other than academic writing. Linda Kronman in collaboration with 
Andreas Zingerle produced Suspicious Behavior (2020), a speculative annotation 
tutorial which immerses readers in a critical exploration of labeling images for 
AI powered machine vision (see page 23). Commissioned by esc medien kunst 
labor (Graz, Austria) for the Cyborg Subjects exhibition and displayed 
in international group exhibitions on three continents, the artwork sparks 
dialogues on ethical AI practices and advocates for the need to rethink 
annotation workflows. Another artwork by Kairus, Future past still in the making 
(2019), addresses machine vision imaginaries in smart city context and was 
finished during a micro residency at Bergen Centre for Electronic Arts.

Gabriele de Seta has written the APAIC Report on the Holocode Crisis, a short 
sci-fi story published on the Surveillance & Society journal which speculates 
about the near future of machine-readable data encodings, imagining what the 
invention of holographic QR codes could mean for societies when every object 
becomes scannable. Gabriele has also compiled some of the visual materials he 
collected throughout his fieldwork into a hour-long livestreamed ‘screen walk’ 
organized by The Photographers’ Gallery and the Fotomuseum Winterthur. 

In collaboration with artist Magnhild Øen Nordahl and the Bergen Centre for 
Electronic Arts, Gabriele de Seta also organized a workshop on generative AI 
and physical manufacturing. As the project concludes in July 2024 he is working 
on Latent China, an experimental documentary composed of AI-generated 
videos resulting from China-related prompts. 

WATCH SCREEN WALK ONREAD MORE

de Seta, Gabriele de. 2021. ‘APAIC Report on the Holocode Crisis’. Surveil-
lance & Society 19 (4): 474–79. https://doi.org/10.24908/ss.v19i4.15154.
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ANNOTATED BIBLIOGRAPHY 
MONOGRAPH 

Rettberg, Jill Walker. 2023. Machine Vision: How Algorithms Are 
Changing the Way We See the World. Cambridge: Polity Press.

This book provides an accessibly written overview of the history and 
contemporary uses of machine vision technologies and uses contemporary 
critical theory to unpack how technologies like smart surveillance 
cameras and TikTok filters shape our interactions with technology and 
each other. By analysing specif ic f ictional and real-world situations 
involving machine vision technologies, this book shows how technologies 
can have very different impacts in different cultural settings. The 
combination of aesthetic analysis with ethnographic and critical media 
studies approaches makes Machine Vision an engaging and eye-opening 
read for students and scholars of digital media studies, science and 
technology studies, visual studies, digital art and science fiction, as well as 
for readers who want to create or evaluate new machine vision technologies. 

DATASET 

SPECIAL ISSUE OF JOURNAL 

Rettberg, Jill Walker, Linda Kronman, Ragnhild Solberg, Marianne 
Gunderson, Stein Magne Bjørklund, Linn Heidi Stokkedal, Gabriele de 
Seta, Kurdin Jacob, and Annette Markham. 2022. ‘A Dataset Documenting 
Representations of Machine Vision Technologies in Artworks, Games 
and Narratives’. DataverseNO. https://doi.org/10.18710/2G0XKN.

The dataset includes records of 500 creative works (including 77 digital 
games, 190 digital artworks and 233 movies, novels and other narratives) 
that use or represent machine vision technologies like facial recognition, 
deepfakes, and augmented reality. In the various works we identified 874 
specific situations where machine vision is central. The dataset includes 
detailed data about each of these situations that describes the actions of 
human and non-human agents, including machine vision technologies. The 
dataset is particularly useful for humanities and social science scholars 
interested in the relationship between technology and culture, and for 
designers, artists, and scientists developing machine vision technologies.

Rettberg, Jill Walker, Linda Kronman, Ragnhild Solberg, Marianne Gunderson, 
Stein Magne Bjørklund, Linn Heidi Stokkedal, Gabriele de Seta, Kurdin 
Jacob, and Annette Markham. 2022. ‘Representations of Machine 
Vision Technologies in Artworks, Games and Narratives: Documentation of 
a Dataset’. Data in Brief 42. https://doi.org/10.1016/j.dib.2022.108319.

This data paper documents the core dataset the project developed. The 
dataset captures the portrayal of machine vision technologies in 500 
creative works: digital artworks, video games and narratives including 
movies, novels and more. This is a purely descriptive paper in the genre 
“data paper”, so it describes the data, the methodology used and how the 
dataset can be used with the goal of making the data more accessible to 
other researchers. Our analyses can be found in other publications.  
 

Rettberg, J i l l  Walker, Gabriele de Seta, Marianne Gunderson, 
and Linda Kronman, eds. 2024. ‘Cultural Representations 
of Machine Vision’.  Open Journal of the Humanities 9 (2). 
https:/ /olh.openlibhums.org/collections/877/.

Authors contributing to this special collection survey how machine 
vision technologies are represented and narrated across different 
sociocultural domains. Cultural production – including literature, 
art, cinema, video games, science fiction, memes, fandom and more 
– is a rich source for understanding the impact of machine vision 
technologies on society, as well as their potential future trajectory.



Gunderson, Marianne, Ragnhild Solberg, Linda Kronman, Gabriele 
de Seta, and Jill Walker Rettberg. 2024. ‘Machine Vision Situations: 
Tracing Distributed Agency’. Open Research Europe 3 (August):132. 
https://doi.org/10.12688/openreseurope.16112.1.

This paper introduces the concept of the ‘machine vision situation’, defined 
as the moment in which machine vision technologies come into play and 
make a difference to the course of events, and proposes a method for 
analysing distributed agency between machine vision technologies, humans, 
and other entities within these situations. This method, when repeated, can 
be a basis for a quantitative analysis, but it can also be the foundation for close 
reading, by asking what is left over or unarticulated from the initial analysis.

Rettberg, Jill Walker. 2024. ‘Controlling Drones in Contemporary Science 
Fiction’. In Drones in Society: New Visual Aesthetics, edited by Elisa 
Serafinelli. Basingstoke: Palgrave. https://doi.org/10.1007/978-3-031-56984-5_2

In our dataset of 500 creative works, machine vision is generally portrayed as 
being more helpful than hostile. However, drones stand out, alongside facial 
recognition and surveillance cameras, as being predominantly hostile technologies, 
in contrast to the mostly helpful holograms, augmented reality, general AI and 
devices that display the non-visible spectrum. Drawing upon data analysis of 79 
machine vision situations involving drones, this paper identifies the repeated 
emphasis on controlling drones as a strategy for negotiating with machine vision 
technologies that are generally framed as oppressive.

de Seta, Gabriele, and Anya Shchetvina. 2023. ‘Imagining Machine Vision: 
Four Visual Registers from the Chinese AI Industry’. AI & SOCIETY, 
August. https://doi.org/10.1007/s00146-023-01733-x.

This article draws on the concept of sociotechnical imaginaries to 
understand how Chinese companies represent machine vision. Through a 
qualitative, multimodal analysis of the corporate websites of leading industry 
players, we identify a cohesive sociotechnical imaginary of machine vision, and 
explain how four distinct visual registers contribute to its articulation.
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2023

PEER-REVIEWED JOURNAL ARTICLES  
AND BOOK CHAPTERS  

2024
Atalaia, Nuno, and Marianne Gunderson. ‘Alexa’s Monstrous Agency: The 

Horror of the Digital Voice Assistant.’ In review, June 2024. 

This paper explores how digital voice assistants such as Amazon’s Alexa are 
imagined as monstrous in digital horror stories shared on the subreddit 
NoSleep, and discusses how these same monstrous figurations appear in 
Amazon’s official advertisement campaigns for the device. We ask how 
anxieties surrounding the blurred boundaries of human and non-human 
agencies introduced by the Alexa interface are represented and negotiated 
across different narrative forms and archives. 

de Seta, Gabriele. Forthcoming. ‘Technologies of Clairvoyance: Chinese 
Lineages and Mythologies of Machine Vision’. In Machine Decision Is Not 
Final: China and the History and Future of AI, edited by Benjamin Bratton, 
Anna Greenspan, and Bogna Konior. S1. Cambridge, Massachusetts: MIT Press.

This book chapter traces the historical lineages of clairvoyance in Chinese 
mythology, literature and art, relating it to the national development of research 
into optics and cybernetics, and demonstrating how these connect to contemporary 
machine vision products like surveillance camera systems and autonomous robots. 

Gunderson, Marianne. ‘The Tiktok Algorithm Knows Exactly What I Like. 
I Feel Seen’: Imaginaries of Algorithmic Self-Perception. In review, 
June 2024 

This paper asks what it means to feel seen by the TikTok algorithm. Through 
a thematic analysis of Tweets containing the terms ‘TikTok’ and ‘algorithm’ 
I explore the algorithmic imaginaries of recognition and self-making in 
interactions with the algorithmic feed, developing three main themes: the 
algorithm as an intimate other, the algorithm as an apparatus of observation, 
and algorithmic intensity.
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de Seta, Gabriele. 2023. ‘QR Code: The Global Making of an Infrastructural Gateway’. 
Global Media and China, 1–19. https://doi.org/10.1177/20594364231183618

Through the analysis of patents, corporate documents and advertising, ethno-
graphic observations, and interviews with prprofessionals, this article traces 
the global making of machine-readable data encoding standards and argues that 
the QR code has become an infrastructural gateway.

Kronman, Linda. 2023. ‘Hacking Surveillance Cameras, Tricking AI and 
Disputing Biases: Artistic Critiques of Machine Vision’. Open Library of 
Humanities Journal 9 (2). https://doi.org/10.16995/olh.10181.

Artistic tactics of hacking machine vision in the early 2000’s was about hijacking the 
broadcasting signals of surveillance cameras. This article addresses what is coined 
as the intuition machine shift, a transformation from artists hacking CCTV cameras 
as hardware to ways of tricking AI software. With this shift new types of art-hack 
tactics emerge, some of them specifically challenging the objectivity of machine 
vision by exposing harmful biases. From these art-hacks we can learn approaches 
to dispute machine vision biases, to provoke discourse and to renegotiate values 
and worldviews embedded in machine vision.

Kronman, Linda. 2023. ‘Classifying Humans: The Indirect Reverse 
Operativity of Machine Vision’. Photographies 16 (2): 263–89. 
https://doi.org/10.1080/17540763.2023.2189160.

Machine vision is experienced differently depending on context and who is 
interacting with it. Artistic audits, artworks that test AI augmented machine 
vision products have been influential in communicating the harms these 
technologies cause. However, inequalities in AI do not solely emerge when 
these technologies are used. There are inequalities and power imbalances 
involved in how machine vision is developed and designed. This article looks 
more closely at the action of labelling images as operations which shape how 
machine vision operates back on us by classifying humans. Drawing on artistic 
research to design a speculative image annotation interface, the article 
demonstrates that both human and machine classifiers are entangled in 
amplifying stereotypes and inequalities cycles of image labelling coined as 
indirect reverse operativity. 

2022
Rettberg, Jill Walker. 2022. ‘Algorithmic Failure as a Humanities 

Methodology: Machine Learning’s Mispredictions Identify Rich Cases 
for Qualitative Analysis’. Big Data & Society 9 (2): 20539517221131290. 
https://doi.org/10.1177/20539517221131290.

This paper tests a new method for using machine learning in qualitative 
research. I train a simple machine learning algorithm on our dataset of 500 
creative works and ask it to predict whether actions are passive or active 
based on the age, gender, race and species of the characters involved in each 
action. The cases where the algorithm failed to make a correct prediction were 
the cases that are most interesting for qualitative analysis.  

Solberg, Ragnhild. 2022. ‘(Always) Playing the Camera: Cyborg Vision and 
Embodied Surveillance in Digital Games’. Surveillance & Society 20 (2). 
https://doi.org/10.24908/ss.v20i2.14517.

This paper explores how games imagine and influence surveillance. Digital 
games often present the player’s screen as in-game surveillance cameras, which 
has direct consequences for how players understand and interact with the 
virtual world. The article presents the term ‘cyborg vision’ to account for this 
human and non-human experience.

Solberg, Ragnhild. 2022. ‘“Too Easy” or “Too Much”? (Re)Imagin-
ing Protagonistic Enhancement through Machine Vision in Video 
Games’. Przegląd Kulturoznawczy, no. 4 (54) (December), 548–69. 
https://doi.org/10.4467/20843860PK.22.037.17091.

This paper explores how digital games that valorize techno-masculine 
imaginaries of superhuman domination also present humans as depending on 
computational and non-human agencies to succeed. Through close readings of 
select games, the paper argues that sharing vision and agency with machines 
both enables and complicates fantasies of dominance in games.
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2021
de Seta, Gabriele. 2021. ‘Huanlian, or Changing Faces: Deepfakes on 

Chinese Digital Media Platforms’. Convergence: The International 
Journal of Research into New Media Technologies 27 (4): 935–53. 
https://doi.org/10.1177/13548565211030185.

I summarize the global emergence of deepfakes and the local history of 
huanlian (‘changing faces’) in China, discussing their development across 
consumer apps, commercial services, and communities of practice. Drawing 
on three case studies, I argue for the importance of situating specific 
applications of deep learning in their local contexts. 

de Seta, Gabriele. 2021. ‘APAIC Report on the Holocode Crisis’. Surveillance 
& Society 19 (4): 474–79. https://doi.org/10.24908/ss.v19i4.15154.

Through this short sci-fi story combining fictional fieldnotes, interview 
transcripts, OCR scans and intelligence reports, I imagine the near future 
development of data encoding patterns: after barcodes and QR codes, 
the invention of ‘holocodes’ will make it possible to store unprecedented 
amounts of data in a minuscule physical surface.

Gunderson, Marianne. 2021. ‘Populærkulturelle Forestillinger Av 
Utvidet Virkelighet: Makt Og (u)Leselige Identiteter Når Verden 
Blir En Skjerm’. Tidsskrift for Kjønnsforskning 45 (02–03): 89–104. 
https://doi.org/10.18261/issn.1891-1781-2021-02-03-03. 

 
[English translation: Visions of augmented reality in popular 
culture: Power and (un)readable identities when the world becomes 
a screen. https://doi.org/10.48550/arXiv.2306.04434]

This paper analyses the representation of augmented reality in three works of 
dystopian science fiction in visual media. Reading visions of augmented reality 
through feminist theory, I argue that augmented reality technologies enter 
into assemblages of people, discourses, and technologies, by forming a grid of 
intelligibility that codifies identities, structures hierarchical relationships, and 
scripts social interactions.

Solberg, Ragnhild. 2021. ‘Hologrammer i Grenseland: Ikke-menneskelige Ak-
tørers Tilstedeværelse Og Handlingsrom i Spill [Holograms in the Border-
lands: Non-Human Presence and Agency in Games]’. Norsk Medietidsskrift 28 
(4): 1–20. https://doi.org/10.18261/issn.0805-9535-2021-04-03.

This paper tracks a broad cultural understanding of hologram technology and 
identifies holographic representations in digital games. I argue that holograms in 
games have aesthetic, narrative, and mechanical functions that challenge binary 
conceptualizations of presence and agency, which helps us see how machines and 
humans are connected in complex posthuman assemblages.

2020
Gunderson, Marianne, Wester Coenraads, Marc Tuters, Gaurish Thakkar, Diego 

Alves, and Hana Marčetić. “Machine Vision Creepypasta: Surveillance Devices 
in Digital Horror.” Report for Digital Methods Summer School 2020, 2020. 
https://docs.google.com/document/d/1qnALNhjryyFmlU6pPWRRmoZxP-
2G7yyozfUlRKiYJrR8/edit#.

This report explores the representation of machine vision technologies in 
vernacular horror stories posted to the NoSleep community on reddit. Using a 
combinarion of computational methods and qualitative analysis, we analyse the way 
different technologies are imagined to become sources of, or vehicles for, horror. 

Kronman, Linda.  “Intuition Machines: Cognizers in Complex Human-Tech-
nical Assemblages.” A Peer-Reviewed Journal About 9, no. 1 (August 4, 
2020): 54–68. https://doi.org/10.7146/aprja.v9i1.121489.

What can we learn about machine vision bias from art? This article 
addresses artworks which expose that assembling machine learning 
datasets is fundamentally about creating worldviews. Thus, rather than 
assuming machine vision predictions to be objective or true, the article 
suggests approaching these technologies as intuition machines, technologies 
that produce technical intuitions reflecting biases and values of those 
who create them.
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Kronman, Linda, and Andreas Zingerle. 2020. ‘Munster Erkennen Und Die 
Zukunft Vorhersagen/ Recognizing Patterns and Predicting Futures’. In ML 
IM NETZ DER SINNE, edited by J Hofmüller, R Hofmüller, D Jakely, and M 
Maierhofer-Lischka. Graz: mur.at.

This book chapter discusses different approaches to machine vision and 
machine learning in digital art (in English and German).

Rettberg, Jill Walker. 2019. ‘Et algoritmisk blikk: Algoritmers rolle i produks-
jonen av hverdagsfotografier.’ Norsk medietidsskrift 26, no. 01 (March 22, 
2019): 1–20. https://doi.org/10.18261/ISSN.0805-9535-2019-01-03.

Algorithms generate and interpret images not just by sorting and ranking 
images on social media platforms, but also by determining which photographs 
to take in the first place through the aesthetic inference algorithms built 
into our cameras. This paper examines how these algorithms work, and what 
kinds of aesthetic critieria are programmed into them. As the algorithms 
themselves are blackboxed, the material analysed includes three groups of 
photographs: the Instagram account @Insta_repeat, NRK’s hashtag campaign 
#nrksommer, and the twenty most popular images on Instagram. The paper 
also discusses a selection of articles on the development of aesthetic inference 
algorithms written by computer scientists, analyses marketing materials for 
cameras, and presents a historical comparison of the aesthetics of camera 
clubs and in pictoralism with the data sets used in the development of 
aesthetic inference algorithms today. The main argument of the paper is that 
aesthetic inference algorithms and ranking algorithms lead to less diversity 
in our photographs, and that the algorithms are driven by a commercial 
rationale aimed at increasing the consumption of images and cameras. 

2019
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PUBLISHED CONFERENCE PAPERS
Kronman, Linda, and Andreas Zingerle. 2022. ‘Suspicious Behavior: A 

Fictional Annotation Tutorial’. In Nordic Human-Computer Interaction 
Conference, 1–3. NordiCHI ’22. New York, NY, USA: Association for 
Computing Machinery. https://doi.org/10.1145/3546155.3547288.

This paper addresses the role of instructive interface design in data annotation of 
image datasets drawing on artistic research for the artwork Suspicious Behavior.

Kronman, Linda, and Andreas Zingerle. 2022. ‘Suspicious Behavior’. In 
xCoAx 2022: Proceedings of the 10th Conference on Computation, Com-
munication, Aesthetics & X, edited by Miguel Carvalhais, Mario Verdic-
chio, Luísa Ribas, and André Rangel, 318–26. Combria, Portugal: i2ADS. 
https://doi.org/10.24840/xCoAx_2022_53.

A short art paper contextualising Suspicious Behavior in the fields of digital art 
and critical data set studies.

Kronman, Linda. 2019. ‘The Deception of an Infinite View: Exploring Ma-
chine Vision in Digital Art’. In Proceedings of POM Beirut 2019, 70–77. 
Beirut. https://doi.org/10.14236/ewic/POM19.11.

Drawing on histories of aerial photography and examples of contemporary 
digital art the paper discusses Queryable Earth’s visions to deploying pattern 
recognition on satelite images. It illustrates how Queryable Earth is limited to 
a singular aerial perspective and constrained by quality and selection of training 
data.

Kronman, Linda. 2019. ‘Machine Vision in Digital Art’. In xCoAx 2019: 
Proceedings of the Seventh Conference on Computation, Communication, 
Aesthetics and X, 366–70. Milan, Italy. http://2019.xcoax.org/xCoAx2019.pdf.

Presentation of PhD research in the Doctoral symposium of the xCoAx con-
ference chaired by Simona Chiodo and Philip Galanter.

Kronman, Linda, and Andreas Zingerle. 2019. ‘Panopticities: Artwork 
Submission’. In Proceedings of the 9th International Conference on Digital 
and Interactive Arts, 1–4. ARTECH 2019. New York, NY, USA: Association 
for Computing Machinery. https://doi.org/10.1145/3359852.3359957.

A short art paper contextualizing the artwork Panopticities in an artistic 
practice of hacking surveillance cameras.

Rettberg, Jill Walker, Marianne Gunderson, Ragnhild Solberg, Linda Kronman, 
and Linn Heidi Stokkedal. 2019. ‘Mapping Cultural Representations 
of Machine Vision: Developing Methods to Analyse Games, Art 
and Narratives’. In . Hof, Germany: ACM New York, NY, USA. 
https://doi.org/10.33767/osf.io/fvwm8.

A work in progress paper on the Database of Machine Vision in Art, Games 
and Narratives.
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