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Abstract: This paper explores the nonlinear effects of rate and acceleration limits in actuation
systems, focusing on the actuator steady-state response to sinusoidal input and the effectiveness
of closed-loop control systems. The saturation regimes determined by rate and acceleration lim-
its are investigated, and analytical formulations are derived for the nonlinear actuator response
and the boundaries of these regimes within the two-dimensional parameter space defined by
non-dimensional rate and acceleration limits. Describing functions for each regime are deter-
mined in a closed form, establishing the relationship between actuator input and output in the
frequency domain. Combined rate and acceleration limits are found to induce a low-pass fil-
ter behaviour in the actuator, with a -40 dB/decade roll-off, and can lead to nonsmooth phase
dependence on frequency. The describing functions of combined rate and acceleration limits
are applied to the analysis of an aeroservoelastic wing model developed for gust load allevia-
tion (GLA) purposes. The effect of the actuator limits is investigated by evaluating the onset
point of the nonlinear behaviour and an equivalent describing function for the entire actuator-
plant-control feedback loop. The resulting findings illustrate that rate and acceleration limits
can substantially affect the performance of closed-loop systems, leading to phenomena such as
jump resonances when partial-to-full saturation regime transitions occur, and thereby constrain-
ing the effective frequency range of the GLA control systems.

1 INTRODUCTION

In modern aircraft design, electro-mechanical actuators are increasingly being considered as
an alternative to conventional hydraulic actuation systems for flight control surfaces. While
offering advantages in terms of weight reduction and increased efficiency, these actuators are
also characterised by a higher sensitivity to nonlinear effects. Unexpected nonlinear behaviour
in actuators can strongly affect the effectiveness of control functions such as gust load allevi-
ation or flutter suppression. Even more importantly, nonlinearities such as actuator rate limit
can also generate dangerous phenomena, including pilot-induced oscillations [1]. Nonetheless,
in state-of-the-art control law design and gust response analysis, actuator nonlinearities are of-
ten neglected [2] and linearised models with sufficiently high robustness margins are instead
considered [3, 4]. Therefore, a deeper understanding of actuator nonlinearities is required to
enhance their modelling and design, provide detailed certification guidelines, and determine
under which conditions actuators can be operated safely and effectively.
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This contribution focuses on the analysis of the nonlinear effects caused by rate and accelera-
tion limits in the actuator response. The behaviour of rate-limited systems has been extensively
investigated in the literature, particularly in response to the JAS39 Gripen [5] and YF-22 acci-
dents [6], caused in the 90s by category II pilot-induced oscillations (PIO). Rate limit can occur
in any actuation system due to its limited rate of travel. When the demanded velocity exceeds
the rate limit, the actual actuator deflection will have a reduced amplitude and lag behind the
input signal. This can either be caused by the input amplitude or frequency, rendering rate limit
a frequency-dependent nonlinearity [2]. In hydraulic actuators, rate saturation occurs when the
main control valve reaches its maximum flow capability [7]. Differently, in electro-mechanical
actuators, achievable velocity is mostly determined by bearings and power limitations [2, 8].
In several applications, rate limit functions are also imposed in the control laws to limit the
commanded actuator rate, aiming to protect the system from excessive commands and physical
wear, and to avoid unwanted dynamic behaviour in the system’s response [7, 9].

The theoretical analysis of rate-limited systems is often carried out by using sinusoidal describ-
ing functions. A describing function is an approximate frequency response function, which
describes the relationship between the input and output of a nonlinearity in the frequency do-
main, and can be used to assess the effect of a single dominant nonlinearity, or a combination of
nonlinearities, on the stability and robustness of a linear system [7,10]. In closed-loop systems,
describing functions are primarily used to determine the potential onset of limit cycle oscilla-
tions (LCOs); further applications include the prediction of subharmonics, jump phenomena,
and the response of nonlinear systems to sinusoidal inputs [11]. As reported by Fielding and
Flux [7], the main assumptions required for the validity of the describing function analysis are
the time-invariance of the nonlinear element, and the presence of a dominant nonlinearity (or
group of nonlinearities). In addition, the describing function is most effective when the linear
element of the system does not present any high-frequency resonances which could cause the
amplitudes of higher frequency harmonics to become significant. Nonlinearities such as rate
and acceleration limits respect these assumptions, and increase the reliability of the analysis by
acting as low-pass filters, therefore attenuating the high-frequency content of the linear element
of the system.

The use of the describing function of the rate limit was first proposed by Hanke [12] for the
analysis of the handling qualities of the open- and closed-loop systems in frequency domain,
and the determination of the onset frequency of the rate limit nonlinearity from input ampli-
tude and frequency. Describing function analysis was also used by Fielding and Flux [7] to
investigate the stability and robustness of a closed-loop systems with a rate limiting element,
with a particular focus on the prediction of LCOs induced by the nonlinearity in flight control
systems. The prediction of the onset of category II PIO was addressed by several researchers,
including Gilbreath [1] and Katayanagi [13]. In particular, Gilbreath derived an equivalent de-
scribing function able to describe the frequency response of closed-loop rate-limited systems,
observing the presence of nonlinear jump resonances in the system’s response and determining
the open-loop onset point (OLOP) stability boundary, according to a procedure first introduced
by Duda [14]. The describing function and the concept of open- and closed-loop onset fre-
quency have also been used in many studies aimed at the design of rate limit compensation
methods [9, 15–17].

While the rate limit nonlinearity has been studied by several authors, acceleration limit has only
received little attention in the literature. In their investigation on the nonlinear behaviour of
hydraulic actuation systems [7], Fielding and Flux concluded that acceleration limits should be
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included in actuator models and that acceleration capability is an essential feature of actuation
systems. Moreover, the describing function of fully saturated acceleration-limited systems was
derived analytically and investigated, highlighting similar patterns to those already observed
in rate-limited systems. More recently, Tang et al. [2, 8] investigated the effect of the actuator
acceleration limit on the performance of closed-loop gust load alleviation aeroservoelastic sys-
tems. In this case, electro-mechanical actuators were considered and the acceleration limit was
mainly due to maximum torque available in the system. Nonetheless, little is still known re-
garding the combined effects due to the simultaneous presence of actuator rate and acceleration
limits, particularly when those nonlinearities only induce partial saturation in the output signal.

This paper presents an investigation into the combined nonlinear effects due to the presence of
rate and acceleration limits in actuation systems. The saturation regimes determined by varying
amount of these limits are analysed, and analytical formulations are derived for the boundaries
corresponding to the transitions among different regimes. These boundaries are graphically
represented in the two-dimensional parameter space determined by non-dimensional rate and
acceleration limits parameters, dividing it into multiple regions corresponding to the different
saturation regimes. Describing functions are analytically derived for all the saturation regimes
defined by rate and acceleration limits, allowing for the investigation of their effect on the
amplitude and phase of the steady-state actuator response in the frequency domain. Finally, the
derived describing functions are used to investigate the effects of actuator rate and acceleration
limits on the gust load alleviation performance of an aeroservoelastic system.

The paper is organised as follows. The investigation of the actuator saturation regimes under
sinusoidal input is presented in Sect.2. In Sect.3, analytical describing functions are derived for
rate and acceleration limits, and for combined rate and acceleration limit nonlinearities. The
application of the describing functions to the analysis of a case-study aeroservoelastic system
is addressed in Sect.4, while concluding remarks are provided in Sect.5.

2 ACTUATOR SATURATION REGIMES FOR SINUSOIDAL INPUT

This section presents the saturation regimes introduced by rate and acceleration limit in the
steady-state actuator response to sinusoidal input. The boundaries associated with the transi-
tions across different regimes are analytically derived, along with the response amplitude and
phase delay for each saturation regime. Rate limit is discussed in subsection 2.1, acceleration
limit is dealt within subsection 2.2, while the case of combined rate and acceleration limit is
presented in subsection 2.3. An overview of the results, including the boundaries across differ-
ent saturation regimes and their graphical representation in a two-dimensional parameter space,
is achieved in subsection 2.4.

2.1 Rate limit

Let us first denote the actuator input and output signals as x(t) and y(t), respectively, and
assume that a rate limit RV is applied by the actuator on the output signal, such that

|ẏ(t)| ≤ RV . (1)

If the signal
x(t) = x0 cos(ωt) (2)

is given as an input to the actuator, the rate limit will only be effective if the amplitude of the
input rate exceeds RV , i.e., if

RV < ωx0; (3)
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otherwise, no saturation will occur and the output signal will be unaffected by the rate limit.
In order to minimise the number of parameters needed to describe the rate limit effect on the
actuator response, let us introduce the following non-dimensional time and signal amplitude:

τ = ωt x̄ =
x

x0

. (4)

In general, the notation ḡ will be used to refer to a signal g normalised by the input amplitude,
while the symbol ’ will be used to indicate derivatives with respect to the non-dimensional time
τ . The rate limit ratio can then be introduced as the ratio between the rate limit value and the
maximum input rate

rV =
RV

ωx0

(5)

such that the rate limit is only effective when rV < 1.

When the rate limit is less than the maximum rate of the input signal, three different types
of saturation regimes can occur in the steady-state actuator response, as shown in Fig.1: par-
tial saturation without amplitude reduction (Fig.1a), partial saturation with amplitude reduction
(Fig.1b) and full saturation (Fig.1c). These saturation regimes are analysed in what follows, fo-
cusing on the characterisation of regime transitions and on the evaluation of response amplitude
and phase delay. In this paper, the expression phase delay will refer to the non-dimensional time
interval between the maxima of the sinusoidal input (τ = 0) and of the actuator steady-state re-
sponse (τ = ϕ); in general, due to the response nonlinearity, this quantity will differ from the
phase delay evaluated between their zeros or referred to the main harmonic component of the
signals.
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Figure 1: Steady-state response of a rate-limited actuator to sinusoidal input.

Partial saturation with no amplitude reduction (Fig.1a) is the first regime observed as the rate
limit ratio is decreased below unity. In this regime, the time interval where saturation occurs is
entirely included within the half-period between a maximum and the subsequent minimum of
the sinusoidal input, and therefore the maximum value of the steady-state response remains un-
altered and no phase delay is observed, as also reported by Yuan et al. [9]. The non-dimensional
time τ ∗1 where saturation first occurs in the interval τ ∈ [0, 2π] can easily be determined as the
time instant where the input velocity x̄′ = − sin(τ) equates the rate limit ratio rV , and is there-
fore given by

τ ∗1 = sin−1(rV ), (6)
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while the corresponding response value is

ȳ∗1 =
√

1− r2V . (7)

As visible in Fig.1a, output saturation terminates when the rate limited output intersects the
sinusoidal input, at τ = τ ∗2 . Let us introduce the function φ of the rate limit ratio such that
τ ∗2 = φ(rV ) and x̄∗

2 = cos(φ(rV )). Evaluating the intersection between the linear portion of the
actuator output, whose equation reads as

ȳ(τ) =
√

1− r2V − rV (τ − τ ∗1 ), (8)

and the input signal x̄(τ) = cos(τ), it is possible to obtain the following implicit analytical
expression for φ(rV ):

rV φ(rV ) + cos(φ(rV )) = rV sin−1(rV ) +
√

1− r2V . (9)

A graphical representation of the function φ(rV ) is provided in Fig.2. As it is possible to observe
in Fig.2, φ(rV ) is a monotonically decreasing function of rV , whose minimum value is π/2 at
rV = 1.
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Figure 2: Non-dimensional ending saturation time in partial rate saturation regime as a function of the rate limit
ratio.

If the saturation ending time is such that τ ∗2 > π, the maxima of the sinusoidal input will also be
saturated, leading to a reduction of amplitude and a non-zero phase delay in the actuator output
(Fig.1b). The rate limit ratio value r∧ at the regime transition between these saturation regimes
can be determined numerically by solving the equation ϕ(rV ) = π, and is equal to 0.7246.
In this further regime, named as partial saturation with amplitude reduction, the amplitude of
the actuator steady-state response will be equal to − cos(φ(rV )) and the phase delay will be
ϕ = φ(rV )− π.

The transition from partial to full rate saturation occurs when the ending time of the saturation
interval τ ∗2 coincides with the start of the subsequent saturation interval at τ ∗1 + π, i.e., when

φ(rV ) = π + sin−1(rV ). (10)

This leads to rate saturation occurring throughout the entire period of the steady-state response.
By replacing the above value of φ(rV ) into Eq.(9), it is obtained that the transition takes place
when the rate limit ratio is equal to

r∗ =
2√

4 + π2
∼= 0.5370, (11)
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as already observed by several authors (see, e.g., [1, 14]).

The actuator output in full rate saturation regime is characterised by a sequence of linear vari-
ations of the position over time (see Fig.1c), with non-dimensional rate remaining constant at
±rV ; the output signal therefore resembles a triangle wave. Given the 2π-periodicity of the
response and its rate, it is easily obtained that the signal amplitude in this regime is equal to
(π/2)rV , while the non-dimensional time of the maximum positive output within the interval
[0, 2π], representing the phase delay, is

ϕ = τ ∗ = cos−1
(π
2
rV

)
, (12)

since the switching between the positive and negative saturated rate occurs across the intersec-
tion with the sinusoidal input.

The amplitude and phase delay of the steady-state response, evaluated across the different sat-
uration regimes, are represented in Figs.3a and b, respectively. It is possible to note that, while
only a limited amplitude reduction (up to about 15%) is observed in partial saturation regimes,
the response amplitude decreases linearly in full saturation regime, approaching zero as rV → 0.
Differently, the phase delay gradually increases as the rate limit ratio is decreased below the
value r∧, maintaining a similar behaviour across partial and full saturation regimes and eventu-
ally tending to π/2 when rV → 0.
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Figure 3: Non-dimensional response amplitude (a) and phase delay (b) of the steady-state actuator response for
varying rate limit ratio.

2.2 Acceleration limit

Let us now analyse the effect of the acceleration limit RA, such that

|ÿ(t)| ≤ RA, (13)

on the actuator output in steady-state conditions, in the assumption that no rate limit is applied
by the actuator. Since the maximum input acceleration of the sinusoidal signal from Eq.(2) is
equal to ω2x0, it is convenient to introduce the acceleration limit ratio as

rA =
RA

ω2x0

. (14)
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In this notation, the acceleration limit will only affect the actuator output if rA < 1. In this case,
three saturation regimes can be observed: partial saturation without (Fig.4a) or with velocity
reduction (Fig.4b) and full saturation (Fig.4c). It can be observed that the effect of the accel-
eration limit on the output velocity is the same as that of the rate limit on the output position.
However, this leads to a significantly different actuator output from that induced by the rate
limit, as shown in Fig.5 for the three saturation regimes and discussed in what follows.
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Figure 4: Steady-state output rate of an acceleration-limited actuator under sinusoidal input.
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Figure 5: Steady-state output position of an acceleration-limited actuator under sinusoidal input.

In partial acceleration saturation regimes, the actuator steady-state response presents a parabolic
evolution in those time intervals where the acceleration is saturated. The output position there-
fore consists in a sequence of sinusoidal and parabolic traits (see, e.g., Fig.5a). Since the maxi-
mum acceleration in the sinusoidal input occurs in correspondence of the maximum deflection
(in absolute value), amplitude reduction is observed in the actuator output for any acceleration
limit such that rA < 1. Therefore, unlike rate limit, acceleration limit cannot lead to partial
saturation regime with no amplitude reduction. By extending the results shown in subsection
2.1 to the acceleration limit case, it can easily be derived that the starting and ending times
of the saturation interval are τ ∗1 = φ(rA) − π/2 and τ ∗2 = cos−1(−rA). Another noteworthy
effect of the acceleration limit is that, differently from rate limit, it also induces a phase delay
in the sinusoidal traits of the output signal, i.e., in those time intervals where the acceleration
is not saturated. This behaviour can be explained by observing, for instance, Fig.6a. During
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the saturation interval [τ ∗1 , τ
∗
2 ], the absolute variation of the parabolic output is smaller than that

of the underlying sinusoidal input by a quantity equal to 2∆ȳA, due to the smaller curvature
imposed by the acceleration limit. Denoting with ∆τA = τ ∗2 − τ ∗1 the saturation time interval, it
is possible to derive an analytical formulation of ∆ȳA as

∆ȳA =
1

2

[
rA +

√
1− r2A∆τA − 1

2
rA∆τ 2A − sin(φ(rA))

]
. (15)

The evolution of ∆ȳA with respect to the acceleration limit ratio in partial saturation regime is
reported in Fig.6b, where it is possible to observe its gradual increase from zero to r∗ as rA is
decreased from 1 to r∗. ∆ȳA. Once ∆ȳA has been evaluated, the response amplitude and phase
delay can simply be derived by exploiting the mathematical properties of parabolas. After some
algebraic calculations, the resulting values are

max
[0,2π]

|ȳ| = 1 + r2A
2rA

−∆ȳA (16)

and

ϕ =

√
1− r2A
rA

− cos−1(rA) (17)

respectively.
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Figure 6: (a) Generation of an offset ±∆ȳA between input and output during acceleration saturated intervals in
partial saturation regime and (b) evolution of ∆ȳA for varying acceleration limit ratio.

In full acceleration saturation regimes, the steady-state actuator response consists in a sequence
of parabolic traits, as shown in Fig.5c, corresponding to the acceleration switching between rA
and −rA. Exploiting the properties of parabolas and the response symmetry, it can be derived
that, in this case, the response amplitude is equal to (π2/8)rA, while the phase delay is given by
ϕ = cos−1(rA).

Amplitude and phase delay of the steady-state response are finally plotted in Fig.7 across all
saturation regimes for acceleration limited signals. By comparing these plots with Figs.3a and
b, depicting the same quantities for rate limited signals, it is possible to observe that the main
difference is that both response amplitude and phase delay are also affected by the saturation
for r∧ ≤ rA < 1. In the remaining saturation regimes, the response amplitude decreases to zero
at a slower rate than in the rate limit case, while the phase delay follows the same pattern in full
saturation regime, tending to ϕ = π/2 when rA → 0.
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Figure 7: Non-dimensional response amplitude (a) and phase delay (b) of the steady-state actuator response for
varying acceleration limit ratio.

2.3 Combined rate and acceleration limit

Let us consider the case of an actuator where the output signal rate and acceleration are limited
by RV and RA respectively. As discussed in Sect. 1, the presence of combined rate and acceler-
ation limits can be the consequence of physical limitations, including limited power and torque
available, or it can be imposed by ad-hoc filters (see, e.g, [18, 19]) to prevent the actuator from
excessive commanded output which could lead to physical damage. It is important to consider
that, when rate saturation occurs, the output rate of the actuator becomes nonsmooth (see Fig.3),
leading to the presence infinitely large spikes in the output acceleration in correspondence of
the transition times τ ∗1 , τ ∗2 and τ ∗ . As a consequence, any finite value of the acceleration limit
will affect the actuator output. Conversely, no effects from the rate limit will be seen when
rV ≥ 1; in this case, the output signal will behave as described in subsection 2.2. Actuator
behaviours for rV < 1 are addressed in following discussion, which is organised by considering
three different configurations: (i) full rate saturation (rV ≤ r∗) with any acceleration limit; (ii)
partial rate saturation (r∗ < rV < 1) with acceleration limit rA ≥ 1; (iii) partial rate saturation
with acceleration limit rA < 1. Transitions among the different saturation regimes, response
amplitude and phase delay will be derived and represented in the two-dimensional parameter
space defined by rV and rA.

2.3.1 Full rate saturation with acceleration limit

In this first case, it is assumed that an acceleration limit is applied along with a rate limit such
that rV ≤ r∗. In this scenario, the rate limit leads to full saturation, independently of the acceler-
ation limit value; therefore, partial saturation is not possible under any circumstances. However,
the instantaneous switching between positive and negative rate saturation, represented in Fig.1c,
leads to the presence of discontinuities in the output signal rate, and to infinitely large acceler-
ation peaks. As a consequence, any finite value of the acceleration limit will affect the signal,
eliminating discontinuities in the output rate. Therefore, two different saturation regimes are
possible: full mixed saturation, where an alternation of rate and acceleration saturated intervals
occurs (see Fig.8a), or full acceleration saturation only, where no rate saturation is observed, as
shown in Fig.8b.
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Figure 8: Steady-state response of a rate and acceleration-limited actuator to sinusoidal input for rV = 0.4.

Full mixed saturation results from the saturation of the acceleration peaks generated by the
rate discontinuities. In Fig.8a, it can be observed that the acceleration saturation interval
starts in correspondence of the switch between positive and negative rate saturation, at τ ∗1 =
cos−1((π/2)rV ). The ending time of this saturation can be determined by observing the out-
put rate patterns. In fact, considering the acceleration saturation interval starting at τ ∗1 , where
ȳ′(τ ∗1 ) = rV , it can be noted that the ending time τ ∗2 corresponds to the intersection between
the linear rate variation determined by the acceleration limit and the subsequent negative rate
saturation, so that ȳ′(τ ∗2 ) = −rV . Denoting with ∆τA the time duration of the acceleration
saturation interval, it can be easily deduced that

∆τA =
2rV
rA

. (18)

The produced output velocity consists in a trapezoidal wave, oscillating between ±rV with
slope given by ±rA, while the position presents an alternation of linear and parabolic traits. In
particular, the linear traits of the actuator response are delayed by rV /rA with respect to those
obtained if only the rate limit is considered. The response amplitude coincides with maximum
of the parabolic traits, which is

max
[0,2π]

|ȳ| = 1

2
rV

(
π − rV

rA

)
(19)

and occurs at the time:
ϕ = cos−1

(π
2
rV

)
+

rV
rA

. (20)

The transition to fully saturated acceleration regime takes place when the value of rA is such
that acceleration is saturated in the whole interval [τ ∗1 , τ

∗
2 ], i.e., for

rA =
2

π
rV . (21)

10



IFASD-2024-183

In fact, in this case, the acceleration saturation interval becomes ∆τA = π, covering half of
the signal period. Further decreasing of rA will only lead to an amplitude reduction of the
output, which will be equal to (π/2)rA, as specified in subsection 2.2. However, since the
switch between positive and negative acceleration saturation occurs in correspondence of the
saturation switching in the underlying rate limited signal (see Fig.8b), the phase delay will be

ϕ = π − sin−1
(π
2
rV

)
. (22)

It is noteworthy to underline that, while a strict acceleration limit can conceal the presence of
a rate limit, which does not affect the response amplitude in this saturation regime, the effect
from the latter can still be observed in terms of phase delay in the output signal, which is, in
this specific case, only dependent on the rate limit ratio.

2.3.2 Partial rate saturation with acceleration limit rA ≥ 1

The saturation regime scenario is more complex for those signals whose rate limit ratio is in-
cluded in the range between r∗ and 1. In this case, the acceleration limit can affect the actuator
output in two different ways: for rA ≥ 1, its effect is still limited to the saturation of the ac-
celeration peaks generated by the discontinuities in the output rate; differently, for rA < 1,
acceleration saturation also occurs in the sinusoidal traits of the steady-state response. The first
case is dealt with in this subsection, while the second case will be discussed in subsection 2.3.3.
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Figure 9: (a) Steady-state output rate of a rate- and acceleration-limited actuator under sinusoidal input for rV =
0.8 and rA = 2 and (b) evolution of the non-dimensional ending time of the acceleration saturation
interval in mixed partial saturation regime.

An example of the effect of the combined rate and acceleration limit for r∗ < rV < 1 and
rA ≥ 1 is provided in Fig.9a, where the actuator output rate is shown for rV = 0.8 and rA = 2
It is possible to observe how the acceleration limit is activated by the discontinuity generated by
the rate limit at τ = φ(rV ), leading to an acceleration saturation (shown by the linear variation
of the rate) between this point and the subsequent intersection with the sinusoidal input. Let us
denote the non-dimensional ending time of the acceleration saturation as ξ, which is defined by
the implicit equation

rA(ξ − φ(rV )) + sin ξ = rV . (23)

The evolution of ξ with rV and rA is graphically represented in Fig.9b. Limiting the present
discussion to the case rA ≥ 1, it is possible to observe the minimum value of ξ is π/2 when
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rV = 1, i.e., when no rate saturation occurs, while ξ → φ(rV ) when rA → ∞. In general,
ξ increases for decreasing rate limit ratios (due to the increase of φ(rV )) and for decreasing
acceleration limit ratios, due to the increased duration of the acceleration saturation interval.

Three types of steady-state response are possible in this region of the parameter space rV − rA,
as shown in Fig.10 for rA = 2 and varying rV . When ξ ≤ π, the acceleration saturation
terminates with the first half of the response period and the maximum output is still observed
in the sinusoidal trait, at τ = 0. In this regime, which can be referred to as mixed partial
saturation, the sinusoidal traits of the steady-state response present an offset with respect to the
sinusoidal input, similarly to that observed in partly saturated acceleration regime in subsection
2.2. In this case, adopting the same reasoning discussed above and illustrated in Fig.6a, it is
derived that this offset ∆ȳVA is equal to

∆ȳVA =
1

2

[
cos ξ − cos(φ(rV )) + rV∆τVA − 1

2
rA∆τ 2A

]
, (24)

where
∆τVA = ξ − φ(rV ). (25)

is the duration of the acceleration saturation interval. Consequently, it can be concluded that the
maximum response in the case represented in Fig.10a, is equal to 1 + ∆ȳVA. It is noteworthy
how the combined rate and acceleration limit leads, in this case, to a slight increase of the
actuator output, compared to the linear case.

When ξ > π (See Fig.10b), even though mixed partial saturation still occurs, different properties
are observed in the actuator response. Since the acceleration saturation ends after τ = π, the
response maximum is observed within the saturated interval, i.e., in the parabolic trait of the
response. It can be derived that, in this region of the parameter space, the response amplitude is
equal to

max
[0,2π]

|ȳ| = r2V
2rA

− cos(φ(rV ))−∆ȳVA, (26)

while the phase delay is now given by

ϕ = φ(rV ) +
r2V
2rA

− π. (27)

Finally, a transition to full mixed saturation regime (Fig.10c) is observed when the acceleration
saturation covers the whole interval between the end of the first rate saturation and the start of
the subsequent rate saturation, i.e., when ξ = π + sin−1(rV ). By substituting this value into
Eq.(23), it is obtained that the boundary between full and partial mixed saturation regimes can
written as

rA =
2rV

π + sin−1(rV )− φ(rV )
. (28)

In full mixed saturation regime, the amplitude steady-state response can still be obtained from
Eq.(19), while the phase delay will differ from that provided by Eq.(20), assuming instead the
value given by Eq.(27).
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Figure 10: Steady-state response of a rate- and acceleration-limited actuator to sinusoidal input for rA = 2.

2.3.3 Partial rate saturation with acceleration limit rA < 1

In the region of the parameter space characterised by r∗ < rV < 1 and rA < 1, the acceleration
limit can saturate not only the spikes generated by discontinuities in the output rate, but also
the sinusoidal traits of the signal, leading to a complex scenario in terms of possible saturation
regimes. In general, it can be stated that:

• acceleration peak saturation occurs between τ = φ(rV ) and τ = ξ;
• acceleration sine saturation occurs between τ = cos−1(rA) and τ = φ(rA) + π/2, as

shown in subsection 2.2.

In the context of mixed partial saturation, this can lead to two different actuator responses.
From Fig.9b, it can be observed that, when rA < 1, a jump discontinuity occurs across the line
ξ = π. In particular, it is found that, moving across such a line (in the direction of increasing
rV ), the value of ξ has a sharp drop from φ(rA) + π/2 to cos−1(rA). Therefore, when ξ >
π, the sine saturation time interval is fully included in the peak saturation interval, so that
only the latter is observed. As shown in Fig.11a, the resulting output signal presents the same
properties already discussed in the previous subsection for the case rA ≥ 1 for ξ > π (see
Eqs.(26) and (27)). Differently, when ξ < π, two distinct acceleration saturation intervals
are observed (see in Fig.11b). This leads to a third type of mixed partial saturation regime,
with different properties from those discussed above. In particular, since the maximum occurs
during the acceleration sine saturation, the phase delay will be the same determined for the
partial acceleration saturation case in Eq.(17). The response amplitude, consistently with the
formulations derived for mixed partial saturation (case rA ≥ 1, ξ ≤ π) and partly saturated
acceleration (see Eq.(16)), is given by

max
[0,2π]

|ȳ| = 1 + r2A
2rA

−∆ȳA +∆ȳVA. (29)
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Figure 11: Steady-state response of a rate- and acceleration-limited actuator to sinusoidal input for rA = 0.9.

The regime transition from mixed partial saturation with ξ > π to mixed full saturation occurs
across the boundary indicated by Eq.(28), as already discussed for rA ≥ 1. The remaining
regime transitions are represented in Fig.12a and discussed in what follows.

• The transition from mixed partial saturation with ξ < π to full mixed saturation simply
occurs across the line ξ = π, after this intersects with the boundary from Eq.(28).

• For rA ≤ r∧, mixed partial saturation (ξ < π) can also transition to a partly saturated
acceleration regime. This transition occurs when the rate limit value is no longer reached
in the rate output (see the case rV = 0.99 in Fig.12b). The boundary can be implicitly
formulated as

rA

(
φ(rA)− φ(rV ) +

π

2

)
+ cos(φ(rA)) = rV . (30)

• Also for rV < 1, the final transition from partial to full acceleration saturation occurs
at rA = r∗. However, transitions can also take place for larger values of rA, as graphi-
cally explained in Fig12b. Let us consider the case rV = 0.97. As rA is progressively
decreased, the saturation regimes transition first to mixed full saturation across the bound-
ary ξ = π, then to full acceleration saturation across the boundary from Eq.(21). A further
transition to partly saturated acceleration occurs when the linear trait of the saturated out-
put is such to intersect the sinusoidal input. The boundary corresponding to this regime
transition can be implicitly expressed as

rA (φ(rA)− φ(rV )) + cos(φ(rA)) = 0. (31)

While the full acceleration saturation regime has already been characterised in subsection 2.2,
it has also been shown that the phase delay can assume different values depending on the con-
sidered region in the parameter space rV − rA. For r∗ < rV < 1, two different behaviours are
possible, as shown in Fig.13:

• if the switch between the positive and negative saturated traits occurs across the sinusoidal
input, the presence of a rate limit is irrelevant and the phase delay will be ϕ = cos−1(rA),
as detailed in subsection 2.2;

• if the switch occurs the discontinuity generated by the rate limit at τ = φ(rV ), the re-
sponse maximum will take place at ϕ = φ(rV )− π/2.

The boundary between these two behaviours, shown in Fig.13 by means of a dashed black line,
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can be formulated as
rA =

2

π
sin(φ(rV )). (32)

0.9 0.95 1
Velocity limit ratio, r

V

0.5

0.6

0.7

0.8

0.9

1

A
cc

el
er

at
io

n 
lim

it 
ra

tio
, r

A

FULLY SATURATED
   ACCELERATION

 MIXED FULL
SATURATION

(  > )  < )

   PARTLY SAT. 
ACCELERATION

     MIXED PARTIAL 
       SATURATION

(

(a)

-1

-0.9

-0.8

-0.7

-0.6

0.64
0.58
0.55

r
A

r
V
 = 0.97

Boundaries

/4 3 /4/2
Time, t

-1

-0.9

-0.8

-0.7

-0.6

0.68
0.60

r
A

r
V
 = 0.99

Boundary

R
at

e,
 y

/x
0

R
at

e,
 y

/x
0

(b)

Figure 12: (a) Detail of the saturation regimes in the parameter space rV − rA and (a) steady-state output rate for
varying acceleration limit ratio at rV = 0.97 and rV = 0.99.
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2.4 Saturation regimes overview

In Fig.14, the boundaries among the saturation regimes, derived in subsections 2.2 and 2.3, are
graphically represented in the parameter space defined by rV and rA, dividing it in five main
regions corresponding to no saturation, partly and fully saturated acceleration, mixed partial
and full saturation. Within assumptions of this analysis, rate saturation only is not possible in
the presence of an acceleration limit; the full and partial rate saturation regimes, discussed in
subsection 2.1, are reported for rA → ∞ (i.e., when acceleration is not limited). While most
properties of such saturation regimes scenario have been discussed above, it is interesting to
note the presence of a bifurcation point at rV = 0.985, rA = 0.627. At this point, a small
variation in the parameters rV and rA can lead to the transition to any of the aforementioned
saturation regimes (except to no saturation). In general, it can be stated that there exists a region,
characterised by a rate limit ratio close to unity and r∗ ≤ rA ≤ r∧, where several saturation
regimes can take place as a result of small variations in rV or rA.
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Figure 14: Overview of the saturation regimes determined by rate and acceleration limits in the steady-state actu-
ator response in the parameter space rV − rA.

(a) Response amplitude (b) Phase delay

Figure 15: Non-dimensional response amplitude (a) and phase delay (b) of the steady-state actuator response for
varying rate and acceleration limit ratios.

An overview of the response amplitude and phase delay obtained for varying rV and rA is
provided in Figs.15a and b, respectively. It can be observed that, despite the fact that these
values have been derived by using different formulas across the different saturation regimes,
no discontinuities can be observed in these plots. As shown in Fig.15a, the non-dimensional
response amplitude gradually increases from zero (when either rV or rA tends to zero) to the
unitary value observed in the absence of saturation. It is noteworthy that, in mixed partial
saturation regime, the response amplitude can exceed that of the sinusoidal input, leading to
overshooting. However, the extent of this phenomenon is limited, since the non-dimensional
output amplitude has been observed to never exceed 1.06 across the investigated parameter
space. The phase delay evolution, in Fig.15b, also presents a gradual increase from zero (when
no saturation occurs) to higher values determined by the rate and acceleration limits. While
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it has already been observed (see Figs.3a and 7b) the phase delay determined by rV and rA,
separately, can reach a maximum of 90 degrees, notably higher values are observed in full
acceleration regime for 0 < rV ≤ r∗. In fact, in this region, the phase delay sharply increases
reaching a maximum of 180 degrees when both limit ratios tend to zero.

3 ANALYTICAL FORMULATION OF DESCRIBING FUNCTIONS

In this section, sinusoidal describing functions are analytically derived for rate- and acceleration-
limited systems. Describing functions can be defined as the ratio between the fundamental
harmonic component (first term of the Fourier series) of output and input signals. These func-
tions can be used as a nonlinear extension of the linear concept of transfer function to analyse
the behaviour of nonlinear systems behaving as low-pass filters [7], such as those including
rate and/or acceleration limits. In fact, even when non-sinusoidal inputs are considered, these
systems can effectively suppress higher harmonics, rendering acceptable the approximation in-
troduced with the use of quasi-linear describing functions. The describing function of the rate
limit, already introduced in several publications (see, e.g., [1, 9, 20]), will be derived in sub-
section 3.1 to support the following discussion. The describing functions of the acceleration
limit and of combined rate and acceleration limits, whose analytical formulations have not been
previously derived to the best of the authors’ knowledge, will be introduced in subsections 3.2
and 3.3, respectively. The saturation regimes scenario obtained in the previous section will be
used here to determine the frequency ranges where each saturation regime occurs.

3.1 Rate limit

In order to derive the describing function NV of the rate limit, let us first determine in which
frequency range this nonlinearity is active. Based on Eq.(3), it can be deduced that the actuator’s
response will be unaffected by the presence of the rate limit for angular frequencies smaller or
equal to

ωV =
RV

x0

, (33)

where ωV will be referred to as onset frequency of the rate limit, and represents the value of ω
such that rV = 1. Similarly the transition from partial to full saturation will take place at higher
frequencies when rV = r∗, i.e., when

ω∗

ωV

=
1

r∗
∼= 1.862, (34)

as also discussed in [1, 14]. In summary, no saturation occurs for (ω/ωV ) ≤ 1, partial rate
saturation occurs for 1 < (ω/ωV ) < (1/r∗) and full rate saturation occurs for (ω/ωV ) ≥ (1/r∗).

Let us now determine the analytical expression of the rate limit describing function in these
three frequency ranges. While the describing function is trivially unitary for ω ≤ ωV , the
analytical formulation in full rate saturation regime can be determined as the ratio between
the main harmonic components of the triangle wave response introduced in Sect. 2.1 and of
the sinusoidal input. Considering the triangle wave amplitude, equal to (π/2)rV under unitary
sinusoidal input, and the phase delay provided by Eq.(12), the describing function can be written
here as

NV (rV ) =
4

π
rV e

−j cos−1(π2 rV ). (35)

It is worth noting that the above expression of the describing function only depends on the rate
limit ratio, or on the ratio (ω/ωV ) if the equation is expressed in terms of the angular frequency.
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An analytical expression can also be similarly derived in partial saturation regime, although
cubic spline interpolation is often used to reconstruct the function NV in the corresponding
frequency range (see, e.g., [1, 9]). The formulation derived by Roman and Ponce in [20] for
partial saturation regime, rewritten according to the notation proposed in this paper, reads as

Re {NV (rV )} =
1

π

{
π + sin−1(rV )− φ(rV )

+ rV

√
1− r2V +

1

2
sin(2φ(rV ))− 2rV cos(φ(rV ))

}
(36)

Im {NV (rV )} =
1

π

[
rV − sin(φ(rV ))

]2
. (37)

The resulting describing function, accounting for full, partial and no saturation regimes, is rep-
resented in Fig.16. Bode and phase angle plots of NV are plotted as a function of the normalised
frequency (ω/ωV ) = (1/rV ), therefore holding for any value of the rate limit RV and of input
amplitude x0. It can be observed that, after a gradual decrease occurring in the partial rate
saturation frequency range, the gain is reduced at -20dB/decade in full rate saturation, thus
confirming the low-pass filter behaviour of the rate limit.
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Figure 16: Bode and phase plots of the describing function NV of the rate limit nonlinearity.

3.2 Acceleration limit

The describing function of the acceleration limit can be determined with the same procedure
described above for the rate limit. Let us first introduce the onset frequency of the acceleration
limit as

ωA =

√
RA

x0

, (38)

so that ω = ωA when rA = 1 and, consequently, rA = (ωA/ω)
2. The derivation of the describing

function NA can be simplified by noting that the steady-state output rate (Fig.4) presents the
same evolution as the rate-limited actuator output position (Fig.1), with a phase lead of π/2,
which implies that

jNA(rA) = ej
π
2NV (rV ), (39)

and therefore
NA(rA) = NV (rV ). (40)
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It can thus be concluded that NA will have the same analytical expression as NV (see Eqs.(35)-
(37)) if only rA is replaced to rV . As a result, the behaviour of the acceleration limit describing
function, represented in Fig.17, is very similar to that described for NV , with two main notable
differences. The Bode plot reveals that the gain is reduced at -40dB/decade in full acceleration
saturation regime, as opposed to the -20dB/decade slope observed when full rate saturation
occurs. In fact, due to the rA dependence on ω2, the acceleration limit has a stronger effect
on the actuator output at high frequencies compared to the rate limit. In the same figure, the
phase angle is also decreased with a higher rate by the acceleration limit; however, both rate
and acceleration limits lead to a phase angle of −90 degrees for ω → ∞.
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Figure 17: Bode and phase plots of the describing function NA of the acceleration limit nonlinearity.

3.3 Combined rate and acceleration limit

In this subsection, analytical formulations for the describing function NVA of combined rate
and acceleration limits are derived based on the findings presented in Sect.2.3. When rV ≥ 1,
the output signal is not affected by the rate limit, and therefore the formulations provided in
Eqs.(35)-(37) can be referred to for full and partial acceleration saturation regimes, after the
position in Eq.(41)is applied. For partial acceleration saturation, it has been shown in Sect.2.3.3
that the response amplitude and phase are unaffected by the rate limit even if this type of sat-
uration occurs for rV < 1, so the above equations can still be used to derive NVA in the corre-
sponding frequency range. For the remaining saturation regimes, analytical formulations of the
describing function are provided in what follows for rV < 1.

3.3.1 Full acceleration saturation regime

Based on the results discussed in Sect.2.3, it can be stated that, in full acceleration saturation
regime, the steady-state response is a triangle wave of amplitude (π/2)rA, regardless of the rate
limit value. Conversely, the phase delay generally depends on both rV and rA, consistently with
the formulations derived in Sect. 2.3.3. While the amplitude of the describing function can be
determined by Eqs.(35) and (41) as

|NVA(rV , rA)| =
4

π
rA, (41)
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the phase of this function coincides with the phase delay evaluated in Sect.2, due to the symme-
try of the steady-state response, reading as

̸ NVA(rV , rA) =


cos−1

(π
2
rA

)
if rA ≥ 2

π
sin(φ(rA))

φ(rV )−
π

2
if r∗ < rA <

2

π
sin(φ(rA))

π

2
+ cos−1

(π
2
rV

)
if rA ≥ r∗.

(42)

3.3.2 Mixed full saturation regime

In mixed full saturation regime, the actuator output rate is a trapezoidal wave of amplitude rV
and linear traits with rate equal to ±rA, as shown in Fig.8. The amplitude of the describing
function can therefore be easily derived as

|NVA(rV , rA)| =
4

π
rA sin

(
rV
rA

)
. (43)

The symmetry of the steady-state response allows, also in this case, for the evaluation of de-
scribing function phase as the phase delay provided in Sect.3.1. From Eqs.(20) and (27), it is
possible to write

̸ NVA(rV , rA) =


φ(rV ) +

rV
rA

− π if rA > r∗

rV
rA

+ cos−1
(π
2
rV

)
if rA ≤ r∗.

(44)

It is worthwhile underlining that the above equations reduce to Eqs.(41) and (42) for (rV /rA) =
(π/2), i.e., in correspondence of the boundary expressed by Eq.(21), warranting continuity
between mixed and acceleration-only full saturation regimes.

3.3.3 Mixed partial saturation regime

The procedure for evaluating the describing function NVA in mixed partial saturation regime
cannot be simplified as in fully saturated regimes, not only due to the complex patterns of the
actuator output, but also due to the absence of any symmetry properties besides antiperiodicity.
This implies that, in general, the maxima (and minima) of the main harmonic component of the
response do not coincide with its actual peaks; therefore, the phase angle of NVA differs from
the phase delay determined in Sect.2.3. In this case, the derivation of the describing function
can only be carried out through a full evaluation of the Fourier coefficients of the first harmonic
component of the signal. However, the calculation can be notably simplified by referring to
the actuator output acceleration rather than the output position, as detailed in the following
equation:

NVA(rV , rA) =
2

πx0

∫ t∗1+π

t∗1

y(t)ejωtdt = − 2

πω2x0

∫ t∗1+π

t∗1

ÿ(t)ejωtdt = − 2

π

∫ τ∗1+π

τ∗1

ȳ′′(τ)ejτdτ.

(45)
In the above formulation, the half period included between τ ∗1 = sin−1(rV ) (the starting point
of the rate saturation) τ ∗1 + π is considered for mathematical convenience. In the parameter
space regions where, within mixed partial saturation regime, the acceleration limit only leads to

20



IFASD-2024-183

the saturation of the acceleration peaks generated by rate discontinuities (i.e., for ξ ≥ π and for
ξ < π with rA ≥ 1), Eq.(45) reduces to

NVA(rV , rA) = − 2

π

[∫ ξ

φ(rV )

rAe
jτdτ −

∫ τ∗1+π

ξ

cos(τ)ejτdτ

]
(46)

and yields

Re {NVA (rV , rA)} =
1

π

{
π + sin−1(rV )− ξ + rV

√
1− r2V

−1

2
sin(2ξ)− 2rA

[
sin ξ − sin(φ(rV ))

]}
(47)

Im {NVA (rV , rA)} =
1

π

{
r2V − sin2 ξ + 2rA

[
cos ξ − cos(φ(rV ))

]}
. (48)

Differently, when the acceleration limit also leads to the saturation of the sinusoidal signal (i.e.,
for ξ < π with rA < 1), Eq.(45) leads to

NVA(rV , rA) = − 2

π

[∫ ξ

φ(rV )

rAe
jτdτ −

∫ cos−1(−rA)

ξ

cos(τ)ejτdτ

+

∫ φ(rA)+
π
2

cos−1(−rA)

rAe
jτdτ −

∫ τ∗1+π

φ(rA)+
π
2

cos(τ)ejτdτ

]
, (49)

from which

Re {NVA (rV , rA)} =
1

π

{
π

2
+ sin−1(rV )− φ(rA) + cos−1(rA)− ξ + rV

√
1− r2V

+rA

√
1− r2A +

1

2

[
sin(2φ(rA))− sin(2ξ)

]
− 2rA

[
sin ξ − sin(φ(rV )) + cos(φ(rA))

]}
(50)

Im {NVA (rV , rA)} =
1

π

{
r2V + r2A − sin2 ξ + sin2(φ(rA))

+2rA
[
cos ξ − cos(φ(rV ))− sin(φ(rA))

]}
. (51)

3.4 Overview for varying rate and acceleration limit
The analytical formulations derived in this section for the describing function NVA enable a
full description of the dynamic behaviour of an actuator with combined rate and acceleration
limits for varying input frequencies. While it has been shown that NVA can be expressed as
a function of the rate and acceleration limit ratios, it is also convenient, in order to determine
the frequency ranges where different saturation regime occurs, to derive a relationship between
these two quantities as

rA =
RAx0

R2
V

r2V = ηVAr
2
V , (52)

introducing ηVA as a characteristic parameter of the combined rate and acceleration limits. In
Fig.18, the curves defined by Eq.(52) are represented in the parameters space rV − rA, with
arrows pointing towards the direction of increasing frequency ω. Observing the intersection of
these characteristic curves with the boundaries among the saturation regimes, the following can
be deduced:
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• if ηVA ≥ 1, the onset of nonlinear behaviour is driven by the rate limit and occurs when
rV = 1. For ω > ωV , the actuator will go through partial and full mixed saturation, and
eventually will operate in full saturated acceleration regime as ω → ∞;

• if 0.646 < ηVA ≤ 1, the onset of the nonlinearity is driven by the acceleration limit,
occurring at rA = 1, while partial acceleration saturation occurs for ωV < ω < ωA.
Starting from ω = ωV , the actuator behaviour will be the same as for ηVA ≥ 1;

• if ηVA ≤ 0.646, rate saturation can never occur, independently of the input frequency.
After the nonlinearity activation at ω = ωA, a transition from partial to full acceleration
saturation will occur at ω = ωA/r

∗.

The angular frequencies corresponding to the regime transitions can be evaluated from the in-
tersection between the characteristic curves of the combined rate and acceleration limits and the
boundaries represented in Fig.18, and the analytical formulations derived in this section for the
describing functions can then be applied in the corresponding frequency ranges.
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Figure 18: Characteristic curves of combined rate and acceleration limits in the parameter space rV − rA for
varying ηVA. The arrows indicate the direction of increasing angular frequencies.

The resulting describing functions NVA are plotted in Fig.19 for varying ηVA; in this figure, the
describing function of the rate limit (ηVA = ∞) is also represented as a limit case. The Bode
plots clearly show the low-pass filter behaviour induced by the rate and acceleration limits.
As discussed above, in the presence of a finite acceleration limit, full acceleration saturation
regime always occurs for ω → ∞; therefore, a gain reduction of 40dB/decade is observed
at high frequencies for any ηVA. Actuators characterised by large values of ηVA behave very
similarly to systems with acceleration limit only, while full and partial mixed saturation regimes
occur in more and more extended frequency ranges as ηVA is decreased, until the behaviour of
a rate-limited system is asymptotically recovered.

A very different scenario emerges from the phase angle plot in Fig.19. In this figure, it can be
observed that, for combined rate and acceleration limits, the phase angle tends to −180 degrees
for ω → ∞, for any value of ηVA, differently from the behaviour observed for systems with rate
or acceleration limit only, where the asymptotic values at high frequencies is equal to −90 de-
grees. When the rate limit is the dominating nonlinearity (ηVA > 1), the phase angle gradually
decreases for increasing frequency across the partial and full mixed saturation regimes. How-
ever, a sudden change in behaviour is observed when the transition from mixed to acceleration
only full saturation regimes occurs; here, an angular point can be observed. In system dom-
inated by the acceleration limit (ηVA < 1), the phase angle first gradually decreases towards
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−90 degrees across partial saturation regimes and even full acceleration saturation regime as
long as rV > r∗. However, when rV = r∗, another nonsmooth change can be observed in this
pattern. Following this angular point, all curves follow the same decreasing pattern towards the
asymptotic −180 degrees value; in fact, as shown in Eq.(22), in this saturation regime the phase
angle only depends on the rate limit ratio (or, equivalently, on the normalised frequency ω/ωV ).
The described phase angle patterns emphasise that cubic spline interpolation, often considered
for to address the describing function in partial saturation regime for the rate limit, would lead
to misleading results if used in the presence of combined rate and acceleration limits.
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4 APPLICATION TO AN AEROSERVOELASTIC MODEL FOR GUST LOAD ALLE-
VIATION

In this section, the analytical describing functions derived in Sect.3 are applied to the investiga-
tion of the nonlinear effects introduced by actuator rate and acceleration limits in the dynamic
response of a full aeroservoelastic model. The model considered here as a case-study is an
aeroservoelastic wing model developed for gust load alleviation (GLA) purposes, as described
in subsection 4.1. An analytical approach for the application of the describing functions to the
dynamic analysis of this system is proposed in subsection 4.2, while results are presented in
subsection 4.3.

4.1 Model description and control design

The aeroservoelastic wing model considered in this section as a case-study has been developed
by the Netherlands Aerospace Center (NLR) within the Clean Aviation UpWing project, and
consists of a linear state-space model of 96 states able to describe the wing dynamics with
unsteady aerodynamics in response to commands and to gust disturbances. Such a high-order
model is not directly applicable for control design purposes because of its high demands on
onboard computational loads. Therefore, model order reduction has been performed using the
balanced truncation method.

Figure 20 shows a sensitivity analysis on the model reduction order. In this analysis, the aeroe-
lastic model is excited by a 1-cos gust with a frequency of 40 Hz and a magnitude of 4.25
m/s (gust input angle of attack equals 0.9682 degrees). Simulation results show that the gust
frequency and magnitude have limited influences on the sensitivity analysis. Regarding the se-
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lected gust case, the trend of the root mean square values of the differences between the full
and reduced-order models is shown in Fig.20a. Three values are tracked: the wing root shear
force, the wing root bending moment, and the wing tip vertical acceleration. Based on this sen-
sitivity analysis, the reduced model order is selected as 35, leading to the differences between
the full and reduced order models as rms(e(Fz)))=0.5904, which is only 0.32% of rms(Fz).
rms(e(Mx))=0.8290, which is only 0.58% of rms(Mx). The eigenvalue comparisons between
the full and reduced order models are also depicted in Fig.20b, showing that the reduced-order
model agrees well with the original one in the low frequency range.
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Figure 20: Model order reduction for the aeroservoelastic wing model.

A controller has been designed based on the above reduced order linear state-space model for
GLA purposes, with primary focus on the wing root bending moment. For simplicity, it is
assumed that only the outboard aileron of the wing is used for GLA in this study. The first
aeroelastic mode of the wing exhibits a relatively high frequency, approximately equal to 19.7
Hz. Therefore, it becomes essential to consider the actuator bandwidth for controller design.
The reduced order model has then been augmented with the dynamics of a first-order actua-
tor with a bandwidth of 90 rad/s (corresponding to about 14.3 Hz). It is noteworthy that the
bandwidth value is the only actuator property known to the controller. All other imperfections,
uncertainties and nonlinearities, including rate and acceleration limits, are not known by the
controller and are expected to be accommodated by the controller’s inherent robustness.

The control approach adopted in this study is the Linear Quadratic Regulator (LQR), an optimal
control strategy for systems characterized by linear dynamics and quadratic cost functions. It
aims to minimize a cost function that balances state deviation and control effort. The solution
involves solving algebraic Riccati equations [21]. The control cost function is given by J =∫∞
0
(x(t)TQx(t) + u(t)TRu(t)) dt. The relative value between Q and R reflects a trade-off in

between performance and control efforts. Without loss of generality, in this study, the Q matrix
is simply chosen as an identity matrix with a scale of 103, while R is a single value of 200.

A block diagram of the linear aeroservoelastic model is depicted in Fig.21. The actuator is here
modelled as first-order system described by the linear transfer function

Ga(s) =
ωn

s+ ωn

, (53)
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where ωn = 90 rad/s. The actuator is placed in a feedback loop along with the aeroelastic system
and the LQR controller; plant and controller are described by the transfer function Gpc(s). In
order to analyse the nonlinear dynamic effects caused by actuator rate and acceleration limits,
it is necessary to evaluate the frequency response of this feedback loop including the describing
function NVA, as detailed in what follows.

Gw Ga Gum

Gpc

Gwm

w +r u + m

+-
z

Figure 21: Block diagram of the UpWing aeroservoelastic wing model for gust load alleviation.

4.2 Describing function of a closed-loop system
An approach for the evaluation of the equivalent describing function of a closed-loop system
including a rate limit nonlinearity has been proposed by Gilbreath [1]. In this subsection,
Gilbreath’s approach is extended to also deal with acceleration limits and applied to the closed-
loop of the controlled aeroservoelastic model described above.

Let us now introduce in the model the actuator rate and acceleration limits by means of the de-
scribing function NVA, whose analytical formulation has been derived in Sect. 3. The resulting
closed-loop system is illustrated in Fig.22. The proposed procedure consists of two main steps,
i.e., the evaluation of the onset frequency of the nonlinear behaviour and the derivation of an
equivalent describing function for the entire feedback loop.

Ga NVA
u

Gpc

+r uN

-
z

Figure 22: Actuator-plant-controller feedback loop of the UpWing aeroservoelastic wing model accounting for
actuator nonlinearity.

For the first step, a graphical and analytical procedure is here proposed as an extension of that
proposed by Gilbreath for rate-limited systems [1]. If the rate limit is considered as the only
actuator nonlinearity, the feedback loop behaves linearly for rV ≥ 1, and the onset frequency
ω̃V of the nonlinear behaviour can be obtained from the condition rV = 1. Considering the
definition of rV from Eq.(5), ω̃V can be determined as a solution of the equation

r0

∣∣∣u
r
(jω̃V )

∣∣∣ = RV

ω̃V

, (54)

where the left-hand side corresponds to the amplitude of the rate limit input u in the feedback
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loop. Since the closed-loop system behaves linearly for ω ≤ ω̃V , the presence of the nonlinear
element can be disregarded when evaluating the transfer function between u and r in the above
equation, which therefore reads as

u

r
(ω) =

Ga(ω)

1 +Ga(ω)Gpc(ω)
. (55)

In Fig.23, the left-hand side of Eq.(54) is represented by the black curve, while the right-hand
side corresponds to the grey straight line, characterised by a slope of -20 dB/decade and crossing
the 0 dB line at ω = RV . The closed-loop rate limit onset frequency graphically results from
the intersection of these lines.

If the actuator acceleration limit RA is considered in place of the rate limit, the closed-loop
onset frequency of the nonlinearity can be similarly determined from the equation

r0

∣∣∣u
r
(jω̃A)

∣∣∣ = RA

ω̃2
A

, (56)

which is obtained from the condition rA = 1. The right-hand side of the above equation is
graphically represented by a straight line with slope -40 dB/decade crossing the 0 dB line at
ω = RA, as shown in Fig.23 for different values of the acceleration limit.

If actuator rate and acceleration limits are both taken into account, the closed-loop onset fre-
quency of the actuator nonlinearity will be the smallest value between ω̃V and ω̃A, consistently
with the findings presented in Sect.3.4. The describing function of the feedback loop will then
be characterised by two main behaviours: below the closed-loop onset frequency, the system
will still behave linearly; above this frequency, the system will be affected by rate and acceler-
ation limits and will exhibit a nonlinear behaviour, which will be characterised in what follows.
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Figure 23: Graphic determination of the closed-loop onset frequency in the presence of combined rate and accel-
eration limits.

The second step of the procedure consists of the evaluation of the equivalent describing func-
tion for the entire feedback loop, aiming at determining the effect of the nonlinearity on its
frequency response. Referring to Fig.22, let us assume that the feedback loop input signal can
be represented in the complex time domain as

r(t) = r0e
jωt. (57)
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Then, the input signal of the nonlinear element can be written as

u(t) = u0e
j(ωt+ϕ0). (58)

For ω > min{ω̃V , ω̃A}, i.e., after the onset of the combined rate and acceleration limits, the
signal u(t) is also affected by the nonlinearity, due to the loop closure. Therefore, the amplitude
u0 and the phase angle ϕ0 represent two unknown variables of the problem. To determine their
values, the following relationship can be considered:

(r0 − Y (ω))|Ga(ω)|ej
̸ Ga(ω) = u0e

jϕ0 , (59)

where
Y (ω) = u0e

jϕ0|N(ω, u0)|ej
̸ N(ω,u0)|Gpc(ω)|ej

̸ Gpc(ω), (60)

leading to the following system of nonlinear equations:
u0

|Ga(ω)|
cosϕ1 + u0|N(ω, u0)||Gpc(ω)| cosϕ2 = r0

u0

|Ga(ω)|
sinϕ1 + u0|N(ω, u0)||Gpc(ω)| sinϕ2 = 0,

(61)

where ϕ1 = ϕ0 − ̸ Ga(ω) and ϕ2 = ϕ0 + ̸ N(ω, u0) + ̸ Gpc(ω). The unknowns u0 and ϕ0

can finally be determined by using, for instance, a nonlinear optimisation algorithm over the
frequency range of interest. The closed-loop describing function can be evaluated, at this stage,
by using standard linear techniques, resulting in

Nc(ω, r0) =
|N(ω, u0)||Gpc(ω)|u0

r0
ejϕ2 , (62)

while the corresponding open-loop describing function can be obtained from the above expres-
sion as

No =
Nc

1−Nc

. (63)

4.3 Results and discussion

The above procedure has been applied to the aeroservoelastic model from Fig.21, considering
the gust input amplitude w0 = 4.25 m/s, a rate limit equal to 480 deg/s and the acceleration limit
values 76800, 38400, 19200 and 9600 deg/s2. In addition, the case of an actuator with rate limit
only (RA = ∞) has also been investigated.

The resulting open-loop equivalent describing functions are reported in Fig.24a, along with the
linear open-loop transfer function, which can be derived from its corresponding closed-loop
formulation in Eq.(55). The rV − rA curves, referring to the actuator nonlinearity input in the
feedback loop, are represented in Fig.24b, to identify the saturation regimes occurring in the
investigated frequency range (between 1 and 10000 Hz).

Observing the intersections between the nonlinearity input curves and the boundaries corre-
sponding to rV = 1 and rA = 1 in Fig.24b, it is possible to note that the rate limit only drives
the nonlinearity onset in the case RA = 76800 deg/s2, consistently with the results shown in
Fig.23, while the acceleration limit determines the onset point in the remaining three cases. The
main nonlinear phenomenon observable in the describing functions is the presence of a jump
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discontinuity occurring at a slightly higher frequency than the onset frequency. The presence
of this jump was already observed by Gilbreath for rate-limited systems [1], where it is also re-
ferred to as jump resonance, a well-known phenomenon in nonlinear dynamics (see, e.g., [22]).
Fig.24b clearly shows that the jump resonance takes place at the transition from partial to full
saturation, independently of which actuator state (velocity, acceleration or both) is saturated.
As visible in Fig.24a, the jump consists in a dramatic drop of phase angle, along with a more
limited drop in the gain of the describing function. In references [1, 23], it was observed how
this jump phenomenon can cause closed-loop system instability, since it pushes the frequency
response across the critical point (180 degrees, 0 dB) in the Nichols chart; this will be the object
of further investigation. After the jump, the actuator operates in full saturation. If only the
actuator rate is limited, full saturation occurs in an extensive frequency range (up to about 1350
Hz), and is then followed by partial saturation and, eventually, no saturation at higher frequency,
where the system’s response becomes linear again. Conversely, if the actuator acceleration is
also limited, full acceleration saturation regime will take place, starting from the phase drop.
When ω → ∞, it has been observed that rV → ∞, while rA converges to a small finite value
(in the order of 103 in the investigated cases). Therefore, the actuator eventually operates in full
acceleration saturation regime with

rA >
2

π
sin(rV ), (64)

where, from Eq.(42), the phase angle is approximately equal to -180 degrees for rA ∼= 0. In this
saturation regime, the gain of the describing function decreases with a slope of -20 dB/decade
(the same as observed in the linear case), but strong attenuation is induced by the acceleration
limit, rendering negligible the output of the control loop.
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Figure 24: (a) Bode and phase plots of the open-loop equivalent describing function for the actuator-plant-
controller loop, for RV = 480 deg/s and varying RA, and (b) characteristic curves of the actuator
in the parameter space rV − rA. The arrows indicate the direction of increasing frequencies.

Finally, the effect of the actuator rate and acceleration limits on the aeroservoelastic system
performance for GLA has been investigated by replacing the feedback loop with its equivalent
describing function, hence performing a quasi-linear analysis. The frequency response of the
wing root bending moment is reported in Fig.25 for the rate limit RV = 480 deg/s and varying
values of RA. The results are compared to the linear closed-loop case, corresponding to the
ideal functioning of the control system in the absence of nonlinear behaviours, and to the linear
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system not featuring GLA (i.e., no control loop). As expected, no effects from rate and acceler-
ation limits are observed below the onset frequency, while their effect is generally detrimental in
the remaining frequency range. The jump resonance occurs at a slightly higher frequency than
the nonlinearity onset and has a strong impact on the system’s performance, which degrades
even below that observed without GLA after the jump. The worst scenario is represented by
the case where only rate limit is considered, since the wing root bending moment is amplified
in a wide frequency range, approximately between 11 and 70 Hz. This range also includes the
frequency of the first aeroelastic mode of the wing, where load alleviation is most needed. In
this context, the actuator acceleration limit appears to have a double effect: on the one hand,
it leads to lower onset and jump frequencies, further reducing the effective frequency range of
the controller; on the other hand, at higher frequencies, it can limit the detrimental effect of the
rate limit by simply rendering the actuator ineffective and reducing the system’s behaviour to
the open-loop case (no GLA).
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Figure 25: Wing root bending moment frequency response under gust excitation of magnitude 4.2472 m/s: com-
parison among linear response with and without gust load alleviation, rate-limited actuator and rate-
and acceleration-limited actuator with varying acceleration limits.

From the presented analysis, it can be concluded that the designed control system becomes
ineffective (or even detrimental) above the partial-to-full saturation transition frequency. The
identification of this frequency is therefore essential to define the effective frequency range of
the control system, which should at least include the frequencies of those aeroelastic modes for
which load alleviation is required.

5 CONCLUSIONS

In this paper, the nonlinear effects introduced by rate and acceleration limits in the actuator
response have been analysed. A full overview of the saturation regimes determined by these
nonlinearities in the steady-state actuator response to sinusoidal input has been presented, de-
riving analytically the conditions for the transitions across the different regimes and evaluating
the saturation effect on the response amplitude and phase delay. Analytical expressions have
also been derived for the sinusoidal describing functions of the rate, acceleration and combined
rate and acceleration limits, allowing for a full description of the relationship between actuator
input and output in the frequency domain. Finally, the derived describing functions have been
applied to the analysis of an aeroservoelastic system to determine the effect of actuator rate and
acceleration limits on its gust load alleviation performance.
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The investigation of the actuator saturation regimes has shown that several types of steady-
state responses can be observed if a rate- and/or acceleration-limited system is subjected to
sinusoidal excitation, including different types of partial and full saturation of the actuator rate,
acceleration, or both quantities. When rate and acceleration limits are simultaneously applied,
strong acceleration limits can conceal the presence of a rate limit, having a leading effect on
the response amplitude. However, even when rate saturation is not observed, the rate limit
has an important effect on the phase delay, which can therefore be considered as an important
metric for rate limit identification from experimental observations. In general, the investigation
of the parameter space rV − rA defined by the non-dimensional rate and acceleration limit
ratios, has revealed that the combined application of these nonlinearities has a major effect
on the output phase delay, which can increase up to 180 degrees in the worst-case scenario.
This result is also confirmed by the derived describing functions, where this phase angle value
is eventually reached at high frequencies, as opposed to the asymptotic value of 90 degrees
observed if only one of these actuator nonlinearities is considered. Moreover, while the gain
of these describing functions exhibits a typical low-pass filter behaviour, with slope equal to
-40 db/decade when the acceleration limit is considered, the phase angle evolution presents
more complex patterns, often characterised by the presence of angular points when regimes
transitions occur. This phenomenon suggests that the complete analytical formulation of the
describing functions derived in this paper should be used when performing stability analysis,
since cubic spline interpolation, often considered for partial saturation regimes, could lead to
misleading results.

The nonlinear analysis of the aeroservoelastic system considered in this paper as a case-study,
has revealed that the nonlinear effects generated by rate and acceleration limit nonlinearities in
closed-loop systems can be very significant and have a close connection with the occurrence of
the different actuator saturation regimes described in this paper. In particular, jump resonances
have been observed in correspondence with the transition from partial to full saturation regimes
(independently of whether rate, acceleration or both quantities are saturated). The sudden drop
of the response phase angle, along with the reduced output amplitude, can render the actuator
ineffective in the presence of rate and acceleration limits at higher frequencies, strongly reduc-
ing the gust load alleviation performance of the system. The effective frequency range of the
control system is therefore limited by the frequency of this jump resonance. This emphasises
the importance of considering rate and acceleration limits in the actuator selection process. Fur-
ther investigation is required to determine the effect of the nonlinear jump phenomenon on the
dynamic stability of the system.
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