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In his book Everett (2017), Daniel Everett argued that linguistic communication
did not originate with Homo sapiens sapiens but rather began two million years
earlier with Homo erectus [HE]. The linguistic system proposed by Everett for HE
is not as complex as modern language but is more than adequate for the demands
of HE’s sociocultural and technological needs. This paper presents an analysis of
the linguistic system of HE in terms of a theory of grammar, namely Role and
Reference Grammar (Van Valin 2005).

1 Homo erectus and language: A long-standing puzzle

While full-blown language is generally agreed to be a property of Homo sapiens
sapiens, there is tantalizing evidence that points to earlier humans as having some
kind of communication system much more sophisticated than animal systems
yet not as complex as modern language. Everett (2017) makes the case for hu-
man language to have originated well before the advent of Homo sapiens sapiens,
some two million years earlier with Homo erectus. Unlike the risible Prometheus
story invented by Chomsky, there are solid grounds for concluding that Upright
Man had a communication system which was much more sophisticated than an-
imal call systems, if not as complex as modern language. Everett reviews these
in detail and presents convincing evidence for this view. One strong piece of ev-
idence is the geographical distribution of Homo erectus: groups migrated out of
Africa not only into Europe and the Middle East but all the way to Southeast
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Asia and China. So-called “Peking Man” was Homo erectus, as was “Java Man”.
The trek into Southeast Asia involved crossing substantial bodies of water, and
this required building and operating watercraft. It is inconceivable that such jour-
neys could be accomplished by groups with no way to convey complex thoughts
and ideas among themselves, especially when it came to building and operating
watercraft.

The discussion will proceed as follows. The first section introduces the com-
plexity hierarchy of grammars assumed by Everett. The second section presents
a sketch of a Role and Reference Grammar [RRG] (Van Valin 2005, Van Valin
& LaPolla 1997) analysis of the system which Homo erectus might have utilized.
The third section concerns the role of information structure in communication
systems as simple as these and the implications for conclusions about Homo erec-
tus. The fourth section briefly touches on how a system like that of Homo erectus
could have evolved into a grammar higher on the hierarchy of grammars intro-
duced in Section 2. Conclusions follow in Section 6.

The analysis to be presented is agnostic with respect to whether the commu-
nication system attributed to Homo erectus was manual or oral or some combi-
nation of the two modalities.

2 Complexity of grammars: Everett’s hierarchy

One of the immediate difficulties in discussing the possible linguistic abilities
of early humans is the obvious fact that they are very different from those of
modern humans, and accordingly, if the question is phrased “did early humans
have language?”, where “language” is understood as being like contemporary lin-
guistic systems, the answer is obviously “no”. Everett avoids this trap by talking
instead of grammars and proposing a hierarchy of grammars in terms of their for-
mal complexity: 𝐺3 ⇒ 𝐺2 ⇒ 𝐺1. The simplest grammar, 𝐺1, is dubbed a “linear
grammar” by Everett, because it permits only sequences of expressions without
any embedding of one expression in another. An example is given in (1).

(1) Output of a 𝐺1 linear grammar: “Man see deer … Deer big … Man spear
deer …”1

Each of the expressions is a simple proposition, which may be juxtaposed lin-
early with other simple propositions to form more semantically complex utter-
ances.

1It is irrelevant for this discussion whether the word order is Actor-PRED-Undergoer, Actor-
Undergoer-PRED, or PRED-Actor-Undergoer.
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The intermediate grammar in the hierarchy, 𝐺2, is labeled a “hierarchical gram-
mar”, because it allows the embedding of one expression inside another, e.g. a
modifier inside of a reference phrase. This is exemplified in (2).

(2) Output of a 𝐺2 hierarchical grammar: “Man see big deer … He spear it …”

Instead of having a separate proposition deer big, the information regarding
the size of the deer is incorporated into the referring expression deer.

𝐺3 is a “recursive hierarchical grammar”, the complex grammatical system
characteristic of most, but not necessarily all, modern languages. Everett sug-
gests that most likely Homo erectus had a 𝐺1 grammar, and that will be the focus
of this discussion.

3 A Role and Reference Grammar analysis of 𝐺1 grammars

On p. 198 of Everett (2017) there is a partial RRG tree diagram illustrating some of
the structural complexity in a 𝐺3 grammar. That tree represents only one of the
four projections of the clause posited in RRG: there are constituent, operator, in-
formation structure, and prosodic projections. Only the first two are represented
in Figure 1 below.

The constituent projection contains lexical items functioning as predicators,
arguments, adjuncts and modifiers. The layered structure of the clause consists
of the nucleus, the syntactic unit housing the predicating element, typically, but
not necessarily, a verb. The nucleus plus the semantic arguments of the predica-
tor constitute the core of the clause. The English verb give has three semantic
arguments, yet there are only two arguments in the core in Figure 1. The third se-
mantic argument is aWH-expression, and occurs displaced in the pre-core slot,
the normal position for displaced WH-expressions in many languages. Locative
and temporal adjuncts normally appear in the core-level periphery, since they
specify where and when the event coded in the core takes place. In this example
the temporal adjunct yesterday functions as a frame-setting topic and occurs in
the pre-detached position. The clause contains the core plus the pre-core
slot and the core-level periphery, while the sentence includes the clause, the
clause-level periphery, and the pre-detached position.2

The auxiliary did is not attached to the constituent projection, because it is not
lexical but rather grammatical in nature: it expresses two important operators,
tense and illocutionary force. It is, therefore, attached to the operator projection.

2Some languages have a post-core slot and/or a post-detached position.
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Figure 1: Clause structure in a 𝐺3 language
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What would a sequence of utterances in a 𝐺1 language look like? Consider the
following mini discourse in (3).

(3) Near river … I see deer … (It/deer) big … (I) spear (it/deer) …

It would have the following structure.

PROP
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RE
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see

RE

deer

PROP
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PROP
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spear
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PRO/deer

Figure 2: Structure of utterances in 𝐺1 language

The first thing to note is the lack of syntactic categories. There are no grounds
for attributing syntactic categories or syntactic structure to these utterances. The
categories are all semantic: RE is referring expression and is not phrasal; PRED
is predicator; and PROP is proposition. A proposition consists of a predicator
and its arguments. There are no adjuncts modifying the proposition or any of its
constituents. When a location needs to be mentioned, for example, it is expressed
as an independent locative proposition, analogous to the independent attributive
proposition involving the referring expression deer.

The equivalent of lexical modifiers, as illustrated in Figure 2, would be rep-
resented as independent propositions. What about non-lexical, i.e. grammatical,
modifiers? It is highly unlikely that there are any grammatical modifiers of this
kind found in a 𝐺1 grammar of the type posited for Homo erectus. Hence there
would not be an operator projection in the representation of utterances. How-
ever, there are two operators which are found in the grammar of every 𝐺2 and
𝐺3 human language andmust have been part of any possibleHomo erectus 𝐺1 sys-
tem: negation and illocutionary force. Negation is essential for reasoning as well
as for important speech acts like negative imperatives and warnings. The abil-
ity to make assertions, ask questions and give commands is an essential part of
any human communication system. It is for these reasons that RRG claims that
negation and illocutionary force are the only universal operators. Both can be
expressed through non-grammatical means: illocutionary force can be signaled
prosodically, while negation can be expressed gesturally. Hence they would not
motivate an operator projection in the structures.
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4 Information structure, argument realization, and
cooperation

In the hypothetical 𝐺1 example in (3) and Figure 2, after the first mention of a
referent, there are three possibilities for subsequent mentions: (1) repetition of
the referring expression, (2) using a PRO form, or (3) simple omission, as is often
the case in many 𝐺3 languages today. Option 1 requires no special machinery;
it is the most redundant. Option 2 is the least likely, since the development of
PRO forms seems to be more likely a trait of the advanced systems. The most
interesting option is (3). It was argued in VanValin (1990) and VanValin& LaPolla
(1997), following Kuno, Bolinger and Bickerton, that information structure plays
a central role in the analysis of intrasentential pronominalization, regardless as to
whether it involves overt PRO forms or zero anaphora. For example, a referent
cannot be realized as zero if it is part of the actual focus domain of the clause
but can be if it is part of the background. So in the earlier example, it would be
nonsensical to introduce the deer using zero coding. Hence overt occurrence vs.
omission would likely not be beyond the means ofHomo erectus. Thus possibility
(3) is very much an option.

If Homo erectus is sensitive to some aspects of information structure, then this
has significant consequences for the issues raised at the outset of this discussion.
It was argued in Van Valin (1993), following Kempson (1975), that the notions of
topic and focus, which are fundamental to information structure, are ultimately
derived from Grice’s Cooperative Principle and the maxim of quantity, which
are general (i.e. not domain-specific) rational principles of human behavior. Co-
operation is a hallmark of language users, and despite the fact that it is certain
that Homo erectus did not wield the Cooperative Principle in the same way as
modern 𝐺3 language users do, it nevertheless was a necessary part of Homo erec-
tus cognition. An example where cooperation would be vital is trying to reach
islands separated from them by a significant body of water; cooperation is essen-
tial in the construction and operation of the primitive watercraft on which they
traveled and on which their lives depended.

5 The transition from 𝐺1 to 𝐺2
A 𝐺2 grammar would differ from a 𝐺1 grammar in significant ways. To begin
with, the combination of adjunct modifiers and referring expressions yields ref-
erence phrases, which are necessarily syntactic, because a reference phrase po-
tentially consists of two or more units that are not of the same semantic type, e.g.
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[rp [pred big] → [re deer]]. In the same vein, the coocurrence of syntactic refer-
ence phrases in a proposition triggers a reanalysis of the proposition as a syntac-
tic entity, a core. In addition, the occurrence of adjunct modifiers taking a propo-
sitional unit as an argument, e.g. I see big deer near river (i.e. near´ (river, [Spkr see
big deer])), further motivated the reanalysis, as the predicate+argument(s) unit
is now functioning as an argument and filling a slot that could also be filled by a
syntactic entity, namely a reference phrase (e.g. Big deer near river). The predica-
tor underwent reanalysis as a syntactic nucleus due to, among other things, the
occurrence of syntactic entities as the predicator, e.g. ‘Spkr good hunter’. Thus,
the introduction of embedding had profound implications, because it created se-
mantically mixed units which led to the reanalysis of the fundamental semantic
entities as syntactic, as illustrated in Figure 3.

The two most salient changes are the transformation of the attributive predi-
cator big into a part of the referring expression deer, thereby creating a syntactic
reference phrase, and the reanalysis of the locative proposition by the river into
a propositional modifier. The result is more compact expressions with modifica-
tion relations directly coded.

6 Conclusion

In this brief note I have sketched out what an RRG analysis of a 𝐺1 linguistic
system which could have been employed by Homo erectus might have looked
like, based on the account given in Everett (2017). Dubbed a “linear grammar”
by Everett, it would specify a linear string of propositions, as in Figure 2, which
would be semantic in nature. There is nothing to motivate the positing of syntac-
tic categories or structure. Of particular interest is the role of information struc-
ture, which gives evidence that Upright Man had a rudimentary understanding
of Grice’s Cooperative Principle and at least the the maxim of quantity, since it
underlies the important notions of topic and focus.

There is little agreement among researchers investigating primate cognition
as to whether non-human primates have shared intentionality, i.e. the ability to
recognize con-specifics as being intentional and mental agents. It is clear, how-
ever, that early humans, including Homo erectus, had shared intentionality. They
were, so to speak, “Gricean apes”.

The transition from a semantic 𝐺1 to a syntactic 𝐺2 was briefly discussed. It
was argued that the introduction of embedding into the grammar led to a trans-
formation of the grammar from being essentially semantic to being primarily
syntactic.
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Thus, Everett’s proposals regarding the linguistic abilities of Homo erectus to-
gether with the well-motivated theoretical constructs of RRG yield important
insights into how language began.

Abbreviations
IF illocutionary force
NUC nucleus
PrCS pre-core slot
PrDP pre-detached position
PRED predicator

PROP propositional
RE referring expression
RP reference phrase
SPKR speaker
TNS tense
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