Supplementary material — Leveraging Representations from
Intermediate Encoder-blocks for Synthetic Image Detection

Christos Koutlis and Symeon Papadopoulos

Feature fusion using Feature Pyramid Networks (FPN) [1]. Although RINE’s novelty
lies in the use of intermediate CLIP features, rather than the (intentionally simple) fusion mecha-
nism, we perform two experiments to assess the effectiveness of more complex fusion mechanisms
such as that of Feature Pyramid Networks. In the first experiment (“CLIP w/ FPN” in Table 1)
we replace 91, Qs, and TTE modules by an FPN. In the second (“RN50 w/ FPN” in Table 1 ) we
train a ResNet50 (pre-trained on ImageNet) with FPN. Incorporating FPN increases GPU memory
consumption from 7GB to 28GB, and training time from 8min to 36min (1 epoch). Results are
a lot worse than RINE in terms of ACC (69.6 vs. 91.5) and a little worse in terms of AP (97.1
vs. 98.8). Training of ResNet50 with FPN converges after 10 epochs. It consumes 5GB of GPU
memory during training and needs 3min/epoch (31min in total). However, it still results in worse
performance than RINE.

Fair comparison with UFD [2]. One could argue that the performance gain of RINE com-
pared to UFD may be questionable, since training with more classes of ProGAN-generated images
may make the model overfit to GAN-generated images and hurt its generalization capabilities.
Thus, we additionally trained RINE on 20 classes (kept the 4-class configuration; performed no
tuning), and UFD on 4 classes. The results are provided in Table 1 at lines “RINE 20-class”
and “UFD 4-class”. RINE 20-class roughly preserves its 4-class instance performance (90.7 ACC,
98.1 AP) without any further tuning. No overfitting on GANs is observed. The frozen CLIP
features are likely robust enough to prevent a lightweight MLP from overfitting. UFD maintains
its performance in the 4-class setting as well, exhibiting no significant performance increase.

Considering simpler backbones. In order to assess the importance of the backbone choice
(CLIP in RINE’s case) we perform two experiments using the ImageNet-pretrained ViT and Wang’s
detector as backbones, respectively. Table 1 presents the results at lines “RINE w/ ViT” and
“RINE w/ Wang”. The performance significantly decreases with these backbone choices.

Generative Adversarial Networks Low level vision ~ Perceptual loss Latent Diffusion Glide
Pro- Style- Style- Big- Cycle- Star- Gau- Deep- 200 200 100 100 50 100 AVG
description GAN GAN GAN2 GAN GAN GAN GAN fake SITD  SAN CRN IMLE Cuided steps CFG  steps 27 27 10 DALLE

ACC

CLIP w/FPN 991 818 750 90.0 861 684 993 551 728  50.7 526 60.7 531 776 548 789 619 69.6

RN50 w/ FPN 897  69.3 637 584 799 623 771 522 703 603 80.0 904 618 639 535 649 528 67.2

RINE 20-class ~ 100.0  90.9 942 99.4 99.6 997 724 928  60.3 927 96.9 738 085 947 987 953 90.7

UFD d-class 99.6 820 727 9048 964 994 TL4 636  56.2 65.0 826 720 946 734 949 874 8L6

RINE w/ ViT 810 554 581 644 669 560 622 498 66.5  67.5 549 560 473 563 549 60.1

RINE w/ Wang ~ 85.6 637  60.0 588 735 523 761 562 61.6  79.2 594 654 540 656 528 647

RINE 4-cl. (ours) 1000 889 945  99.6 99.5 998  80.6 906 683 8.2 90.6 761 983 882 986 926 90.7 950  9L5
AP

CLIP w/FPN 1000 994 986 998 993 997 100.0 938 847  85.7 99.1 999 902 998 971 99.9 989 988 986 985  97.1

RN50 w/FPN 968 79.6 736 651 855 873 881 568 822 708 952 98.1 69.6 731 558 T4l 709 725 TLT 542 760

RINE 20-class ~ 100.0  99.8  100.0 100.0 1000 100.0 1000 97.5 978 842 98.1  99.9 954 999 993 99.9 967 981 969 994  98.1

UFD 4-class  100.0 967 987 993 999 997 100.0 855 640  76.7 946 990 880 994 923 993 941 945 938 977 936

RINE w/ ViT 910 576 640 714 833 718 762 594 771 522 688 721 56.9  57.5 457 583 551 55.7 564 545 643

RINE w/ Wang 945 768  73.6 663 851 871 856 582 803  60.0 872 963 659 779 567 774 763 775 756 570 758

RINE 4-cl. (ours) 1000 994  100.0 999 1000 100.0 1000 979 97.2 949 97.3 997 964 998 983 99.9 988 99.3 989 993 988

Table 1: Further experimental results. Accuracy (ACC) and average precision (AP) are reported.
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