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Data technologies

Network — ftp, /O mostly to
gopher, telnet disk and serial

Typical
workstation
disk 500 MB.
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Local/global attributes

Raster images

Multidimensional arrays
Groups
Tables

Compression, Chunking
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NCSA desktop visualizafi s mge
soffware :

Computer Simulation and
Visualization of

Stress Wave

Propagation

PRI et e s it

_ Geometric
* -+ Representation

’ of a Fourth Order
Stiffness Tensor
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Fig.1: NCSA DataScope. . e
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Implementation

1996-MID 2000°S
FIRST CRISIS, AND CREATING HDFS
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Technical shorfcomings of H

Limits on object & file size (<2GB)
Limited number of objects (<20K)
Rigid data models

Code complexity
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/O performance
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How to maintain a nuclear

stockpile in the absence of testing?
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Accelerated Strategic Computing Initiative (ASCI)
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First releasel

» Release of HDFS version 1.0.0 (Nov ‘98)

» “We are pleased to announce the first official release of HDF5, version
1.0.0...

» This first release ONLY officially includes support for the serial
implementation of HDF5. The parallel implementation is in place, but we
have encountered some problems with it.”

» Parallel Release of HDF5 version 1.0.1 (Jan ‘99)

» “The first official release of the PARALLEL IMPLEMENTATION of HDFS,
version 1.0.1. It uses the ROMIO version of the MPIO interface for parallel
/O support.”
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Java interface 1.0
Nov ‘99

@ Iceperg
@ hst_lagoon_detail jpg

@& pixel interlace

) ImageVi

il Image | Image

@ plane interlace

1.0 (Jan 2000)

pixel interlace | Name:
fimages/ | Path:
HDF5 Scalar Dataset

plane interlace
fimages/
alar Dataset

| Dataspace and Datatype 3 Dataspace and Datatype
M "
IMAGE_VERSION = 1.2
INTERLACE_MODE = INT{ |

No. of Dimensio No. of Dimension( 3
Dimension Size(s): 149 x 227 x 3 Dimension Size( 3x149 x 227

Max Dimension Size(s). 3 x 149 x 227

Max Dimension ¢ ¥ 149 x227x3 |
Data Type: -bit unsigned character Data Type:

8-bit unsigned character

| Loginfo | Metadata |







Sponsors

Sandia
National
Laboratories

Lawrence Livermore

Limit Point Systems

%@ Los Alamo

NATIONAL LABORATORY
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Sponsors 17

000 ' C

The Universal 515 00
Language of] RIHL0
HDF-EO S_l..w'm

10011011

NASA's Distributed Aetive Archive Centers

HDF AND HDF-EOS WORKSHORP |

September 8-10, 1997
GSFC, Maryland




EOS Aqua and A

-2002-2022 —

|
\ |
|
|

20 YEARS OF CONTINUING
EARTH OBSERVATIONS

+

“aqua.nasa.gov NAsa

The Water Cycle
* Transportation

-
Transportation
a ‘

Condensation

Precipitation

i

LrATEpiration
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PR (2 Reed Business
Information . SRR
S — Sep! 2002 Vol. 44, No. 9
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Scientific data management for Ne
o ’% big computers and big data
fitp:/idf.ncsa.iuo.edu/HDFS!
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Motivation: Why is this area of work important?

While the commercial world has standardized on the
relational data model and SQL, no single standard
or tool has critical mass in the scientific community.
There are many parallel and competing efforts to build
these tool suites — at least one per discipline. Data
interchange outside each group is problematic. In the next
decade, as data interchange among scientific
disciplines becomes increasingly important, a
common HDF-like format and package for all the
sciences will likely emerge.

im Gray,

DiJstinguisKed “Scientific Data Management in the Coming Decade,” Jim Gray, David
Engineer at T. Liu, Maria A. Nieto-Santisteban, Alexander S. Szalay, Gerd Heber,
Microsom David DeWitt, Cyberinfrastructure Technology Watch Quarterly,

1998 Turing Award Volume |, Number 2, February 2005

winner
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2002: Pytables 1.0 m dwﬁ

ENJOY DATA
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f - lm — ‘ﬂelp

| 2 | Tree of databases |
F ,[’At ‘ =% tutorial2.h5

| Event name pressure
) v \ & 4 Events 0 ;
4 e ik Particle: ... 0.0, ..
e O, O % [ TEventl [

|

[ [ TEvent2 'Particle: ... [[ 0., 1., ...
| & TEvent3
= [« Particles
& TParticle3 (Lo, 3.,.1019,9.,..
- 2 : ([ 0. 4. [[16.16..
[ TParticlel .|
Query results

0 ‘Event:

1 ‘Event: ... 1.0
2 ‘Event: ... 4.0
3 ‘Event: ... 9.0

4 ‘Event: ... 16.0 .
S O
Al TIgNLs reservea.

Creating the Query results file...
OK!

\/home/faltetJPyTables/pytables/trunk/exampIes/tutoriaIZ.hS->/Particles/TParticIe2|
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netCDF-3

data =

netCDF-4
(HDF5) data [Semem

netCDF-3
applications

netCDF-3 Interface

netCDF-4
applications

HDF5

applications
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SO 10303 =,

TECHNICAL SPECIFICATION ISO/TS 10303-26:2011(E)

First edition 2011-12-15

Industrial automation systems — Product data representation and exchange —

Imnlamantatinn m

=T

/' AP203Pop1 is0_10303_26_data = ‘Configuration
AR P controlled 3D designs of mechanical

o __-[ N "'\ __parts and assemblies’
v Gl ]

,fr‘em} represeptaflpn_ODJects

A
f\

" Based on

représgntation_insténcés

" ENTITY representation;

B | Fﬁjj .

Part 26:
ethods: Binary representation of EXPRESS-driven data

ndustrielle et intéegration — Représentation et échange de données de produits —
> mise en oeuvre: Représentation binaire de données menees par EXPRESS

ISO/TS 10303-26:2011(E)




Nexus & CGNS 26

NeXus

NeXus: a common data format for
neutron, x-ray, and muon science
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' (GEOSPIZA..

Software for Molecular Biolog

BIoHDF - Open Binary File
Standards for Bioinformatics
By Todd Smith, Chairman and CEQO

October 29, 2004
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Entertainment 29
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THE POLAR EXPRES!
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Branching out

MID-2000S — LATE 20103

30
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Broad lab support

Sandia
National
Laboratories

A F5 NATIONAL
—=@ ACCELERATOR
™\ LABORATORY

~
%@ Los Alamos




Lab instruments and software 34
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» Keysight, Mathworks,
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» IVI* File Format Specification
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Produktions-
boring

Injektions-

» Data exchange boring
standard for the
reservoir life cycle.

CO2 Olie- | Foreget -j

Reservoir opblandet |brem-| olie-
i olie me indvinding ‘




Pandels 37




O'REILLY

HSPYy

Dytho
and HDFo

UNLOOONG SCIENTIFIC DATA

import h5py
import numpy as np

Andrew Collette
# Create an HDF5 file

with h5py.File("mytestfile.hdf5", "w") as f:
# Create a dataset within the file
dset = f.create_dataset("mydataset"”, (100,), dtype='i"')
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Other libraries, language bindings

» Java
> JHEES
» Java HDFS (Unidata)
» jHDF
p C++
» H5cpp (Varga)

» H5cpp (European spallation
source)

» Cclib

» HighFive
» Python

» HS5py

» Pyfive

» PyTables

V V V V.8 v v 3y v 'y VvV V.V

» Others

C# - HDF5.Pinvoke

D - d_hdf5

Delphi - Delphi HDF5
Fortran - H5fortran

Golang (Google) - Go-hdf5
Haskell — Haskell HDFS
Javascript - Jsfive

Julia - HDF5 |l

Lisp - HAf5-cffi

R - HDF&r, rhdfb, H5package
S-SLh&

Amazon S3 - H5Coro

Yorick - Yorick HDFS
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Trillion ParliclesERIESSssNlciion + 41
FastQuery

» Trillion particle simulation on 120,000 cores
produces 350 TB dataset

» Parallel HDF5 obtained peak 35GB/s I/O
rate and 80% sustained bandwidth

» Developed FastQuery using FastBit to use
multicore hardware

» FastQuery took 10 min to index and 3 secs
to query energetic particles

» Enabled novel discoveries in plasma
physics




Superterp Combined in Phase »

LOFAR

» “Ssecondsofdata
.. adds up to

opproxmo’rely 200 =

GB 1 U

»
v !
v . Ao ravame-Tis Wets. sy &



New challenges in mid-2010’s

» Technology change
» Funding challenges
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2012 - 208
Data technologies don't stand still

» Amazon, Google, Microsoft clouds mature
» Storage hierarchies, object storage, etc., gain in HPC and cloud

» The Exascale Computing Project (ECP) established, “to prepare for
the world’s first capable exascale ecosystem.”
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NASA and DOE continue major 45
support

cCP

D

EXASCHLE COMPUTING PROJECT

-
-
——

w fund

), But hedge
2

. support
ends



Light source
community funds
SWMR, VDS,
direct chunk I/O,

etfc.

DECTRIS

Next Generation X-Ray Detectors

Proceedings of ICALEPCS2015, Melbourne, Australia - Pre-Press Release 23-Oct-2015 11:0W EPGF063

DEVELOPING HDFS FOR THE SYNCHROTRON COMMUNITY

N. Rees, Diamond Light Source, Oxfordshire, UK
H. Billich, PSI, Villigen, Switzerland
A. Gotz, ESRF, Grenoble, France
Q. Koziol & E. Pourmal, The HDF Group, Champaign, IL, USA
M. Rissi, Dectris AG, Baden, Switzerland
E. Wintersberger DESY, Hamburg, Germany

Abstract

HDF5[1] and NeXus[2] (which normally uses HDFS as
its underlying format) have been widely touted as a
standard for storing Photon and Neutron data. They offer
many advantages to other common formats and are
widely used at many facilities. However, it has been
found that the existing implementations of these standards
have limited the performance of some recent detector
systems. This paper describes how the synchrotron light
source community has worked closely with The HDF
Group to drive changes to the HDF5 software to make it
more suitable for their environment. This includes
developments managed by a detector manufacturer
(Dectris - for direct chunk writes) as well as synchrotrons
(DESY, ESRF and Diamond - for pluggable filters, Single
Writer/Multinle Reader and Virtual Data Sets).

PAUL SCHERRER INSTITUT

gathering and scattering, data conversion, filter pipeline,
and chunk cache and writes the data chunk to the file
directly (see Fig. 1). This allows the user program to
compress the data outside the library — potentially using
parallel algorithms or hardware accelerators. It also
avoids a number of data copies, which limits any dataflow
through the filter pipeline to ~500 MB/sec on typical
processors.

In memory data

-~ HS

Data
Conversion

00

-Oct-2015 11
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J) Laser Interferometer . S
Gravitational-Wave Observatory
Supported by tllue Nr?tiocr;aM '_?I_cience Ffm:mdation i Y

Operated by Caltech an E |

About Learn More News Gallery Educational Resources For Scientists Study & Careers
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The 2017 Nobel Prize in Physics has been awarded to LIGO co-founders. (Medal image: Wikipedia. Collage: LIGO Lab)
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2015: Spark connector

r __——————
Spark RDD |

I
HDF5 File

REDUCE

HDFS5 File

HDFS5 File

Summary Statistics
Min, Mean, Max, Stdev
Histogram




ODBC driver
PyHexad

':l‘-,\. ey

File System

O

X5

PyHexad
Python-based HDF5

Excel add-in can
read or write data
from Excel
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Web and cloud access over the
years
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wNCSA Mosaic: Document View
File  Options Navigale Annotalte

Document Title: | TH Brows-o-rama Internal

Mosaic

Document URL: | http:/localhost:88887/%name=pressure,time=0.

TH Brows—-o-rama Internal

This is the frame for t=0
It contains 6 blocks

Scalar pressure appears in the following blocks:
® Thisisblock with userid =0

Ithas a 3D regular grid

0.000000->9.000000 on 10 steps
0.000000->19.000000 on 20 steps
0.000000->29.000000 on 30 steps

pressure
a scalar field of floating—point (64 bits).

Click here to send data on DTM port
®
This isblock with userid =1

Ithas a 3D regular grid

0.000000-=5.000000 on 10 steps
0.000000->19.000000 on 20 steps
0.000000->29.000000 on 30 steps

Back Home Reload Open... Save As... Clone MNew Window Close Window

O
W

010¢C ‘0¢-8¢
Jaquiaidag

AIX doys3iom SO3-4aH/4aH



Scientific Data Browser (Horizon)

» The scientific data browser (SDB) is a web-based technology that
enables scientists to stage and access scientific data in @
conversational mode.

» Became DIAL.

. Data and Information
| Access Link
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Visualization Tools

‘OPeNDAP
@ONDAP Project

libnc-dap

OPeNDAPClients

OPeNDAPServers

HDF5 Files
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CACTUS VED stream I/O drlver

,,,,,,,,,,

1

I: S emsuce | O
=
ff 2

MPP System Remote Visualization Host

R —— '
HDFS API HDF5 API
hwmal HDFS5 Layers Internal HDFS Layers

oty |

La:al Fllc Drver Data Gnd File Driver
Standard File VO Globus Data Grid Library

% i) N0 dida for this Seal
- corputed no dats for this dnel
Dyt TH S Ui &V K CO g LR 10 ki e Ehis Tl
>

Data Grid Server

DPSS
HTTP




2006: Windows Browser plugin

NASA

Short Demo: Plug-in For |IE
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2013: RESTHubEIEBIESRS iR e D>

A WebUI for the
HDF5 Smart Data Container

From HDFView to HDFView?

MongoDB HTTP Client

I Web Browser

Node.js jQuery

www.hdfgroup.org

KnockoutJS

Web Socket
File System / Cloud Store (/DR Plugin XYZ

IdV 1S3y

HDF5 file HDFView



2014: HDF Cloud proposed 59

FF What 1s HDF Cloud?

* Provide HDF functionality as as a Web Service (SaaS)
* A data repository provided by THG that clients can

access via:
e REST HT'TP API
C/Fortran applications (using modified HDF5Lib)

Python scripts (using modified H5py)

Cmd Line tools (h5ls, h5import, h5diff, etc.)
Web Page

HDF Studio




2015: H5serv 60

h5serv

About the Project

H5serv is a web service that enables HDF5 structured data to be created, updated, and read

From H5serv one-pager, June,
2015



2016: Highly Scalable Data Service 6
proposed

The proposed project will support scalable concurrent access as well as eliminating the need to

have data persisted on host drivers (i.e. a “share nothing” architecture).




2017: HSDS 0.1 released
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Wind Integration National Dataset (WIND) 63
Natfional Solar Radiation Database (NSRD
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NSRDB: National Solar Radiation Database ENREL

Transforming ENERGY

About Data Sets Resources
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Average Global Horizontal
Solar Irradiance
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