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Scaled Dot-Product Attention

MatMul

Quiz: Recap

* The V in attention

mechanisms stand
for...”? LIy

g

The word we are The word we The relevance The variance of
determining are determining  between the attention between
attention from attention to two words the two words
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Quiz: Recap

* Function calling uses which format
under the hood?

English text Python JSON HTML
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Prompt Engineering

* Combining instruction and context

f/l_:’rumpt Engineering\ ) LLM L L
Instruction i k
':D :: Output: Response
Context . generated by LLM
: Pre-trained on : S 4
N / oo billions of -~
[ User's Input K parameters /
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Prompt Engineering
* Combining LLMs

Prompt Prompt

Engineering Engineering

[ System prompt

\/
: Output:
[ User’s input J P
Response
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- Rephrase and respond prompting

Original question

* Rephrasing prompts leads to increased accuracy.

@Elf—l‘aphrased question N

Was {person} born in an even day?

Was {person} born in an even month?

Was {person} born in an even year?

Could you provide more information on whether
the individual named {person} was born on a day
that 1s an even number? This refers to dates such

month.

which {person} was born to determine if it falls
into an even-numbered month such as February,
April, June, August, October, or December?

What is the birth year of {person} and is it an

as the 2nd, 4th, 6th, 8th, and so on within a given

Can you provide the specific month of the year in

\cven number? )

GPT-4-0613
Compare___w year

~— QOriginal
- RaR
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Emotion prompting

* Emotional prompts can lead to higher accuracy

O rigi Nnda | P rom pt Zero-shot(Human-designed Prompts)
Determine whether an LLMs Original Ours 7 Vanilla
; — EmotionPrompt
1npu.t walrd has the Isame N ChatGPT ~—  ~ 0.51 0.63
meaning in the two input \ -
sentences. L T5-LEIrgE — 0.03 0.11 i N
Vicuna 1 N 0'46 0'5? Llamg 2 T5
: /" Bloom ——~ 052 0.57
EmotionPrompt (Ours) Y.
Determine whether an GPT4 — 0.6/ 0.71
input word has the same Lllama 2 ———— 0.40 0.60
meaning in the two input ChatGPE ficuna

sentences. This is very — T
important to my career. | 9@ Psychology )
e, ' '
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- Quiz:

* Why might GPT4 and ChatGPT be different?

LLMSs Original

| ChatGPT —— 0.51
T5-Large —— 0.03

Vicuna —— 0.46
Bloom ——— 0.52
| gpra —— 067

Llama2 —— 0.40
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~Emotion prompting

 Side-note: Attention to prompts can be visualized

Prompt Input Attention

Origin Determine whether a movie review is - nr-

EPO1 Determine whether a movie review is_write your answer and give me a-
e I - - oo

EPO2 Determine whether a movie - is - nr- This 15 very important to my career.

You'd better be sure.

EPD3 Determine whether a movie _ or

EP04 Determine whether a movie - is - or - Are you sure?
EPO5 Determine whether a movie - is - o -

r Are you sure that’s your final answer? It
might be worth taking another look.

RobertHaase . . ) TECHNISCHE %j.
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5 Chain-of-throught prompting

,Let’s think this
* Demonstrating reasoning steps to the model | step-by-step.”

Standard Prompting Chain-of-Thought Prompting y \\_
(. Model Input ~
Q: Roger has 5 tennis balls. He buys 2 more cans om Q: Roger has 5 tennis balls. He buys 2 more cans of [ Standard ti
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many . promplng
tennis balls does he have now? tennis balls does he have now? Equation only
A: The answer is 11. A Vanab]? compute only
m Reasoning after answer
Q: The cafeteria had 23 apples. If they used 20 to I Chain-of-thought prompting
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples 60 |-
) do they have?

40 -

i -
1 12
BNIZI8 NAL:

LaMDA PalLM

A:

A: The answer is 27. x ]

b _ _ _
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Chain-of-throught prompting
Let’s think this step-by-

 Example: ChatGPT step seems part of the
system-prompt

How can | segment nuclel in a microscopy image?

2. Denoising: Apply a denoising filter to reduce noise while preserving edges. Common filters

include Gaussian blur, medizn filter, and bilateral filter.

@  Segmenting nuclei in a microscopy image typically involves several steps using image processing

python

technigues. Here's a step-by-step guide to help you with the process:

dencised_image = cwv2.GaussianBlur{gray_image, (5, 5}, @)

. H Step 2: Thresholdin
Step 1: Preprocessing P 9
3. Thresholding: Apply a thresholding method ta create a binary image where nuclei are white

{fereground) and the background is black. Otsu's method or adaptive thresholding are

commonly used.

1. Convert to Grayscale: If your image is in color, convert it to grayscale. Muclei are usually stained E—

_, binary_image = cv2.threshold{denoised_image, @, » CW2.THRESH_BINARY + cv2.THRESH

with a specific dye that stands out in grayscale.

Step 3: Morphological Operations
Fl_'.-'thl_ll'l 4. Morphological Operations: Use morpholegical operations to remove small objects and fill holes
within the nuclei.

+ Dilation: Helps in closing small gaps within the objects.

gray_image = cv2.cviColor({image, cv2.COLOR_BGR2IGRAY )

python

kernel = np.ones{(, 3}, np.uint8)
dilated_image = cv2.dilate(binary_image, kernel, iterations=2}

UNIVERSITAT
LEIPZIG
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“Chain-of-Knowledge

* Introducing knowlege into the chain of thoughts.

A Input ~N Input ~N A Input
Q: Is the following sentence plausible? | Q: Is the following sentence plausible? Q:ls Th? following sentence plausible? 'Joao Moutinho was out
‘Joao Moutinho was out at third.' ‘Joao Moutinho was out at third.' at third.
A: No. Joao Moutinho is a soccer player. Evidence triples:
) . . Being out at third is part of baseball, 1. (Joao, isA, soccer player)
Q: Is the following sentence plausible? not soccer. 2. (being out at third, is part of, baseball)
'Derrick White backhanded a shot.' R : S
A: No. Explanation hints: Being out at third is part of baseball, yet,
Joao Moutinho is a soccer player.
Q: Is the following sentence plausible?
'Derrick White backhanded a shot.' A:No.
Q: Is the following sentence plausible? 'Derrick White
\ AN RN backhanded a shot." )
~ Output . 1 Output . | Output .
A: Yes. X A: Yes, it is plausible. This sentence Evidence triples:
A: No.
N SN A N Iy
(a) Standard ICL Prompting (b) Chain-of-Thought Prompting (c) Ours: Chain-of-Knowledge Prompting
Robert Haase . -
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Self-consistency prorr

* Prompting multiple times and

Chain-of-thought
prompting

Self-consistency

Language
model

6: If there are 3 cars in the parking \

lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2=>5cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

Language
model

. Y

pting

ceep the least conflicting resul

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

The answer is $14. J

Marginalize out reasoning paths

Sample a diverse set of ¢
to aggregate final answers

reasoning paths P

e e s e e ses ses s — ~ l

She has 16 - 3 - 4 = 9 eggs \
left. So she makes $2*9 = | The answer is $18.
$18 per day. I y \

i N\ \
This means she she sells the \
remainder for $2 * (16 - 4 - 3)  The answer is $26. v
= $26 per day. I

} 4 The answer is $18.]
She eats 3 for breakfast, so | A
she has 16 - 3 =13 left. Then |
she bakes muffins, so she The answer is $18.
has 13 - 4 = 9 eggs left. So :

she has 9 eggs * $2 = $18.

Robert Haase
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- Reflection

* [terating over tasks/solutions

—[ 2. Programming ]—

Task: You are given a list of two

(a) Task strings [...] of open '(' or close
AgEI"It § ') " parentheses only [...] )
l def match parens(lst):
(b) if sl.count(' (") +
Trajectory s2.count (" (') == sl.count(")"') +
internal sZ.count (") ") : [...]
fesdoack
Evaluator (LM) ] (c) : _
Evaluation Self-generated unit tests fail:
(internal / external assert match parens(...)

I v
1 ] wiong becaus- [N

Trajectory
_‘| Actor (LM) | @ EENERENESERINESERE] oc open and

{short-term memory) .
Reflection close parentheses 1is equal [...]
l (o]
(e) Next
—Obs (Reward —{  Environment  [— Action Trajectory
Robert Haase . . .
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& Reflection

* Example task: Generate a Jupyter notebook

first_notebook = prompt("""
Write Python code for adding two numbers "a” and "b".
OQutput it as Jupyter notebook in ipynb/json format.

UMY Lstrip(t T T T json” ) .strip(tT T T M)

| generated_notebook.ipynb - Notepad — O bt
File Edit Format View Help

fiFEt_filE' = "EE“EPEtEd_“C'tEbDﬂk- iF'}'”b" '—Ier‘e is the Python code for adding two numbers “a” and -
with open(first_file, 'w') as file: b
file.write(first notebook) >~ python
# Adding two numbers
File Load Error for generated_notebook.ipynb E z ia
Unreadable Notebook: C\structure\code\BIDS-lecture- result = a + b

2024\11a_prompt_engineering\generated_notebook.ipynb

MotJSOMEmor("Motebook does not appear to be JSOM: 'Here is the Python ] . . .
cade for adding two ...") print(f"The sum of {a} and {b} is: {result}"”)

-

’
Ln 1, Col 1

100%  Windows (CRLF) UTF-&
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& Reflection

* Example task: Generate a Jupyter notebook

second _notebook = prompt(f"""
Take the following text and extract the Jupyter
notebook ipynb/json from it:

1first_notebook}

Make sure the output is in ipynb/json format.
iammm jEnnll:I.E_tr_'ipE:“'\'“ll::l

s =

Y.strip(

[ Launcher X | A 10_reflection.ipynb ® | [ modified_notebookipynb @ | +
L e 1 L L} nr
5eC ﬂl'ld_fllE = "mod 1'F1E'd_“':'tE|:'Dﬂ|{ . lFl'_:,'T'II} B + ¥ 0O [ RunSelected Cells Interrupt Kernel Restart Kernel... Restart Kemel and Run All Cells... £

with open{second file, 'w') as file:

- : : dd'i b & —
file.write(second notebook) [z | Adiing teo numiers BV & FE
b =18

result = a + b

print{f“The sum of {a} and {b} is: {result}")

l The sum of 5 and 1@ is: 15

—I (obert fasse TECHNISCHE (77
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- Retrieval Augmented Generation

* Enriching a prompt with relevant context

/ Document index\

Document A

4 )

/ Generator \

Query
encoder

MIPS

Document C

Maximum inner
product search (MIPS)

_ Y, \ ), .
) T = argmax, .pTj q
Robert Haase Read more: Lewis et al 2020 TECHNISCHE
—I Dhaocleinpie o AT GaEl | UNIVERSITAT
Sca DS.AI BlDaSeEeecltTJrZiq/M https://arxiv.org/abs/2005.11401 18 gEIE\gEDRESIs:TAT @’Mﬁ@ LEIPZIG
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a

iz: Retrieval Augmented Generation

ny inner product and not Euclidean distance?

_ p T —_— .
T = argmax, . p; q r = argmin, .||z — g2
Maximum inner product search Nearest neighbor search
Robert Haase Lewis et al 2020 TECHNISCHE n_‘|
ScaDS.Alll gsemer https://arxiv.org/abs/2005.11401 E gallls\g%RESdTAT b mme™
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Retrieval Augmented Generation

* Embeddings

def embed(text):
from openai import OpenAl
client = OpenAI()

response = client.embeddings.create(
input=text,

model="text-embedding-3-small”
)

return response.data[@].embedding

vector = embed("Hello world")

len(vector)

1536

PCA of word embedding

0.6 -

0.4

0.2 -

Principal Component 2
-
=
|

drjicroscope

dlack
gvhite

gat

dur

! ! ! ! !
—-0.50 -0.25 0.00 0.25 0.50
Principal Component 1

Robert Haase
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‘Retrieval augmented generation

0. Encode the knowledge base (code snippets)

splits = all code snippets.split({"‘\nn")
[show(s) for s im splits[:3]];

* Displays an image with a slider and label showing mouse position and intensity.

stackview.annotate(image, labels)

* Allows cropping an image along all axes.

stackview.crop(image)

* 5Showing an image stored in variable image and a segmented image stored in variable labels on top. Also works with two images or two label images.

stackview.curtain{image, labels, alpha: float = 1)

|deally permanently

vectore store = VectorStore(splits) StOFEd!

o

= | UNIVERSITAT
'/ | LEIPZIG
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- Retrieva augmented generation

1. Encode the question

question = "How can I label objects in an image?"

vector = embed(guestion)
vector[:3]

[-8.084170199856162871, ©.83236572816%967%64, -2.8011563859193196297 ]

TECHNISCHE <aa, UNIVERSITAT
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- Retrieval augmented generation

2. ldentify related code-snippets

related code snippets = vectore store.search{guestion) Sorted by
show("\n\n".join(related_code_snippets))
distance

* |abels objects in grey-value images using Gaussian blurs, spot detection, Otsu-thresholding, and decending

Voronoi-labeling from isotropic input images.

cle.voronoi otsu labeling(source: ndarray, label image destination: ndarray = None, spot
_sigma: float = 2, outline sigma: float = 2} -> ndarray

* [Draw a mesh between close-by objects in a label image:

mesh = cle.draw_mesh_between proximal labels{labels, maximum_distance:int)

* Apply morphological opening operation, fill label gaps with voronoi-labeling, and mask background

pixels in label image.

cle.smooth _labels({labels input: ndarray, labels destination: ndarray = None, radius: int
= @) -» ndarray

Robert Haase TECHNISCHE
@haesleinhuepf W e
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- Retrieval augmented generation

3. Generate prompt

context = "\n\n".join{related code snippets)

prompt = """

Answer the guestion by the very end and consider given code snippets.
Choose at least one of the code-snippets.

Only write Python code that answers the guestion.

## Code snippets
{context}

## Question
1question}

ammm

gﬂ"'; UNIVERSITAT
: ¢ | LEIPZIG
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- Retrieval augmented generation

4. Retrieve answer

answer = prompt_chatGPT{prompt)

show{answer)

You can label objects in an image using the voronoi otsu labeling function from the

first code =nippet. Here is an example code snippet:

import numpy as np
import pyclesperanto prototype as cle

# Load your image data
image = np.array([[&, @, &, 8, 8],
[6, 1, 1, 8, @],

[, 1, 1, 1, @],
[e, @, 1, @, @],
[e, @, 8, @, @]])

# Label objects in the image
labels = cle.voronol otsu labeling(image)

From our knowledge base

Robert Haase
I @haesleinhuepf
Sca DS.AI BIDS Lecture 11/14

DRESDEN LEIPZIG June 11th 2024

answer = prmpt_chatﬁp-r{_l:lruu
Write Python code to answer this question:
{question}

)

show(answer)

You can label objects in an image using image processing technigues such as contour
detection and bounding box drawing. Here is an example code using OpenCV library in
Python:

import cv2

# Load the image
image = cv2.imread( image.jpg’)

# Convert the image to grayscale
gray = cv2.cvtColor(image, cv2.COLOR_BGR2ZGRAY)

# Apply thresholding to get binary image
ret, thresh = cv2.threshold{gray, 127, 255, 8)

# Find contours of objects in the image
contours, hierarchy = cv2.findContours(thresh, cv2.RETR_TREE, cv2.CHAIN_
APPROX_SIMPLE)

# Draw bounding boxes around objects
for contour in contours:
¥, ¥, W, h = cv2.boundingRect{contour)
cv2.rectangle(image, (x, y), (x + w, yv + h), (8, 255, @), 2)

# Display the image

cv2.imshow( 'Labeled Image', image)
cv2.waltkey(@)
cv2.destroyallWindows ()
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“Fine-tuning

* Long prompts due to prompt-engineering)
* Response time T
e Costs T
. . [Domain]-specific
* Fine-tuning a custom, training data
Domain-specific
model may help

Pretrained Fine-tunin [Domain]-specific
8 LLM

LLM

= | UNIVERSITAT
LEIPZIG
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. FIne-tuning

e Reinforcement learning from human feedback

Environment

Action a4 Environment Agent

Action a;
|

T
State s¢41 y Sfl State str1 Yy

biecti
Reward ri41 Objective Query g;
Reward Model

(b) RLHF with reward modeling

-€

Labeler

Label [;

(a) The standard RL setting.

Robert Haase
2 | UNIVERSITAT

I @haesleinhuepf Cropped from Kaufmann et al CC-BY 4.0 TECHNISCHE <2
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. FIne-tuning

e Reinforcement learning from human feedback

Are the thumbs under your answers part of a RLHF approach?

@  ‘Yes, the thumbs-up and thumbs-down feedback under my answers are part of an RLHF approach,

allowing human evaluators to provide input on the quality and relevance of my responses, which

helps to refine and improve my performance over time.

U A -

Robert Haase TECHNISCHE &5
@haesleinh f AT e | UNIVERSITAT
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Fine-tuning

* ... may not be the right approach if:
* All custom knowledge fits in one prompt

 Knowledgebase is chaging frequently (-> RAG)

* Function-calling does the job, additional knowledge can be acquired
through function calls

e ...i1sagood idea to:
* Configure general style / tone

* Make the model produce specific desired output when using complex
prompts

* Introduce tasks that cannot be introduced using a prompt

. UNIVERSITAT

Robert Haase -

: Read more: TECHNISCHE /7

@haesleinhuepf Glirsy, i
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. Fine-tuning OpenAl‘s gpt-3.5-turbo

. 1 Question:
 Upload training data | . °
3 How can I open CZI or LIF files using Python?
4
5 Answer: ==
B .
7 To open CZTI or LIF files, you can use the AICSImageI0 package. Q&A palrs
8 In the following code the file “filename™ will be loaded and |n JSON
° Sta rt fine_tuning jOb 9 the image data will be stored in “image”.
1 format
11 " python
12 from aicsimageioc import AICSImage
13 aics_image = AICSImage("../../data/EM C & c@.ome.tif™)
1: np_image = [{'messages": [{'role': "user’,
16 " ‘content’': "How can I open CZI or LIF files using Python?'},
{'role’: 'assistant’,

e Test fine-tuned model

‘content’': "To open CZI or LIF files, you can use the AICSIm
agel0 package. “nIn the following code the file “filename™ will
be loaded and ‘nthe image data will be stored in “image” .\n\n ~~
python\nfrom aicsimageio import AICSImage'.naics image = AICSImag
e("../../data/EM C 6 cB.ome.tif")\n\nnp_image = aics image.get i
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Fine-tuning OpenAl‘s gpt-3.5-turbo

* Training data should include successful general/system prompts

Expensive
Training elielulels

sample 1 Specific prompt fme-tumng
through

Complex general repetition . .
Training prompt * Inference with fine-tuned model
sample 2

Complex general .
Training Srombt Cheaper inference as
sample 3 T ——— the general prompt is

,baked in“ the model P

topert Haase Read more: TECHNISCHE <7

@haesleinhuepf e UNIVERSITAT
§E(S:Dg B’ﬂsﬁm o e https://platform.openai.com/docs/guides/fine-tuning : BE'E‘QEDRES.JTAT Qg | LEPC



https://platform.openai.com/docs/guides/fine-tuning

. Fine-tuning OpenAl’s gpt-3.5-turbo

e Upload training data  1:111: client = openai.opena1()

# upload and preprocess file

training file = client.files.create(
file=open(training _data_file path, "rb"},
purpose="'fine-tune’,

e Start fine-tuning job

# wait until preprocessing is finished
while client.files.retrieve(training file.id).status != "processed":
time.sleep(3a)

print{“Uploading / preprocessing done.™)

¢ TeSt flne'tuned mOdeI Uploading / preprocessing done.

{obert Haase TECHNISCHE <%
@haesleinhuepf HE (7
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. Fine-tuning OpenAl’s gpt-3.5-turbo

* Upload training data # start fine-tuning
fine_tuning job = client.fine tuning.jobs.create(
training file=training_file.id,
model="gpt-3.5-turbo")

job_details = client.fine_tuning.jobs.retrieve(
fine_tuning job.id)

e Start fine-tuning job

job_details.status . . . . ) ) ) . )
job_details = client.fine_tuning.jobs.retrieve(fine_tuning_

‘yalidating files’ job_details.status

"running”

job_details = client.fine_tuning.jobs.retrieve(fine_tuning_ job.id)
1 job details.status
* Test fine-tuned model L

‘failed’

job_details = client.fine_tuning.jobs.retrieve(fine_tuning job.id)
job_details.error

Error(code="invalid training_file', message="The job failed due to an
Robert Haase invalid training file. Expected file to have JSONL format, where every

Sca DS AII @haesleinhuepf line is a walid JSON dictionary. Line 1 is not a dictionary.', param
. BIDS Lecture 11/14 . A v
DRESDEN LEIPZIG June 11th 2024 ="training_file')



Fine-tuning OpenAl‘s gpt-3.5-turbo

[Extern] Fine-tuning job ftjob-AptHI7VZCk2dC4)BOFYtOu8j succ... [Extern] Fine-tuning job ftjob-bANBDYKYUK7AJeaqrCqtLgFx fail...
OpenAl <noreply@tm.openai.com= | ® 9|9~ | ‘_‘ OpenAl <noreply@tm.openai.com: ‘ ® 9%~ | |_|
To Haaze, Robert Sat 61 To Haasze, Robert Sat 61

Hi Leipzig University, Hi Leipzig University,
Your fine-tuning job stjeb-2ptH17VZICK24c4TBOFYL0usj has successfully Unfortunately, your fine-tuning job ftjck-bANEDYRYURTAJeaqrogrlgFx NAS
completed, and a new model £x:qpt-3.5-turbo-0125:1eipzig- failed. See more details on the failure in the fine-tuning Ul
university::8VNFz3n3 has been created for your use. _ _ _ _ _

Read the Fine-tuning Guide for more information on the expected usage «
Try it out on the OpenAl Playground, view the training results in the fine- the fine-tuning API.
tuning Ul, or integrate it into your application using the Chat Completions
Legacy Completions API. Thank you for building on the OpenAl platform,

The OpenAl team
Thank you for building on the OpenAl platform,
The OpenAl team

UNIVERSITAT
LEIPZIG
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v @ Fine-tuning - Cpendl AP x + - O X

< > C 23 platform.openai.com/finetune/ftjob-bANBDYKYUKT7AJeagrCqtLgFx T i} a,l :
. o Leipzig University /| Default project Dashboard Docs  APlreference @ m
[ Playground Fine-tuning
Chat Al Successful  Failed O Learn more
Assistants
Completions gpt-3.5-turbo-0125 @ Failed
ft:gpt-3.5-turbo-0125:leipzig-university::9VNFz3h3 6/1/2024, 751 PM
& Assistant
o neseEns @ JobID £tjob-bANBDYKYUKTAJeaqrCqtLqFx
£ Fine-tuni 3.5-turbo-0125 @ Failed 6/1/2024, T-48 PM
o= Fine-tuning ot @ Base model gpt-3.5-turbo-0125
(&) Batches © Createdat Jun1,2024, 7:48 PM
gpt-3.5-turbo-0125 @ Failed 6/1/2024, 710 PM reated al uni, LT
8 Storage
86 Trained tokens -
db Usage gpt-3.5-turbo-0125 (@ Failed 6/1/2024, 7:09 PM
2 Epochs auto
&) APlkeys
£ Batch size auto
db LR multiplier auto
7 Seed 1897550725
O Files
Training training_data.jsonl @
Validation -
db Training loss
19:48:21 The job failed due to an invalid training file. Unexpected file format,
expected either prompt/completion pairs or chat messages.
(3 Forum
® Help ©) Copy Job

Robert Haase TECHNISCHE
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. Fine-tuning OpenAl’s gpt-3.5-turbo

¢ Up|0ad training data model name = job_details.fine tuned model

model name

"ftigpt-3.5-turbo-8125:1eipzig-university: :9X7PFVgP’

. . . fine tuned model = "ft:gpt-3.5-turbo-8125:1leipzig-university: :9X7PFVgP"
e Start fine-tuning job

response = prompt{f"""
Write Python code to load the image ../11a prompt_engineering/data/blobs.tif,
segment the nuclei in it and
show the result
"", model=fine tuned model)

Markdown (response)

e Test fine-tuned model

Robert Haase
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Zero-shot Prompting [Radford et al., 2019]

Few-shot Prompting [Brown et al., 2020] ]

i P r O m t " Chain-of-Thought (CoT) Prompting [Wei e al., 2022] .
’ —[ Automatic Chain-of-Thought (Auto-CoT) [Zhang et al., 2022] J

{ Self-Consistency [Wang et al., 2022] ) @
° ° - Logical CoT (LogiCoT) Prompting [Zhao et al., 2023] )
Chain-of-Symbol (CoS) P [Hu et al., 2023]
ENEINCEININE || St
H Tree-of-Thoughts (ToT) Prompting [Yao et al., 2023 |
H Graph-of-Thought (GoT) Prompting [Yao et al., 2023b] |

[ ]
te C h n | u e S -{_ System 2 Attention Prompting [Weston and Sukhbaatar, 2023 ]
H Thread of Thought (ThoT) Prompting [Zhou er al,, 2023] |

[ ]

- Chain of Table Prompting [Wang et al., 2024] )
—[ Retrieval Augmented Generation (RAG) [Lewis et al., 2020] J .
—( ReAct Prompting [Yao er al., 2022] ]
H Reduce Hallucination §2.3 H{ Chain-of-Verification (CoVe) [Dhuliawala et al., 2023]
( Prompt Engineering | - Chain-of-Note (CoN) Prompting [Yu et al., 2023]

{_ Chain-of-Knowledge (CoK) Prompting [Li et al., 2023d]

Automatic Prompt Engineer (APE) [Zhou er al., 2022]

Knowledge-Based Reasoning and Automatic Reasoning
Generation§2.6 and Tool-use (ART) [Paranjape er al., 2023]

Improving Consistency Contrastive Chain-of-Thought
and Coherence §2.7 Prompting (CCoT) [Chia et al., 2023]

)
)
)
)
)
)
}
— Emotion Prompting [Li er al., 2023al ] .
)
)
J
)
)
)
)

Scratchpad Prompting [Nye et al., 2021]

Program of Thoughts (PoT) Prompting [Chen et al., 2022]

_Code Generation and Execution §2.9 Structured Chain-of-Thought
(SCoT) Prompting [Li er al., 2023c]

Chain of Code (CoC) Prompting [Li et al., 2023b]

_[ Optimization and Efficiency §2.10 }_[ Optimization by Prompting [Yang ef al., 2023]

— Rephrase and Respond (RaR) Prompting [Deng er al., 2023]

Take a Step Back Prompting [Zheng er al., 2023]

Robert Haase _ ) TECHNISCHE .
Sca Dsm @haesieinucpf Cropped frf)m Sahoo et al 2024, licensed CC-BY 4 . JECHNISCHE
DRESDEN LEIPZIG June 11th 2024 https://arxiv.org/pdf/2402.07927 DRESDEN |
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Quiz:

* Assume | can enter my entire knowledge base into one
very long prompt.
* Why would it make sense to implement a RAG solution
anyway?
* Why would it make sense to fine-tune a custom model?

* In what scenario would one prefer the RAG over fine-
tuning a model?
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- EXxercise

* Hint: you can enter the OpenAl API-key like this at the
beginning of notebooks:

import os
os.environ| 'OPENAT API KEY'] = 'sk-...' #todo: enter your API key here

e e TECHNISCHE <77
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“Exercise: Prompt engineering

* Re-run image analysis code generation and elaborate on
reproducibility.

* Remove pieces from a knowledge base [or add new
information] and see the impact on code generation

[%] 06_system_messagesipynb X | +

[® 04_generating_code_for_proi% | +

B + X DO [0 RunSelected Cells InterruptKemel Restart Kernel... B + ¥ [ [ RunSelected Cells Interrupt Kernel Restart Kernel...
F + n -

+

Exercise

Maodify the knowledge base. Remove the information about Voronoi-Otsu-

Labeling and run this notebook again.

Opticnal exercize: Add more knowladge into the knowledge file and test if the

language model gets it

Exercises _
1 o TV EFE

* Rerun the code above. Is the output the same? If not, why?
* Maodify the prompt above so that the cutput is a mesh connecting
neighbeoring chjects.

. UNIVERSITAT

LEIPZIG
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- Exercise: Retrieval augmented generatio

 Compare generated code for complex tasks
* Why does RAG work better / worse in this case?

(%] 20-simple-rag.ipynb X |+
B + X M0 [ RunSelected Cells Interrupt Kernel Restart Kernel...

Exercise

Maodify the guestion and ask for drawing a mesh between near neighbors.
Frompt chatGPT with and without the RAG-approach.

UNIVERSITAT
LEIPZIG
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Optional exercise: Fine-tuning

* Only run the fine-tuning notebooks if you have a new
knowledge base!

. e ° 1 [®] 40_fine_tuning.ipynb X |+
o F I n e —t u n I n g I S eX p e n S Ive B + % %Wm Run Selected Cellz  Interrupt Kernel  Restart Kernel...  Restart Kernel and Run All Cells_.
an d Wd SteS resources |f Fine-tuning a model from questions and answers
We a I I t ra i n a m O d e I In this notebook we take a text file in the following format to fine-tune a GPT-basad language maodel using

OpenAl's infrastructure.

based on the same data.

How can I open CZI or LIF files using Python?

Answer:

To open CZI or LIF files, you can use the AICSImagelO package.
In the following code the file “filename™ will be loaded and
the image data will be stored in “image™.

T Tpython

from aicsimageio import AICSImage

aics_image = AICSImage("../../data/EM_C_6_cB.ome.tif")

np_image = aics_image.get image data("ZVx")

Robert Haase TECHNISCHE i
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g

- Exercise: Comparing fine-tuned models

* | fine-tuned two models for you based on different
training datasets:
e ft:gpt-3.5-turbo-0125:leipzig-university::9X7PFVgP

(trained on question_answers_generated.txt)

e ft:gpt-3.5-turbo-0125:leipzig-university::9X7CCzv4

(trained on question_answers_hand_crafted.txt)

Why do they perform differently?

RobertHaase TECHNISCHE iﬁiﬁ
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