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Greetings from the Local Organizing Committee Chair 

Dear Colleagues and Friends, 
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The event is organized by the University of Naples Federico II, in collaboration with the National 
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of Turin. I would like to thank the International Organizing Committee for giving us the opportunity 
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Almerinda Di Benedetto 

Local Organizing Committee Chair 
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Why Do Dust Explosions Happen? 

Paul Amyotte 

Dalhousie University, Canada 

Dust explosions are an ever-present threat wherever bulk powders are handled, not only in the 

chemical process industries but in numerous other applications throughout industrial practice. A 

dust explosion must not, however, be viewed as the inevitable outcome of processing a 

combustible dust in an industrial scenario. Normalization of deviance in such a manner ignores 

the strong evidence that the principles of process safety have been proven to be effective in dust 

explosion prevention and mitigation. 

In this presentation, we will explore the reasons for the occurrence of dust explosions from a 

variety of perspectives. We will begin with the scientific and engineering underpinning provided 

by the familiar explosion pentagon, and will quickly move on to lessons drawn from the 

management and social sciences. Explosion causation factors that will be examined include: (i) 

placing a singular emphasis on occupational health and safety concerns (such as respirable dust 

concentrations), (ii) overreliance on procedural safety and use of personal protective equipment 

(PPE), (iii) ignoring warning signs of potential incidents, (iv) accepting safety management system 

deficiencies, and (v) adherence to a number of erroneous and outdated beliefs concerning the dust 

explosion problem. The overall goal of the presentation is to demonstrate that dust explosions do 

not happen because we do not have appropriate technology to prevent them. There are deeper, 

more systemic reasons for the occurrence of dust explosions. 
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Understanding the Limitations of Using 𝑲𝐒𝐭 to Define 

the Reactivity of Large-Scale Dust Explosion Tests 

C. Regis L. Bauwens, Lorenz R. Boeck & Sergey B. Dorofeev 

FM Global, Norwood, USA 

E-mail: carl.bauwens@fmglobal.com  

Abstract 

While dust explosions present a significant hazard to buildings and personnel, these events can often 

be mitigated through the appropriate use of explosion protection techniques.  To determine the level 

of protection required, and the most effect mitigation strategy for a given scenario, it is critical to 

understand the reactivity of the specific dust present.  Historically, the primary measure used to assess 

the reactivity of a combustible dust is a deflagration index, 𝐾St.  It is important to note, however, that 

𝐾St is an empirical parameter determined in a standard test apparatus under specific initial conditions.  

In this work, a new dust explosion test setup was used to decouple the dust injection process from the 

turbulence generation process to create a consistent level of initial turbulence while varying the type 

of dust, and dust loading.  The pressure transients measured in these tests are compared with 

equivalent experiments performed in a 20-L sphere that was used to obtained 𝐾St values for the same 

dusts, across a similar range of dust loadings.  A comparison of the experimental results shows that 

the relative ranking of 𝐾St did not correspond to the maximum rate of pressure rise observed in the 

large-scale experiments. A previously developed two-parameter dimensionless model was then used 

to interpret both the large-scale and 20-L sphere results. It was also found that the model could 

reproduce the experimental pressure time-histories in both the 20-L and 2.42-m3 tests, and that the 

value of one parameter, 𝜒, was similar between both. These results illustrate the limitation of using 

𝐾St  to fully characterize the reactivity of large-scale explosion tests, and the need for improved 

measures to quantify dust reactivity. 

 

Keywords: explosion mitigation, dust explosions, dust reactivity, large-scale testing 

 Introduction 

Dust explosions are one of the most common explosion hazards in industrial facilities.  These events 

can often produce significant loss of life and catastrophic damage to buildings and equipment. Despite 

the severity of dust explosions, the effective use of protection measures, such as explosion venting, 

suppression, and isolation, can mitigate the vast majority of these events. The proper application of 

these protection measures, however, need to account for the inherent reactivity of the dust, which 

have been shown to vary significantly between different dusts (Bartknecht, 1989, Eckhoff , 2003). 

There is a significant challenge in characterizing the reactivity of a dust, as the severity of a dust 

explosion varies with both the level of turbulence present (Amyotte et al. 1988, Tamanini, 1998), 

which often determine the overall severity of the dust explosion, and the specific properties of a given 

dust, such as particle size distribution (Di Benedetto et al., 2010). As a result, efforts to quantify 

fundamental reactivity parameters for dusts, such as a laminar burning velocity (Bradley, 1989, Van 

Wingerden et al., 1996, Goroshin et al., 1996, Julien et al., 2015), have not produced parameters that 

are commonly used in industrial safety applications. 
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Due to the lack of fundamental reactivity properties that can be used to characterize combustible 

dusts, standardized empirical tests have been developed to measure the reactivity of a specific dust 

sample.  These tests impose a set initial turbulent condition, with a specified ignition delay, in a 

specific apparatus with a specified injection system, and a specified ignition strength.  Using this 

setup, the reactivity of a dust is defined by a dust deflagration index, 𝐾St, which is calculated from 

the maximum rate of pressure rise, (𝑑𝑃/𝑑𝑡)max in a closed volume, 𝑉, in a standard 1-m3 or 20-L 

vessel (Bartknecht 1989, ASTM E 1226): 

𝐾St = (
𝑑𝑃

𝑑𝑡
)

max
𝑉1/3. (1) 

While this method provides a consistent basis for assessing the relative hazard presented by a 

combustible dust, it should be noted that the severity of an actual explosion event is often entirely 

determined by the specific dispersion and initiating event, which can significantly affect the level of 

initial turbulence present.  As a result, 𝐾St alone has been shown to have significant limitations in 

characterizing actual dust explosion events (Eckhoff , 2015). 

These limitations create challenges when trying to use 𝐾St to describe the reactivity of a specific test 

and the conditions at which it was performed. This is important, as a consistent reactivity measure is 

needed to characterize the conditions at which large-scale dust explosion tests are performed as these 

tests are used to develop engineering guidelines and the protection requirements for enclosures and 

to evaluate the performance of explosion protection devices. In these tests, the level of initial 

turbulence is commonly varied, by changing the delay between dust injection and ignition, to examine 

a range of explosion severities. In general, these experiments are characterized by an effective 

deflagration index, which we will refer to as 𝐾eff, which is evaluated using Eq. (1), for a specific test 

condition. It is important to recognize, however, that 𝐾eff still only represents the rate of combustion 

at a single time, typically late in the combustion process when the flame approaches the vessel walls. 

As a result, experiments performed with similar values of 𝐾eff can still produce significantly different 

rates of pressure rise at the critical early phase where explosion protection measures are most 

effective. 

Discrepancies have been found between values of 𝐾St obtained in the 20-L and 1-m3 standard sphere 

(Proust et al., 2007), where differences as high as to 80% were observed for some dusts.  Those tests 

illustrate the potential for significant differences in small and larger-scale dust explosion reactivity, 

even using standardized test methods.  Furthermore, it has been found that the dust injection process 

itself can vary between different dusts and dust loading in the standard 20-L sphere (Skjold, 2003), 

which could also impact the universality of the methodology in characterizing dust reactivity. 

To account for these limitations, a two-parameter model was developed in previous studies (Bauwens 

et al., 2020, 2022), to characterize the full pressure time-history that develops during a closed vessel 

dust explosion.  This model characterizes the reactivity of the dust explosion using two parameters, 

𝑆T,𝑅, which is an effective burning velocity of the leading edge of the flame, and a dimensionless 

parameter 𝜒 , which compares the characteristic time of flame propagation with a characteristic 

consumption time of the dust within the flame. 

In this work, a 2.42-m3 dust explosion test setup was used, specially designed to decouple the dust 

injection process from the turbulence generation process, to create consistent levels of initial 

turbulence.  This setup was used to examined dust reactivity for a range of dusts, and dust loadings, 

under well controlled initial conditions.  These results are then compared with data obtained from 

20-L sphere testing of the same dusts, both for the standard reactivity parameter 𝐾St, and for the new 

reactivity values obtained using the two-parameter model.   
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1. Experimental setup 

In this study, two different experimental setups were used to characterize the reactivity of six dusts 

over a range of dust loadings, 𝜌DL. These setups include a standard 20-L sphere, described in Section 

1.1, and a larger-scale 2.42-m3 vessel described in Section 1.2. 

1.1. Standard 20-L sphere test apparatus 

To perform the testing to obtain standard values of 𝐾St, a commercial Siwek 20-L sphere apparatus, 

shown in Fig. 1, (Cesana AG, 2016) was used in accordance with ASTM E 1226.  The standard test 

procedure performs three repeat tests for the three dust loadings (in 0.25 kg/m3 increments) that 

produce the highest overall rates of pressure rise 𝑑𝑝/𝑑𝑡. In this setup, a 0.6-L reservoir was loaded 

with a prescribed mass of dust, 𝑚𝑑, to achieve the target dust loading, 𝜌DL = 𝑚d/𝑉, which was then 

pressurized to 20 bar (gauge).  Prior to dust injection, the vessel was evacuated to 0.4 bar.  The test 

sequence starts with the injection and dispersion of the dust into the vessel through a rebound nozzle.  

Following a 60-ms ignition delay, timed from the start of dust injection, two 5-kJ Sobbe EBBOS ChZ 

pyrotechnic ignitors, centrally located within the sphere, are used to ignite the mixture.  Two Kistler 

piezoelectric pressure transducers, sampling at a rate of 2.5 kHz, are used to capture the internal 

pressure. 

 

  
Fig. 1. Standard 20-L sphere apparatus (Cesana AG, 2016) 

1.1.1. Dust injection effects 

While the dust storage reservoir was not instrumented to record pressure during the dust injection 

process, the internal vessel pressure transient generated by dust injection can be used to examine 

whether dust injection and the turbulence generation process was affected by the specific dust tested 

and the dust loading.   Figure 2a shows the internal pressure as a function of time during the dust 

injection process for different dusts, all with a dust loading 𝜌DL = 0.75 kg/m3, which clearly shows 

how different dusts can affect the ignition delay, and resulting level of initial turbulence, in the 20-L 

sphere.  Certain dusts, like cellulose fiber, and Irganox MD 1024 appear to inject faster, resulting in 

a longer delay between the end of dust injection and ignition.  Conversely, Durez 32580 was found 

to inject noticeably slower than the other dusts, producing a shorter ignition delay.  Furthermore, the 

dusts with a slower injection rate also produced slightly lower initial pressures.  

In addition, Fig. 2b illustrates how the dust loading of an individual dust, in this case Durez 32580, 

can also significantly affect the rate of dust injection and the level of initial turbulence in the 20-L 

sphere.  This is consistent with previous studies in a 20-L sphere, which saw similar behavior in 

lycopodium and silgrain dusts (Skjold, 2003). 
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Fig. 2. Comparison of injection profiles from the 20-L sphere, (a) across different dusts with 

𝜌𝐷𝐿 =  0.75 kg/m3, and (b) across different dust loadings for Durez 32580. 

1.2. Large-scale 2.42-m3 test apparatus 

A total of 155 tests were performed in a 2.42-m3 vessel with a height to diameter ratio of 1.45, as 

shown in Fig. 3a. Unlike the standard 20-L tests, where a single 60-ms ignition delay is used, the 

ignition delay between dust injection and ignition was varied to produce different levels of initial 

turbulence in this setup.  To provide a uniform comparison between different dusts and dust loadings 

at a given ignition delay, a new dual-air cannon dust injection system developed to eliminate these 

effects. 

 
Fig. 3. Photographs showing (a) the 2.42-m3 test vessel setup and (b) the dual air cannon configuration. 

1.2.1. Dust injection system 

Dust was injected into the vessel immediately prior to ignition using two counterflow injection 

systems, each comprised of two air cannons, a sealed dust hopper, an explosion isolation valve, and 

an internal dispersion nozzle. For each injector, two Martin® Hurricane 35-L air cannons, Fig. 3b, 

pressurized to 8.3 bar (gauge), were used to independently inject dust and generate turbulence. These 

air cannons were timed to fire in series with a prescribed 1.0-second delay, such that the first cannon 

fully dispersed the dust into the vessel before the second cannon injected air to generate the initial 

turbulence. 

This dual air cannon arrangement was found to significantly reduce the variability in air injection 

times, relative to a single cannon, from a variation of 75 ms between the different dusts examined, 

Fig. 4a, for a dust loading 𝜌DL = 0.5 kg/m3, to less than 5 ms, Fig. 4b. This variability in injection 

time was significant, since the range of ignition delays used in this test vessel was only on the order 

of 200 – 400 ms.  It can be noted that the dusts that injected fastest in the 20-L sphere, cellulose fiber 

and Iraganox MD 1024, ultimately injected the fastest in the 2.42-m3 system, and that the dust that 

injected the slowest in the 20-L sphere, Durez 32850, was also the slowest to inject in the 2.42-m3 

setup. 

a) b) 
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Fig. 4. Comparison of dust injection profiles (a) and air injection profiles (b) from the dual air cannon 

injection system in the 2.42-m3 vessel sphere, across the different dusts with 𝜌𝐷𝐿 = 0.75 kg/m3. 

1.2.2. Test procedure 

Prior to each test, the hoppers were loaded with a prescribed mass of dust, 𝑚d, to achieve the target 

dust loading, 𝜌DL. Next, the vessel was evacuated to a specified pressure, ~ 0.5 bar, that was varied 

slightly to account for initial gas temperature in order to produce an initial pressure, 𝑃0, of 1.00 ± 0.02 

bar following dust and air injection. A timed sequence, with an accuracy on the order of 1 ms, was 

used to trigger the ignition system after a prescribed ignition delay, 𝑡ign, measured from the firing of 

the air cannons used for turbulence generation. 

In these experiments, the mixture was ignited at the center of the vessel by two 5-kJ Sobbe EBBOS 

ChZ pyrotechnic ignitors. Internal pressure was measured at three vertical locations within the vessel, 

using Kistler 4260A 0-10 bar piezoresistive pressure transducers sampled at a rate of 20 kHz. 

1.3. Dusts examined 

In this study, six dusts were examined in both the 20-L sphere and 2.42-m3 vessel, selected to cover 

a wide range of material properties, including bulk density, 𝜌bulk, melting point, 𝑇melt, and median 

particle size, 𝑑50, as shown in Table 1. Values for 𝐾St were those obtained using the 20-L sphere, in 

accordance with ASTM E 1226, and values for 𝑑50 were obtained from external laboratory testing 

using a Malvern MS 3000 particle analyzer.  

Table 1. Properties of the dusts examined. 

Dust Type 𝑲𝐒𝐭 

(bar m/s) 

𝝆𝐛𝐮𝐥𝐤 

(kg/m3) 

𝑻𝐦𝐞𝐥𝐭 

(°K) 

𝒅𝟓𝟎 

(µm) 

Cornstarch Food material 160 610 530 13.6 

Cellulose fiber Building insulation 75 140 538 74.1 

Powdered sugar Food material 57 657 458 17.0 

Lycopodium Theatrical pyrotechnic 141 320 - 29.8 

Durez 32580 Phenolic resin 198 433 367 14.9 

Irganox MD 1024 Phenolic antioxidant 268 350 502 68* 

*𝑑50 for Irganox MD 1024 was obtained from sieve analysis. 

The dusts examined in this study cover a wide range of sizes and morphologies, as illustrated by SEM 

imaging shown in Fig. 5.  The cellulose fiber and Irganox MD 1024 dusts had the largest overall size, 

with high aspect ratios.  The Durez 32580 and powdered sugar samples both exhibited relatively wide 

particle sizes distributions, which were roughly equivalent to one another.  Both cornstarch and 
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lycopodium samples had narrow particle size distributions, with the lycopodium being larger, and 

more consistent in size. 

 
Fig. 5. Scanning Electron Microscope (SEM) images of the six dusts a) cornstarch, b) powdered sugar, 

c) cellulose fiber, d) lycopodium, e) Durez 32580, f) Irganox MD 1024, at 250x magnification. 

2. Dust reactivity model 

In addition to the use of 𝐾eff to characterize the reactivity of an individual dust explosion, a recently 

developed two-parameter model (Bauwens et al., 2020, 2022) was used to compare the 20-L and 

2.42-m3 results. This model provides a comprehensive characterization of dust reactivity, considering 

the entire pressure time-history of an explosion event, rather than just the time of maximum pressure 

rise.  An abbreviated description of the model is provided in this section. 

The two-parameter dust combustion model approximates turbulent dust-flame propagation by using 

two simple assumptions.  First, the dust within the flame region is consumed over a finite time. The 

model assumes that the propagation of the leading edge of the flame front is governed by turbulent 

mixing, which entrains a mixture of unburned dust/air into the flame region. Within this region, 

a) b) 

c) d) 

e) f) 
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characterized by an effective flame radius, 𝑟f, the unburned mixture is not consumed instantaneously, 

and a mixture of burned and unburned dust is present. As the optimal dust concentration that 

maximizes the severity of a dust explosion is heavily fuel-rich, the reaction time within the flame 

region is modeled by considering the consumption rate of the oxidizer using a simple mass balance. 

The general model formulation is similar to that proposed by Tamanini, 1993. 

The model is derived considering mass and energy conservation, consistent with previously 

developed models for gaseous flames (Chao et al., 2015, Boeck et al., 2021), where the rate of 

combustion is evaluated on a mass basis. The mass fraction of oxidizer is split into three quantities 

that are individually tracked: the unburned fraction upstream of the flame, 𝑥u; the unburned fraction 

within the flame region, 𝑥f,u; and the burned fraction that has been consumed within the flame region, 

𝑥f,b. As the total mass of oxidizer is conserved in a closed volume, the overall mass balance is given 

by: 

1 = 𝑥u + 𝑥f,u + 𝑥f,b,  (2) 

and the internal state of the vessel can be expressed exclusively in terms of 𝑥u and 𝑥f,b. 

Assuming spherical flame propagation, the rate unburned mass enters the flame region is given by: 

𝑑𝑥u

𝑑𝑡
= −

3𝑟f
2𝑆T𝜌u

∗

𝑅3 , (3) 

where 𝑆T is the turbulent propagation velocity of the leading edge of the flame, 𝜌u
∗  is the gas density 

of the oxidizer in the unburned region, normalized by the initial gas density, and 𝑅 is the effective 

radius of the vessel, 𝑅 = (3𝑉/4𝜋)1/3. The propagation velocity of the leading edge of the flame is 

assumed to be governed by turbulent mixing at the scale of the flame radius and is proportional to the 

turbulent fluctuation velocity at this scale. For a Kolmogorov cascade, this yields an increase of 𝑆T 

with flame radius due to the increased range of turbulent length scales present as the flame grows: 

𝑆T = 𝑆T,𝑅 (
𝑟f

𝑅
)

1/3

, (4) 

where 𝑆T,𝑅 represents a characteristic turbulent burning velocity when 𝑟f = 𝑅, and depends on the 

level of initial turbulence and the rate of thermal expansion of the dust flame.  

For conditions typically present in a dust explosion, it can be shown that both the Taylor and 

Kolmogorov scales of turbulence significantly exceed the dust particle radii, and the local transport 

of fuel and oxidizer in the vicinity of the particle are in the laminar regime. As a result, it is assumed 

that the consumption rate of the oxidizer is governed by molecular diffusion and this rate is 

proportional to both the dust concentration and the molecular diffusion coefficient: 

𝑑𝑥f,b

𝑑𝑡
=

1

𝜏

𝑇f
∗1.75

𝑃∗
(1 −

𝑥f,b

1−𝑥u
), (5) 

where 𝜏  is the characteristic consumption time of oxidizer in the flame region; 𝑃∗ = 𝑃/𝑃0 , the 

internal pressure of the vessel, 𝑃, normalized by the initial pressure, 𝑃0; and 𝑇f
∗ = 𝑇f/𝑇0, the average 

temperature within the flame region, 𝑇f , normalized by the initial temperature, 𝑇0.  It was found that 

the ratio between a characteristic flame propagation time, 𝑅/𝑆T,𝑅, and the characteristic consumption 

time, 𝜏, provides a dimensionless property, 𝜒, that characterizes the pressure at which the maximum 

rate of pressure rise occurs, as shown in Fig. 6.   

Using this model, the entire dust explosion process can be effectively characterized by the parameters 

𝑆T,𝑅 and 𝜒.  Previous studies (Bauwens et al., 2020, 2022) have found that 𝜒 is relatively constant 

over a wide range of dust loadings, ignition delays, and vessel volumes, and appears to be a property 

of the dust. 
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Fig. 6. Generalized model results as a function of normalized pressure over a range of the dimensionless 

parameter, 𝜒 (Bauwens et al., 2022). 

Values of 𝜒 and 𝑆T,𝑅 are obtained for each individual experiment using an automated fitting routine. 

For each test, the experimental data were normalized and resampled in dimensionless terms, 

equivalent to that shown in Fig. 6, and the fitting routine obtains the value of 𝜒 that minimizes the 

absolute difference between the normalized results. The routine then finds a best fit value for 𝑆T,𝑅 

through a comparison of the rate of pressure rise in dimensional terms. Using this methodology, 

values of 𝑆T,𝑅 and 𝜒 can be fit to the experimental pressure time-history of each test in an unbiased 

and unambiguous manner. 

2.1. Model performance 

  
Fig. 7. Experimental (solid) and modeled (dashed) rate of dimensionless pressure rise for representative 

experiments performed in a) the 20-L sphere and b) the 2.42-m3 vessel. 

Figure 7 illustrates the overall quality of the model fits across a series of representative tests 

performed in the 20-L sphere and the 2.42-m3 vessel for the optimal dust loading to maximize 𝐾St for 

each dust, with an ignition delay of 330 ms in the large-scale tests. This figure shows that the two-

parameter model accurately reproduces 𝑑𝑃/𝑑𝑡 throughout the entire combustion process for both the 

20-L and 2.42-m3 results. The figure also illustrates how the different dusts exhibit a maximum rate 

of pressure rise at different dimensionless pressures.  When comparing the results between the 20-L 

sphere and the 2.42-m3 vessel, it is clear that the maximum rate of pressure rise, normalized by 𝑉1/3, 

is significantly different for some of the dusts, and these differences will be discussed in Section 3. 

A comparison of pressure as a function of time, in dimensional terms, is shown in Fig. 8, where the 

model results were shifted in time to match the experiments in order to account for any variability in 

the initial flame propagation due to ignition effects. Overall, these curves also demonstrate the ability 

of the model to capture the pressure profile throughout the explosion event for both the 20-L sphere 

and 2.42-m3 vessel. In general, only a slight deviation in pressure can be seen at later times. This is 

likely due, in part, to heat loss effects when the flame front reaches the vessel walls, which is not 

considered by the model but is clearly evident in the experimental results, where the pressures 

decrease after achieving a maximum value.   
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It is interesting to note that the early pressure rise is much closer together in time in the 20-L sphere 

results, likely due to the strong ignition source relative to the size of the vessel.  This is most 

noticeable for the powdered sugar results, which shift considerably relative to the other dusts. 

  
Fig. 8. Experimental (solid) and modeled (dashed) pressure as a function of time for representative 

experiments performed in a) the 20-L sphere and b) the 2.42-m3 vessel. 

 

2.2. Applicability of the two-parameter dust reactivity model to the 20-L sphere configuration 

It should be noted that the model formulation considers a point source ignition at the center of the 

vessel, and spherical flame propagation.  In the 20-L sphere, the strong ignition source relative to the 

vessel volume is likely a significant departure from this assumption.  The observation that the model 

can reproduce the 20-L sphere results is interesting and was unexpected.  A possible explanation is 

that the strong ignition source provides a large number of ignition kernels that are distributed 

throughout the vessel volume.  The model can be readily modified to consider spherical flame 

propagation from an arbitrary number of evenly spaced ignition kernels.  To consider this assumption, 

Eq. (3) simply becomes:  

𝑑𝑥u

𝑑𝑡
= −

3𝑟f
2𝑁𝑆T𝜌u

∗

𝑅𝑁
3 ,  (6) 

where 𝑁 is the number of ignition kernels and 𝑅𝑁 is roughly half of the average spacing between 

kernels.  The rest of the model is largely unaffected by this change, except that the value of the 

turbulent propagation velocity, 𝑆T,𝑅 , develops a very weak dependence with 𝑁, becoming 𝑆T,𝑅 =

𝑆𝑇,𝑅𝑁
⋅ 𝑁1/9 , where 𝑆T,𝑅𝑁

 is the local propagation velocity of each kernel. The value of 𝑁  could 

potentially be determined through a comparison of 20-L sphere tests performed with a spark ignition 

source with tests performed with the standard chemical ignitors, however, this is outside the scope of 

the present study. 

Ultimately, since the level of initial turbulence in large-scale tests are typically calibrated by tuning 

the ignition delay, rather than directly matching a turbulence intensity, the use of an effective value 

of 𝑆T,𝑅 that assumes a point source ignition does not necessarily create a problem with interpreting 

the results.  Nevertheless, it is likely that the strong ignition source is responsible for at least some of 

the differences between the 20-L sphere and 2.42-m3 results presented in Section 3.   

3. Results and discussion 

Figure 9 shows how the various reactivity parameters examined vary with 𝜌DL  for the standard 

ignition delay of 60 ms in the 20-L sphere and a 330-ms ignition delay in the 2.42-m3 vessel.  For 

each point, a minimum of three tests were performed and the standard deviation of these points are 

presented as uncertainty bars.  As the 20-L sphere test procedure followed the standard ASTM E 1226 

protocol, only the three 𝜌DL producing the highest values of 𝐾eff were evaluated.  A wider range of 

tests are included for the 2.42-m3 tests. 
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Fig. 9. Variation of 𝐾eff, 𝑆T,𝑅, and 𝜒 with 𝜌DL in the 20-L sphere and the 2.42-m3 vessel. 

Considering the results for 𝐾eff, Figs 9a and 9b, it can be clearly seen that the relative ranking of the 

dusts is not preserved between the two test setups.  Irganox MD 1024 and Durez 32580 produced the 

maximum values of 𝐾eff  in the 20-L sphere, while cornstarch was the most reactive dust in the 

2.42-m3 vessel.  Aside from the Irganox MD 1024 and Durez 32580 results, the relative ranking of 

the remaining four dusts do appear to roughly correspond to the same relative ranking between both 

test setups. 

When examining the variation of 𝑆T,𝑅 between the different dusts, Figs 9c and 9d, a similar trend is 

observed, where 𝑆T,𝑅 for Irganox MD 1024 and Durez 32580 are significantly higher in the 20-L 

sphere, relative to the 2.42-m3 vessel.  The relative ranking of the dusts appears to be closer, however, 

with some consistency between both setups.  For 𝜒, Figs 9e and 9f, it can be seen that the values are 

relatively consistent across the different dusts between the 2.42-m3 vessel, and the 20-L sphere, 

however, 𝜒 is slightly lower for Durez 32580 and Irganox MD 1024 in the 20-L sphere. 

When the 2.42-m3 results for 𝐾eff are normalized by the overall value of 𝐾St obtained in the 20-L 

sphere, Fig 10a, two rough groupings of results are clearly visible.  If the relative rankings of 𝐾St 

obtained in the 20-L sphere was consistent with the 2.42-m3 vessel results, then at some ignition delay 

all of the points should have collapsed to a value of one.  Instead, we see that the cornstarch, cellulose 

fiber, and lycopodium results appear to collapse to a value of one at an ignition delay of 400 ms, 

while the Durez 32580, Irganox MD 1024, and powdered sugar results collapse to a value of one at 

an ignition delay of 200 ms.  It is interesting to note that these two groups correspond to dusts with 

lower values of 𝜒, and dusts with higher values of 𝜒.   

When comparing 𝜒 between the two test setups, Fig 10b, it can be seen that, with the exception of 

Irganox MD 1024, the values of 𝜒 obtained at each scale are within the standard deviation of the 

measurements.  This suggests that the 20-L sphere data may provide some indication of the large-

scale 𝜒 values of the dusts.  For the Irganox MD 1024 results, it is unclear why the 20-L sphere 

produces a lower value of 𝜒.  One possible explanation is that the dispersion of dust through the 
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rebound nozzle in the 20-L sphere could be affecting the particle size distribution.  Further research 

is planned to examine the variation of 𝜒 for a single dust over a range of particle size distributions.  

  
Fig. 10. Plots of a) the ratio of 𝐾eff, measured in the 2.42-m3 vessel, and 𝐾St, obtained from the 20-L sphere, 

as a function of ignition delay in the 2.42-m3 vessel and b) a comparison between average 𝜒 values obtained 

in the 20-L sphere and 2.42-m3 vessel. 

4. Summary and conclusions 

In this work, the reactivity of six dusts were evaluated in the standard ASTM E 1226 20-L sphere and 

were compared with large-scale experiments performed in a 2.42-m3 vessel.  It was found that, in 

terms of the deflagration index, 𝐾St , the relative ranking of dust reactivity varied significantly 

between the 20-L sphere and the 2.42-m3 vessel.  When the test results were examined using a 

previously developed two-parameter dust reactivity model, it was found that the model could 

characterize both the 20-L and 2.42-m3 experimental setups.  It was also found that dusts with higher 

𝜒 parameters, which produced higher rates of pressure rise earlier in the process, behaved like one 

another, and the relative ranking of 𝐾St was preserved between the two test setups.  Furthermore, 

dusts with lower values of 𝜒 also behaved similarly to one another.  The main discrepancy between 

the 20-L and 2.42-m3 results was due to a shift between these two groups, where dusts with higher 𝜒 

appear to be less reactive at large-scale than would be indicated by the 20-L sphere results.  Further 

work is needed to determine what parameters control 𝜒, and the minimum vessel volume required to 

produce representative dust reactivities at large-scale. 
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Abstract 

Gaseous hydrogen storage is the most mature technology for fuel cell vehicles. The main safety 

concern is the catastrophic consequences of tank rupture in a fire, i.e. blast waves, fireballs, and 

projectiles. This paper summarises research on the development and validation of the breakthrough 

microleaks-no-burst (µLNB) safety technology of explosion-free in any fire self-venting Type IV 

tanks that do not require a thermally-activate pressure relief device (TPRD). The invention implies 

the melting of the hydrogen-tight liner of the Type IV tank before the hydrogen-leaky double-

composite wall loses load-bearing ability. Hydrogen then flows through the natural microchannels in 

the composites and burns in microflames or together with resin. The unattainable to competitive 

products feature of the technology is the ability to withstand any fire from smouldering to extreme 

impinging hydrogen jet fires. Innovative 70 MPa tanks made of carbon-carbon, carbon-glass, and 

carbon-basalt composites were tested in characteristic for gasoline/diesel spill fires with a specific 

heat release rate of HRR/A=1 MW/m2. Standard unprotected Type III and IV tanks will explode in 

such intensity fire. The technology excludes hydrogen accumulation in naturally ventilated 

enclosures. It reduces the risk of hydrogen vehicles to an acceptable level below that of fossil fuel 

cars, including underground parking, tunnels, etc. The performance of self-venting tanks is studied 

for fire intervention scenarios: removal from fire and fire extinction by water. It is concluded that 

novel tanks allow standard fire intervention strategies and tactics. Self-venting operation of the 70 

MPa tank is demonstrated in extreme jet fire conditions under impinging hydrogen jet fire (70 MPa) 

with huge HRR/A=19.5 MW/m2. This technology excludes tank rupture in fires onboard trains, ships, 

and planes, where hazard distances cannot be implemented, i.e. provides an unprecedented level of 

life safety and property protection. 

Keywords: hydrogen safety, composite hydrogen storage tank, microleaks-no-burst technology, self-

venting (TPRD-less) tank, intervention strategies and tactics, fire test, hydrogen impinging jet fire 

Introduction 

The rupture of high-pressure hydrogen storage tanks must be excluded in any fire to eliminate hazards 

and associated risks from blast waves, fireballs, and projectiles at an incident scene. This would 

reduce the risk of hydrogen cars, trains, plains, and maritime vessels below that of fossil fuel vehicles. 

The use of an explosion-free in fire self-venting tank without thermally-activated pressure relief 

devices (TPRD) provides an unprecedented level of life safety, property, and environment protection.  

The technology does not require TPRD which is known to be unreliable in localised fires. The 

European FireComp project suggests a 50% TPRD failure probability in localised fires. The 

explosions of CNG composite tanks equipped with TPRDs were reported in the USA. The 

catastrophic failure of a tank with TPRD is possible even in an engulfing fire, e.g., with conformable 

tanks. Indeed, the time to rupture such tanks with thinner walls (due to decreased diameter) in a fire 

is about 2 min. This is comparable to or even shorter than TPRD activation time in a fire (reported 

TPRD activation time is up to 3.5 min in an engulfing fire (Molkov et al., 2024). The innovative 

safety technology provides the microleaks-no-burst (µLNB) performance of Type IV tanks in a fire. 
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There is a range of fire scenarios. They extend from low-temperature smouldering fires, through the 

vehicle tyre fires and gasoline/diesel fires, to severe scenarios of impinging hydrogen jet fires, e.g. 

from nearby storage tanks. Self-venting tanks demonstrate their safe performance in fires of different 

intensities up to a specific heat release rate of HRR/A=19.5 MW/m2, which any standard tank cannot 

withstand. Protection of tanks by intumescent pain is thought cannot protect them from rupture in 

such high-intensity hydrogen jet fire with momentum jet able to erode the paint.  

The quantitative risk assessment (QRA) of scenarios with onboard tank rupture in a fire for hydrogen-

powered vehicle incidents in the open atmosphere (Dadashzadeh et al., 2018) and in the tunnels 

(Kashkarov et al., 2022) was carried out. It is shown that the risk is unacceptably high for currently 

used standard tanks with the fire resistance ratings (FRR), i.e. time to rupture in a fire, of a few 

minutes, e.g., 4-6 min in typical for traffic incidents gasoline/diesel spill fires with specific heat 

release rate of HRR/A=1-2 MW/m2. To achieve an acceptable level of risk the FRR of the compressed 

hydrogen storage system (CHSS) should exceed, for example, 50 min for London roads and 90 min 

for the Dublin tunnel, respectively. The situation in real-life conditions is aggravated by the fact that 

the GTR#13 fire test protocol (UN ECE, 2023) has reduced localised fire intensity of HRR/A=0.3 

MW/m2, and engulfing fire intensity of 0.7 MW/m2, i.e. below HRR/A=1-2 MW/m2 characteristic 

for gasoline/diesel spill fires. 

This paper summarises the results of research carried out in the last decade and the conclusions of a 

recent series of our three papers published in 2023-2024. The detailed concept and initial 

experimental validations of the technology for several carbon-carbon and carbon-glass double-

composite wall µLNB tank prototypes of nominal working pressure NWP=70 MPa and 7.5 L volume 

are described in our first paper (Molkov et al., 2023a). The second paper in a series (Molkov et al., 

2024) is focused on experimental validation of µLNB tank performance in conditions of fire 

intervention. The third in a series paper (Molkov et al., 2023b) proved an extraordinary safety 

performance of self-venting (TPRD-less) tanks in extreme conditions of impinging hydrogen jet fire 

from 70 MPa storage with a specific heat release rate of HRR/A=19.5 MW/m2. 

1. The safety issue of the standard fire test for hydrogen storage in composite tanks 

The FRR is defined as a time to rupture in a fire for a storage tank or CHSS with failed to be activated 

TPRD, e.g., in smouldering or localised fire, or TPRD blocked in incident from a fire. Figure 1 shows 

the results of previous studies on the dependence of FRR as a function of HRR/A (thick blue strip).  

 

Fig. 1. Dependence of FRR on HRR/A demonstrating that in a fire of low-intensity HRR/A=0.2 MW/m2 the 

FRR is 24 min, i.e., longer than the localised fire duration of 10 min (Molkov et al., 2024) 

The FRR decreases with HRR/A and is practically constant for HRR/A≥1-2 MW/m2. Regulation 

GTR#13 (UN ECE, 2023) requires fire testing of CHSS following the protocol. Unfortunately, the 

prescribed by regulation values of HRR/A are below of many real fires such as gasoline/diesel spill 
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fires and impinging hydrogen jet fires. The reason is as follows. Figure 1 demonstrates that lower 

intensity fire, e.g. HRR/A=0.2 MW/m2, would provide FRR=24 min. This is longer than the duration 

of localised fire of 10 min and thus, after switching to the engulfing fire stage of the fire test, there is 

sufficient time for initiation of TPRD that would allow to pass the fire test without rupture. 

The situation changes drastically if the same tank is in a fire of higher intensity, e.g., a gasoline/diesel 

spill fire of HRR/A=1-2 MW/m2. Figure 2 shows that in such fire the tank could rupture in 5-6 min, 

i.e., before the TPRD is affected by the engulfing fire (see the insert at the bottom right corner of

Figure 2). This creates unacceptable hazards and risks for life and property in high-intensity fires.

Thus, the fire test protocol of GTR#13 could have serious real-life safety implications, especially for

the first responders, and must be amended to include fires of lower (smouldering) and higher intensity.

Fig. 2. Dependence of FRR on HRR/A demonstrating that in a fire of intensity of HRR/A=1 MW/m2 the FRR 

is 5-6 min, i.e. shorter than the localised fire duration of 10 min (Molkov et al., 2024) 

This analysis demonstrates that the fire test protocol of GTR#13 should be changed to include fires 

of any intensity to underpin the safety of hydrogen storage tanks in real-life conditions such as spill 

fires of fossil fuel during a traffic incident or impinging jet fire from hydrogen storage tank nearby.  

2. The concept of self-venting (TPRD-less) tanks

The technology of self-venting tanks is the intellectual property (IP) of Ulster University (Molkov et 

al., 2018). Fig. 3 shows the structure of the µLNB Type IV tank and its performance in a fire.  

Fig. 3. Left: Structure of µLNB tank. Right: Performance of µLNB tank in fire (Molkov et al., 2023a) 
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Figure 3 (left) shows that a self-venting tank consists of a plastic liner (yellow colour), metal bosses 

(dark blue colour), the structural fibre-reinforced polymer layer (FRP, light grey colour), and the 

outside thermal protection layer (TPL, dark grey colour) with lower heat conductivity or intumescent 

paint layer. The use of intumescent paint has disadvantages. It would require an excessive amount of 

protection material which implies an increase in tank size, weight, and cost of a CHSS. The wear 

resistance of intumescent paint to refuelling cycling and weather operating conditions is not reported 

and can be unacceptable. Finally, likely, it would not stand high-momentum hydrogen impinging fire. 

Figure 3 (right) demonstrates the tank wall depth (x-axis) and the temperature distribution through 

the wall (y-axis) for six different moments (a detailed explanation can be found in Molkov et al., 

2023a). On the left-hand side of the TPL, the heat flux from a fire is applied. On the right-hand side, 

the liner is in contact with compressed hydrogen. The liner limits hydrogen permeation to the 

regulated level and is not a load-bearing layer. The TPL and FRP are not hydrogen-tight. The liner 

must melt at least in one location through its entire thickness to initiate hydrogen leak through the 

wall's naturally existing microchannels. The double-composite wall keeps its load-bearing ability 

before the liner melts. The black and blue curves descending from the left to the right across the wall 

are the temperatures. The elevation of the curve at each next moment demonstrates the temperature 

increase. The temperature range corresponding to the resin decomposition temperature is shown with 

the red horizontal stripe. The temperature range covering the melting of the liner lies significantly 

lower than and is denoted by the blue horizontal stripe. The difference between the actual non-

degraded composite wall thickness and the minimum wall thickness required to bear the increasing 

in fire pressure load at the moment when the liner melts is named “Load+” (distance between red 

stripe and the location of minimum load-bearing wall thickness shown by black dotted curve in Figure 

3, right). The wall thickness fraction that is sufficient to bear the load, and its relationship with the 

safety factor, i.e. the ratio of the actual burst pressure to the NWP regulated as 2.20-2.25. The 

composite wall thickness fraction that can bear the load (black dotted curve) “bends” to the left in 

time due to increasing in fire pressure inside the tank. Once the microleaks are initiated after the liner 

melts, the pressure in the tank starts dropping until it is equal to the atmospheric pressure. It is 

represented with the blue dotted curve labelled “No TPRD” bending to the right. This means that the 

minimum wall thickness fraction needed to bear the hydrogen pressure load without tank rupture 

decreases quickly following the pressure drop as the result of microleaks. The curve labelled “With 

TPRD” shows the decrease of the load-bearing wall thickness fraction in the case when there is a 

TPRD installed on the tank. The TPRD could be installed on the LNB tank if wanted, yet it could 

have a significantly smaller release orifice compared to TPRD on a standard tank to eliminate 

problems with release in confined space, e.g. the pressure peaking phenomenon. The TPRD is 

initiated at the time “t2” (Figure 3, right). This, however, is not the case for a localised or smouldering 

fire affecting the composite wall, but not the sensing element of TPRD. 

3. The first validation of the technology for carbon-carbon and carbon-glass systems 

The first series of self-venting tank prototypes was designed using a “carbon-carbon” (CC) 

combination of composites (Molkov et al., 2023a). Two carbon fibres of different thermophysical 

and mechanical properties were used. They had different fibre/resin ratios. Four prototypes of 

composite overwrapped pressure vessels (COPV) with the same high-density polyethylene (HDPE) 

liner were fire-tested (see Table 1). Prototype COPV#CC-4 had a wall thickness of the original tank. 

Table 1. Parameters of a series of µLNB tanks with carbon-carbon fibre combination 

Tank No. Liner Layer No.1 Layer No.2 Outside D increase 

COPV#CC-1 HDPE  CFRP#1 CFRP#2 1.3% 

COPV#CC-2 HDPE  CFRP#1 CFRP#2 0.3% 

COPV#CC-3 HDPE  CFRP#1 CFRP#2 0.2% 

COPV#CC-4 HDPE  CFRP#1 CFRP#2 0.0% 
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The pressure and temperature transients inside the self-venting tank during the fire tests are shown 

for COPV#CC-4 in Figure 4. The initial pressure and temperature of hydrogen in the tank at the 

beginning of the fire test, pressure in the tank when microleaks start, as well as the time of leak 

initiations and time of leak durations are shown in Table 2. The initial pressure in all four tests was 

almost equal to the tank’s NWP=70 MPa and the initial temperature was in the range 10.9-23.1°C. 

The tanks started to leak at times from 4 min 26 s to 6 min 2 s when the pressure increased in the 

range 74.11-76.57 MPa. It should be noted that the hydrogen temperature shown in Figure 4 is below 

the temperature of the liner (not shown) due to the heat flux from the fire through the tank wall to 

hydrogen. The shortest blowdown time of hydrogen from a tank duration was 12 min 35 s and the 

longest was 14 min 31 s. 

 

Fig. 4. Pressure and temperature transients inside the µLNB tank prototypes COPV#CC-4 during the fire 

tests with HRR/A=1 MW/m2 

Table 2. Results of fire testing of the series of µLNB tanks with carbon-carbon combination 

Tank No. P initial T initial P at leak  Leak start time Leak duration 

COPV#CC-1 70.02 MPa 10.9°C 76.39 MPa 5 min 36 s 12 min 35 s 

COPV#CC-2 70.09 MPa 20.7°C 74.11 MPa 4 min 26 s 12 min 40 s 

COPV#CC-3 70.22 MPa 23.1°C 76.34 MPa 5 min 44 s 14 min 31 s 

COPV#CC-4 70.17 MPa 19.8°C 76.57 MPa 6 min 2 s 13 min 24 s 

The simulations using the developed and validated HySAFER model demonstrated that at the moment 

of COPV#CC-4 leak start at 6 min 2 s (see Table ), the total amount of energy transferred to the liner 

from the composite minus energy transferred from the liner to hydrogen, increases the liner’s 

temperature to 128°C. This falls within the range of HDPE melting temperature of 110-130°C. This 

is supported by the observed pressure and temperature drop inside the tank at 6 min 2 s (Figure 4). 

The start of the pressure drop in Figure 4 identifies the beginning of microleaks. The decrease in 

pressure is associated with the observed decrease in hydrogen temperature due to gas expansion. 

Hydrogen temperature rises at the end of microleaks when the pressure inside the tank drops to the 

atmospheric pressure. The pressure transient in the test with COPV#CC-4 has a plateau. This plateau 

is the result of tank contraction with the pressure decrease and either a decrease in size or even closure 

of some of the microchannels. Then, the hydrogen temperature continues to grow and at about 100°C 

(close to the melting temperature of 110-130oC of the HDPE liner) the microleaks intensify and 

promote pressure drop to atmospheric pressure.  

The non-adiabatic blowdown model (Kashkarov et al., 2022) was used to process experimental 

pressure and temperature transients in a fire test with COPV#CC-4. Figure 5 (left) shows 

experimental and simulated pressure dynamics inside the tank (left y-axis), and the numerically 

derived diameter of the equivalent orifice which would have a cross-section area equal to the total 
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effective cross-section area of the microleaks in the tank wall (right y-axis). The equivalent to 

microleaks orifice diameter was defined by the inverse problem method using in-house programmes 

with the “orifice” as a design parameter to match experimental pressure (and temperature, if 

available). Figure 5 (right) compares experimental and simulated temperature transients in the tank. 

  

Fig. 5. Experimental and simulated pressure (left, left y-axis), temperature transients (right) inside 

COPV#CC-4, and equivalent microleaks diameter (left, right y-axis) 

Figure 5 shows that the pressure and temperature are reproduced with good accuracy by the model. 

The grey dashed curve with circular symbols represents the changing equivalent diameter of the 

“orifice” with a cross-section area equal to the total effective cross-section area of microleaks. The 

“orifice” diameter is equal to 0.25 mm at the start of microleaks (6 min 2 s). This diameter remains 

almost constant until 10 min. The pressure drops from the initial 76.57 MPa at 6 min 2 s to below 15 

MPa at 10 min, i.e., more than 5 times in 4 min. The wall contraction is thought to be the main factor 

that is evidenced by the decrease of cumulative area of microleaks from an initial 0.25 mm at the start 

of the hydrogen escape through the wall to only 0.03-0.04 mm at the end of the plateau. Then the 

pressure starts to drop again after 15 min down to atmospheric. This is due to further decomposition 

of resin in the composite and associated formation of new microchannels and/or increase of cross-

section area of existing microchannels. The cumulative area of microleaks grows after 15 min and 

reaches 0.7 mm at the end of the blowdown. This is the reason for the simulated temperature decrease 

after 900 s (faster gas expansion). However, the experimental temperature increases after 900 s. This 

“discrepancy” between the experiment and simulations is thought due to fire products penetrating 

through the wall composed only of fibres after the decomposition of resin (this is not a simulated 

phenomenon). The pressure inside this 7.5 L tank decreased by more than 5 times at 10-15 min to 

that when microleaks started. The wall thickness needed to bear the load is significantly thinner 

compared to the original, i.e., by about the same 5 times and multiplied by the safety factor. The 

decrease of cumulative microleaks area after about 9 min due to tank wall contraction, and other 

mentioned factors, changes the balance between hydrogen cooling and heating in favour of heating 

(see Figure 5, right). The increase in temperature afterwards is further supported by switching to the 

engulfing fire mode when the whole tank surface is subject to fire.  

Let us estimate the largest diameter of a microchannel assuming the maximum hydrogen flame length 

(ignoring resin combustion) of about 15 cm as evidenced by the experiments at the leakage start. 

Then, the dimensionless flame length correlation (Molkov, 2012) gives the microchannel diameters 

of about 100 μm (in the assumption of pressure at the exit of the microchannel of about 10 MPa abs, 

while it is about 75-80 MPa inside the tank). This is of the order of carbon fibre size of 7 μm. Not all 

microleaks can sustain microflames. The lowest leak possible to sustain a flame from a miniature 

burner configuration is reported as 3.9-5.0 μg/s, which is the quenching limit (Lecoustre et al., 2010). 

Three fire tests were performed for carbon-glass tanks. The initial pressure, the pressure at the start 

of microleaks, the microleaks start time, and the microleaks duration are shown in Table 3. The scatter 

of microleaks start time and its duration is defined by the difference in thicknesses of carbon and 
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glass layers. Using the model (Kashkarov et al., 2022) it was estimated, that similarly to the carbon-

carbon prototypes, the initial overall leak flow rate in carbon-glass prototypes was 2 g/s. All 

prototypes leaked in a fire with HRR/A=1 MW/m2 and pressure dropped to the atmospheric pressure. 

Table 3. Testing outcomes for COPVs with carbon-glass composite layers combination 

Tank No. P initial T initial P at leak Leak start time Leak duration 

COPV#CG-1 70.99 MPa N/A 80.98 MPa 9 min 17 min 

COPV#CG-2 70.76 MPa N/A 85.35 MPa 12 min 25 min 

COPV#CG-3 70.69 MPa N/A 71.22 MPa 3 min 30 s 5 min 

4. Validation of the technology for fire intervention conditions 

In the study (Molkov et al., 2024) we expanded the validation domain for this innovative safety 

technology of explosion-free in a fire self-venting (TPRD-less) tanks to scenarios of intervention at 

the fire scene by the first responders. To address the safety concerns of firefighters, the localised and 

engulfing parts of the fire test were carried out at HRR/A=1 MW/m2 which is characteristic of realistic 

gasoline/diesel spill fires. This value is above the unreasonably decreased specific heat release rate 

as per the GTR#13 (UN ECE, 2023) fire test protocol of HRR/A=0.3 MW/m2 and HRR/A=0.7 

MW/m2 for localised and engulfing fires, respectively.  

Six LNB tank prototypes were tested in two different fire intervention scenarios within the research 

programme of the HyTunnel-CS (https://hytunnel.net/) project coordinated by Ulster University: (a) 

removal from a fire (an experiment where only the burner is turned off without spraying water), and 

(b) water supply to tank in the fire. Two grades of HDPE liner (L1, L2), two carbon fibre-reinforced 

polymers (CFRP#1, CFRP#2), and one basalt fibre-reinforced polymer (BFRP) as a TPL (and load-

bearing composite) were used to design and manufacture the tank prototypes. 

Figure 6 shows a comparison of pressure and temperature dynamics for carbon-basalt tanks 

COPV#CB-2 (left) and COPV#CB-3 (right) for scenarios with water jets supplied to the tank from 

above. Both tanks had the wall thickness of the original tank. The only difference in tanks’ design is 

the grade of liner. The order of actions in the tests was as follows. The burner was ignited when the 

pressure in the tanks was equal to NWP=70 MPa. Tank COPV#CB-2 started to leak after melting 

liner L2 after 4 min 45 s when pressure inside the tank increased to 78 MPa, while liner L1 in 

COPV#CB-3 melted faster at 3 min 50 s when pressure raised to only 74.5 MPa.  

 

Fig. 6. Pressure and temperature transients measured inside µLNB tank prototypes during the fire tests: 

COPV#CB-2 with liner L2 (left), COPV#CB-3 with liner L1 (right) 

The rate of pressure rise in the closed tanks was the same in both tanks but in test COPV#CB-3 liner 

L1 melted earlier. The deeper drop of pressure in the test with tank COPV#CB-2 is responsible for 

the larger decrease of hydrogen temperature from 45oC down to -38oC (decrease by 83oC), while the 
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smaller rate of pressure decrease in tank COPV#CB-3 with the pressure plateau resulted in a 

temperature decrease from 62oC to 26oC (decrease by only 36oC). 

In about 10 s after the start of microleaks, the sprinkler was switched on and water sprays were applied 

to the top of the burning tank surface. Then in 10-20 s, the burner was switched off. Then the two 

tests proceeded differently. While in the test with tank COPV#CB-2, the water supply continued to 

the test end, in the test with tank COPV#CB-3 the water supply was switched off in 20 s after the 

burner was switched off. This is thought to contribute to the larger temperature drop in the test with 

COPV#CB-2. The visible flames on the tank surface disappeared in both tests after the water supply. 

5. Performance of the technology for extreme conditions of impinging hydrogen jet fire 

In the work (Molkov et al., 2023b) we expanded the validation domain of the technology further to 

the most extreme but realistic scenario of the NWP=70 MPa self-venting tank being impinged by the 

under-expanded hydrogen jet fire from nearby 70 MPa storage. The µLNB tank prototype 

experimentally tested in the impinging hydrogen jet fire in this study was designed at the HySAFER 

Centre using as the basis the original 7.5 L Type IV tanks with NWP=70 MPa produced by our USA 

partner. The prototype COPV#CB-1 was made of carbon fibre-reinforced polymer (CFRP) and basalt 

fibre-reinforced polymer (BFRP). The wall thickness of the self-venting prototype was equal to that 

of the original tank made of CFRP (making it cheaper not only by avoiding TPRD purchase but 

substituting the expensive and deficient on-the-market carbon fibres with cheaper basalt fibres). 

The use of the “Jet parameters model” tool of the freely available online e-Laboratory of Hydrogen 

Safety (https://elab.hysafer.ulster.ac.uk/) allows calculation of the hydrogen mass flow rate from 70 

MPa tanks through 0.71 mm diameter orifice as 13.51 g/s. Multiplication of this mass flow rate by 

the hydrogen heat of combustion in air of 119.96 MJ/kg gives the total heat release rate of such jet 

fire of HRR=1.62 MW. The specific heat release rate, HRR/A, is defined as the ratio of the total fire 

HRR and the area of the fire source, A. Determination of the HRR/A of such impinging jet fire source 

is not a trivial task. With the jet fire, it is unclear what to choose as the fire source area, e.g., it could 

be the release orifice area, the tank projection area, or the cross-section area of the jet fire near the 

tank. In the case of the release orifice of 0.71 mm diameter used in the experiment performed at the 

Health and Safety Executive (UK), the orifice area was A=3.96-7 m2. That would result in the 

tremendously large HRR/A=1.62 MW/3.96×10-7 m2 = 4.09×106 MW/m2=4.09 TW/m2. It was 

considered more reasonable to use the tank projection area A=0.083 m2 as the area of the fire source, 

especially in the conditions of the impinging jet with a diameter near the tank practically equal to the 

tested tank diameter. This resulted in still extremely high fire testing conditions with HRR/A=19.5 

MW/m2. This is the highest specific heat release rate ever applied and reported in fire testing of CHSS. 

Figure 7 shows the transients of parameters measured during this fire test at extreme conditions and 

simulated using our in-house non-adiabatic blowdown model.  

   

Fig. 7. Hydrogen pressure in the tank and manifold (left) and temperature (right) transients inside the 

carbon-basalt µLNB tank  
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The inverse problem method was used to define changes in time of the equivalent diameter of 

microleaks as a sought parameter. Figure 7 (left) shows the experimental pressure in the tank (thick 

solid curve), experimental pressure in the nozzle releasing hydrogen jet (thin solid curve), simulated 

pressure in the tank (dashed curve) and defined by the inverse problem method the changing in time 

diameter of an “equivalent area orifice” with the area equal to the cumulative areas of microleaks 

through the tank wall (grey dash curve with circular symbols). Figure 7 (right) compares the 

experimental (solid curve) and simulated (dashed curve) hydrogen temperature in the tank. 

The initial pressure in the tank of 69.4 MPa grows in the closed tank due to heat transfer from the 

fire. The liner melts at 4 min 12 s. The pressure inside the tank has increased at this moment by 10 

MPa to 79.4 MPa and the hydrogen temperature has reached 65oC (43oC above its initial temperature 

of 23oC). The microleaks reduce the pressure in the tank which causes the temperature to drop to 

almost -20oC due to expansion. The decrease in hydrogen temperature does not stop its release. 

Cooled hydrogen can “solidify” the resin of the composite at the corresponding thickness as the glass 

transition temperature varies in the range of 75-135oC, and the decomposition temperature is 370-

380oC (Molkov et al., 2023b). There should be some heating of hydrogen due to the Joule-Thomson 

effect during the throttling of the gas through the microchannels which to some extent compensates 

cooling of hydrogen inside the tank due to expansion with the pressure drop.  

The contraction of the wall and decrease of temperature are followed by a plateau of measured 

pressure at about 6 min 30 s. It is shown in the paper (Molkov et al., 2023a) that even though the total 

equivalent area of microleaks reduces at the plateau, the release of hydrogen continues but with a 

smaller flow rate. This conclusion is confirmed in the study (Molkov et al., 2023b). The strong heat 

transfer from the high-temperature hydrogen impinging jet fire continues and is responsible for the 

increase of hydrogen temperature inside the storage tank. The start of the secondary pressure drop 

after the plateau corresponds to a hydrogen temperature increase to about 150oC sufficient to melt the 

entire liner. In addition to this, the jet fire continues to decompose the composite resin that could 

support the creation of new microchannels in the wall with continuously decreasing thickness fraction 

required to bear a pressure load. The pressure in the tank drops to atmospheric at time 15 min after 

the fire test starts. Because the impinging jet fire was affecting the tank afterwards, the temperature 

inside the tank continues to grow and is “stabilised” at 360-390oC which corresponds to the resin 

decomposition temperature. Hydrogen temperature cannot exceed this temperature unless the 

impinging jet erodes the tank wall and directly penetrates the tank. This was not the case in the test. 

The impinging jet fire was terminated at 21 min 47 s and the temperature in the tank began to decrease. 

Figure 7 (left) shows the dynamically changing equivalent leak diameter defined in simulations. The 

orifice varies from about 0.60-0.65 mm at the start of the leakage. Then, due to composite shrinkage 

with pressure drop, the equivalent orifice diameter reduces to 0.15 mm and then to its minimum of 

0.12 mm. The diameter varies within these values for about 2 min. The equivalent orifice diameter 

never drops below 0.12 mm, i.e., there are microleaks even when the pressure plateau is observed. 

Figure 8 presents snapshots of the extreme condition hydrogen impinging jet fire with HRR/A=19.5 

MW/m2. It is seen that at time 4 min 13 s when hydrogen starts to leak through microchannels of the 

composite wall (after melting the liner) the combustion intensities. This increase in heat release rate 

could, in principle, accelerate the melting of the resin of the composite inside the wall and decompose 

fibres on the tank's surface.  

Figure 9 shows a photo of the tank after the extreme fire testing by impinging hydrogen jet fire. Not 

only is the resin of the external basalt composite layer decomposed but also several plies made of 

basalt fibres. It is worth mentioning that the decomposition temperature of basalt fibres is about 

900oC, i.e., higher than that for carbon fibres 540-620oC. This underpins the use of basalt fibres in 

composite Type IV tanks for safety and economic reasons. 
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Fig. 8. Snapshots showing the progression of the impinging hydrogen jet fire test 

 

Fig. 9. Photo of the tank after the impinging hydrogen jet fire test 
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6. Conclusions 

The originality of this review paper is in the presentation of breakthrough safety technology of 

explosion-free in fire self-venting (TPRD-less) Type IV tanks, based on the microleaks-no-burst 

(µLNB) concept. The technology is tested at realistic fire conditions beyond the unexplainable limits 

of the fire test protocol of GTR#13 (UN ECE, 2023). Different intervention strategies of the first 

responders to control fire were investigated, i.e., the removal of the vehicle from a fire scene with fire 

re-ignition, and scenarios of continuous and temporary extinction of the fire by water supply on the 

tank surface. The study revealed that the proper choice of HDPE liner grade could further improve 

the performance of the technology and eliminate the low-pressure plateau. The originality of this 

work is further supported by using numerical and experimental methods to demonstrate the reliability 

of the design of self-venting (TPRD-less) tanks at extreme but realistic conditions of impinging 

hydrogen jet fire from 70 MPa hydrogen storage system located nearby with highest ever used in fire 

test HRR/A=19.5 MW/m2. 

The significance of this work is in the development and validation of the storage tank designs that 

exclude rupture in a fire, including extreme conditions of impinging high-momentum 70 MPa 

hydrogen jet fire. The LNB self-venting tanks eliminate blast waves, fireballs, projectiles (including 

the largest projectile which is a vehicle itself), long flames from TPRD, the destructive pressure 

peaking phenomenon in storage enclosures, the formation of flammable cloud that could deflagrate 

after delayed ignition, and ultimately the loss of life and property from tank rupture in a fire. The 

reduction of carbon fibre amount in the double-composite wall µLNB tank is possible by using 

cheaper fibres, e.g. glass and basalt. The significance of this work is in the demonstration that self-

venting (TPRD-less) tanks could have the same size as original tanks but exclude rupture in any fire. 

The use of µLNB tanks reduces hazards and associated risks for first responders when dealing with 

fires of hydrogen transport and fires in storage enclosures onboard road vehicles, trains, marine 

vessels, planes at airports and hydrogen storage infrastructure at hydrogen refuelling stations. The 

technology closes safety concerns for confined spaces like tunnels, underground parking, etc. Testing 

of µLNB tanks confirmed that the fire extinction does not interrupt hydrogen release through 

microleaks, i.e., firefighters can conduct their interventions at an incident scene following current 

strategies and tactics. The work demonstrates that there is an advanced technology for hydrogen 

storage in self-venting tanks that can withstand fire of any intensity without rupture and does not 

require the use of TPRD to avoid associated issues like localised and smouldering fires, blockage at 

incident scenes, etc. The technology validation creates the basis for the improvement of the regulation 

and fire test for extreme yet realistic fire conditions like impinging hydrogen jet fire. The existence 

of technology underpins and widens the public acceptance of hydrogen transport and infrastructure. 

The rigour of this study is in the experimental validation of the technology for carbon-carbon, carbon-

glass and carbon-basalt fibre designs and “matching” resins in the composite tanks of NWP=70 MPa. 

The LNB tanks are tested in localised and engulfing fires, and at realistic specific heat release rates 

from HRR/A=1 MW/m2 to HRR/A=19.5 MW/m2, in which many standard tanks will rupture already 

at the localised fire stage when their TPRD is not yet affected by the fire. The unique Ulster models 

were applied to analyse the changing in time cumulative area of microleaks. Simulations successfully 

reproduced the experimental pressure and temperature transients and gave insights into the underlying 

physical phenomena. The pressure inside the LNB tank drops to atmospheric at the end of the fire. 

This facilitates safer procedures and dealing with hydrogen storage tanks after the fire incident. The 

rigour of this research is underpinned further by the experimental validation of the LNB tank design 

done by unique models developed at Ulster University. All numerically designed tanks successfully 

passed fire tests, including extreme test, as predicted by this innovative technology. 
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Abstract 
Knowledge and competence related to process safety is relevant for a broad range of systems in 
industry and society where loss of containment of hazardous materials, fires, and explosions represent 
a hazard to people, property, and the environment. Process safety is an interdisciplinary subject, as 
well as an applied discipline that evolves with the development of industry and society, and it may 
not be straightforward to decide which topics to include in a curriculum on process safety, what level 
of detail to cover, and how courses and teaching should be organized to maximize learning outcomes 
and relevance for future employment. This paper summarises results from a survey targeting 
practitioners of process safety, from academia and various branches of the labour market. The main 
objective of the study was to explore global trends, practices, and priorities related to process safety, 
with a view to promote sharing of knowledge and best practices between stakeholders. Overall, the 
responses from academia and the labour market are reasonably aligned, and the results reflect the 
global efforts to replace fossil fuels with renewable energy sources in conjunction with energy carriers 
such as hydrogen, ammonia, and batteries. 

Keywords: process safety, teaching, knowledge, competence, research, energy transition 

1. Introduction 
1.1. Process safety 
Process safety is a discipline that emphasises prevention and mitigation of accidents in chemical 
process plants or other facilities where hazardous materials are produced, handled, stored, 
transported, or consumed (Mannan, 2012; Crowl & Louvar, 2019). It entails applying good design 
principles, engineering, and operating and maintenance practices to manage the integrity of systems 
and processes. As such, process safety is relevant for a broad range of systems in industry and society 
where loss of containment of hazardous materials, fires, and explosions represent a hazard to people, 
property, and the environment (MKOPSC, 2011; Mannan et al., 2015). 

1.2. Global trends  
Chemical engineering and process safety are applied disciplines that evolve with the development of 
industry and society (Aris, 1977; Kletz, 2000; Mannan et al., 2015; Kletz and Amyotte, 2019; 
Guerrero-Pérez, 2023; Qian et al., 2023, Abedsoltan et al., 2024), and many of the principles for 
achieving safe operation in the process industry apply equally well to coal mines, nuclear facilities, 
and emerging technologies for the production, storage, transport, and use of energy carriers such as 
hydrogen, ammonia, and batteries (MKOPSC, 2011). In this perspective, it is relevant to explore how 
practitioners of process safety perceive the implications of the technological and scientific 
development, emerging energy technologies, sustainability and circular economy, artificial 
intelligence (AI), development in regulations, codes, and standards (RCS), and lessons learnt from 
major accidents. 

1.3. Curriculum 
Chemical engineering and process safety are interdisciplinary subjects, comprising elements from 
thermodynamics, fluid mechanics, heat and mass transfer, chemical kinetics, unit operations, material 
science, risk analysis, toxicology, electrostatics, fire and explosion protection, RCS, psychology, 
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sociology, and so on (Aris, 1977; Kouwenhoven, 2021). As such, a comprehensive syllabus in process 
safety should cover a wide range of topics, from basic physical and chemical phenomena and unit 
operations to complex and increasingly automated systems, designed and operated by humans 
(Mannan et al., 1999; Leveson, 2011; Sanders, 2013; Kouwenhoven, 2021). 
The global nature of the process industry implies a need for standardising the process safety 
curriculum (ISC/MKOPSC, 2013). However, the time allocated to process safety varies significantly 
between universities and study programs (Mkpat et al., 2018), and the competence and experience of 
the academic staff, including research activities and cooperation with industry, is also likely to 
influence teaching practices and priorities. Finally, since the process industry in a country or region 
is likely to reflect its natural resources and the level of technological development, teaching of process 
safety may also vary between academic institutions and study programs in different parts of the world. 
In this perspective, it is not straightforward to decide which topics to include in a curriculum on 
process safety, what level of detail to cover, and how the courses should be organized and delivered 
to maximize learning outcomes and relevance for future employment (Mannan et al., 1999; Amyotte, 
2013; Forest, 2018; Vaughen, 2019; Amyotte et al., 2019; Tighe et al., 2021). 

1.4. Safety and risk 
The overall aim of process safety is to avoid major accidents that can cause serious harm to people, 
property, and the environment. In broad terms, safety implies control over hazards that can result in 
losses, and the purpose of a risk assessment is to increase the knowledge about a system or an activity, 
and thereby support decisions that may entail difficult economic, ethical, or political deliberations. 
As such, process safety, risk assessment, and risk management are inherently linked. Whereas 
conventional approaches to risk analysis tend to treat risk as an expectation value (Rasmussen, 1981; 
Weinberg, 1981), there is increasing awareness of the importance of uncertainty in risk assessments 
(Flage & Aven, 2009, Aven, 2010; Aven, 2013). To this end, it is relevant to explore whether the 
practices and trends in the teaching of process safety reflects the development in risk science. 

1.5. Research priorities 
Research on process safety is generally of an applied nature, and it often entails collaboration between 
academia and the labour market (Aris, 1976; MKOPSC, 2011; ISC/MKOPSC, 2013). Hence, it is 
also of interest to explore the experience from such collaboration from different stakeholders. 

1.6. Prosa21 
Process safety in the twenty-first century (Prosa21) is an initiative from the University of Bergen 
(UiB). The topic, title, and acronym are motivated by a series of strategies for the twenty-first century 
initiated by various ministries in Norway: 
• Energi21 – Strategy for research and development on new energy technologies. 
• Prosess21 – Strategy for reducing greenhouse gas emissions from the process industry. 
• Transport21 – Strategy for research, development, and innovation in the transport sector. 
• Maritim21 – Strategy for research, development, and innovation in the maritime industry. 
• OG21 – Strategy for developing the oil and gas technologies. 

Whereas these strategies are national, the challenges addressed are global. A common denominator 
is the implementation of sustainable energy technologies in industry and society. To this end, safe 
implementation will require new knowledge and competence that must developed through state-of-
the-art research, education, and training on process safety and related topics. 
Prosa21 also addresses selected aspects of process safety from other strategy documents on process 
safety in the twenty-first century (MKOPSC, 2011; ISC/MKOPSC, 2013). Since process facilities 
and the energy infrastructure are potential targets for malicious attacks, the focus areas for Prosa21 
comprise energy, safety, and security. In a longer perspective, the aim is to establish a research centre 
and collaborative research projects that can address critical knowledge gaps identified in the survey. 
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1.7. Objectives 
This paper summarises the responses from N = 165 respondents to a survey distributed to practitioners 
of process safety and related areas, in academia and relevant branches of the labour market. The main 
objective was to explore global trends, practices, and priorities, and hence promote sharing of 
knowledge and best practices between stakeholders. 

2. The survey 
This section describes the structure and distribution of the survey. 

2.1 Target audience 
A premise for the content and structure of the survey was that knowledge and competence in process 
safety are relevant for a broad range of systems in industry and society where loss of containment of 
hazardous materials, fires, and explosions represent a hazard to people, property, and the 
environment. As such, the survey targeted practitioners of process safety and related areas, including: 
• Conventional process industries: oil and gas, petrochemicals, food and feed, metals, etc. 
• Energy-related safety and security: nuclear, hydrogen, ammonia, batteries, mining, etc. 
• Transport-related safety and security: road, rail, maritime, aviation, etc. 
• Academia and research organisations: researchers, lecturers, etc. 
• Other stakeholders: consultants, providers of fire and explosion protection, model developers, 

regulators, insurance companies, standard development organisations (SDOs), etc. 

2.2 Structure 
The survey consisted of six sections, and a combination of multiple-choice and open-ended questions. 
Table 1 summarises the structure and number of questions in the survey. The multiple-choice 
questions were mandatory, and the open-ended questions optional. The response to selected questions 
were used to activate further questions, such as specific questions for respondents from academia or 
the labour market (based on current or most recent primary employment related to process safety). 

Table 1. Structure of the survey and number of main questions by category. 

Section 
Questions for academia Questions for the labour market 

Multiple-choice Open-ended Multiple-choice Open-ended 
1. Experience 4 0 5 0 
2. Collaboration 3 3 2 4 
3. Priorities 2 2 2 2 
4. Trends 3 1 3 1 
5. Practice 5 4 1 0 
6. Interactions 4 1 4 1 

Sum: 19 11 17 8 

2.3 Distribution and response 
The survey was set up in the SurveyXact tool from Ramboll. It was a self-generating survey, i.e. 
respondents accessed the survey via a link. The original survey invitation was distributed by e-mail 
to corresponding authors of published papers on process safety and related topics registered in Web 
of Science over the period 2000-2024, as well as selected contact persons from various projects and 
networks. Table 2 summarises the distribution and response to the survey. 

Table 2. Survey distribution and response.  

Distribution Response 
E-mails sent Not delivered Assumed delivered Of e-mails sent Of assumed delivered 

3 600 789 (21.9 %) 2 811 (78.1 %) 165 (4.6 %) 165 (5.9 %) 
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Figure 1 summarises the countries of current or most recent primary employment related to process 
safety or related areas for the N = 118 respondents that completed the survey. Other countries (n ≤ 2) 
include Brunei, Greece, Iran, Netherlands, Taiwan, Brazil, Colombia, Cyprus, Czech Republic, 
Finland, Mexico, Slovenia, South Africa, Sri Lanka, and Venezuela. 

 
Figure 1. Country of current or most recent primary employment of the N = 165 respondents. 

Figure 2 summarises the registered response duration, i.e. the time from a respondent accessed the 
online questionnaire and until the response was submitted. Since all respondents may not have been 
active during the entire period, the values indicated provide a conservative estimate of the time used 
for completing the survey. 

 
Figure 2. Response duration for the N = 165 completed responses. The first quartile (Q1), median 
(Q2), and third quartile (Q3), indicated by the blue, green, and red dashed lines, are 17.2, 25.3, and 
41.2 minutes, respectively. 

2.4 Data processing 
All personal information was anonymised prior to the processing of the data. The responses to the 
open-ended questions were sorted by Microsoft Copilot (GPT-4) prior to manual editing supported 
by close reading of the responses. 

3. Results 
3.1 Experience 
This part of the survey explored the experience related to process safety of the N = 165 respondents. 
Figure 3 shows the distribution according to type of organisation, specified as current or most recent 
primary employer. Other (n ≤ 2) includes commercial software development, insurance, nuclear 
safety, vehicle manufacturer, industry trade consortium, and the Center for Chemical Process Safety 
(CCPS). The response to this question activated questions specific to “academia only” (n = 68) or 
“labour only” (n = 165-68 = 97) in other sections of the survey. 
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Figure 3. Type of organisation, current or most recent primary employer (N = 165). 

Figure 4 summarises the experience of the respondents from process safety or related work. 

 
Figure 4. Accumulated professional experience from process safety or related work (N = 165). 

Figure 5 summarises the personal experience of the respondents from process safety or related work, 
measured in years normalised to full time, based on the categories defined in Figure 4. Most of the 
respondents had more than ten years of experience. 

 
Figure 5. Years of personal experience from process safety or related work (n1 = 119 & n2 = 131). 

Figure 6 summarises the experience of the respondents from teaching process safety in academia, 
including supervision (multiple answers possible). Examples of other experience include guest 
lectures post-graduate courses. 

 
Figure 6. Personal experience from teaching process safety in academia (n = 119). 

Figure 7 summarises the experience of the respondents from various branches of the labour market 
(n = 131, multiple answers possible). Examples of other branches include industry association, 
insurance, water company, vehicle manufacturer, project management, forensic engineering, and 
accident investigation. 

49



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

 
Figure 7. Experience from branches of the labour market (n = 131). 

Figure 8 summarises the distribution of the respondents’ experience from specific branches of the 
process industry (n = 91, multiple answers possible). Other branches (n ≤ 2) include pipeline 
transport, geothermal energy, and agriculture. 

 
Figure 8. Experience from branches of the process industry (n = 91). 

Although the respondents have significant experience from academia and relevant branches of the 
labour market, the limited numbers of respondents, and over-representation of respondents from 
certain countries (Figure 1), imply that the results from the survey are not suitable for exploring 
variation in trends, practices, and priorities between different countries and regions. 

3.2 Collaboration 
This part of the survey explored collaboration among stakeholders. 

3.2.1 Multiple-choice questions 
Figure 9 summarises the response to a question concerning cooperation with branches of the labour 
market addressed to representatives from academia (n = 68, multiple answers possible). 
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Figure 9. Collaboration with branches of the labour market, reported by academia (n = 68). 

Figure 10 shows the branches of the process industry selected by the respondents with experience 
from process industry in Figure 9 (n = 60, multiple answers possible). Other (n ≤ 2) includes pipeline 
transport and aeronautics. 

 
Figure 10. Collaboration with branches of the process industry, reported by academia (n = 60). 

Figure 11 summarises the response to a question concerning the type of collaboration with the labour 
market addressed to representatives from academia (n = 68, multiple answers possible). 

 
Figure 11. Type of collaboration with the labour market, reported by academia (n = 68). 
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From the n = 97 respondents from the labour market, 68 (70 %) were aware of active collaboration 
related to process safety between the company/organisation and academia. Figure 12 summarises the 
types of collaboration (n = 68, multiple answers possible). Other types of cooperation include 
scientific cooperation without financial transactions, expert reports, annual prices for students, and 
networking in associations. The results are reasonably consistent with the categories reported by 
representatives from academia (Figure 11). 

 
Figure 12. Type of collaboration with academia, reported by labour market (n = 68). 

The results indicate extensive cooperation between academia and various branches of the labour 
market, reflecting the applied nature of process safety as a discipline. 

3.2.2 Open-ended questions 
The responses to an open-ended question concerning what the labour market had achieved from 
collaboration with academia highlighted (n = 97, optional): 
• Knowledge acquisition and innovation: new knowledge; fresh ideas; access to resources. 
• Research and development: development of numerical schemes and physical models. 
• Workforce development and recruitment: access to candidates for employment. 
• Networking and visibility: publications. 

The responses to an open-ended question addressed to all respondents concerning the main benefits 
of cooperation between academia and the labour market focused on (N = 165, optional): 
• Relevance and applicability of research: ensuring academic work has applicability to industry 

and the real world; getting in touch with the labour market. 
• Knowledge and exchange of experience: sharing knowledge and experience; real case studies 

that benefit and enhance learning for students; exchange of ideas and challenges. 
• Preparation for the labour market: preparing students for the labour market; previewing 

students for possible employment; introducing students and academics to potential roles outside 
academia. 

• Addressing real-world problems: working on problems of practical importance; addressing 
important issues related to process safety. 

• Collaboration benefits: achieving common goals by combining resources; financing projects. 
• Practical training and experience: integration of fundamental knowledge with practical 

experience; bringing field experience to classrooms. 
• Access to resources: access to specialist knowledge, publications, graduate students, etc. 
• Advancement of process safety: looking at ‘big picture’ aspects of process safety; understanding 

the requirements of process safety; advancing the field of process safety. 

Another open-ended question addressed to all respondents was concerned with the main challenges 
for successful cooperation between academia and the labour market (N = 165, optional): 
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• Funding and resource constraints: securing financing for larger projects; difficulties in 
attracting funding from industry for research; resource constraints (funding, time, personnel). 

• Communication and understanding: a communication gap between academia and the labour 
market; need for a common language to exchange information; mutual understanding. 

• Different objectives and expectations: common ground (long-term projects vs. quick practical 
solutions); aligning expectations (research papers and rigour vs. practical results). 

• Intellectual property and confidentiality issues: Intellectual property rights (IPR) vs. 
publications; non-disclosure policies. 

• Alignment of schedules: timeline for labour market vs. timeline for students. 
• Cultural differences and trust: academic ideas perceived as expensive and not very practical. 

The last open-ended question in this section addressed criteria for successful cooperation between 
academia and the labour market (N = 165, optional). The responses highlighted: 
• Communication and understanding: common language; open bidirectional communication. 
• Alignment of goals and expectations: aligning expectations and priorities. 
• Mutual respect and trust: mutual respect and trust established from previous collaborations. 
• Resource availability and management: competent personnel and sufficient time and resources. 
• Collaboration and partnership: project collaboration; fostering long-term partnerships. 
• Benefit and value creation: public benefit; clear and tangible value creation and positive impact 

for both academia and the labour market (win-win situation). 

The responses to the open-ended questions in this section are somewhat redundant, and some of the 
questions should be combined or omitted if a similar survey will be conducted in the future. 

3.3 Priorities 
This part of the survey focused on teaching priorities and relevance for the labour market. 

3.3.1 Multiple-choice questions 
Figure 13 summarises how the respondents from academia perceive the prioritisation of various 
physical phenomena in the curriculum on process safety (n = 68, mandatory), and Figure 14 
summarises to what extent the respondents from the labour market consider knowledge and 
understanding of the same physical phenomena relevant for their work (n = 97, mandatory). 
The responses from representatives from academia and the labour market concerning physical 
phenomena are reasonably consistent (Figure 13 and Figure 14). The categories with the highest 
priority are gas explosions in enclosures, vapour cloud explosions (VCEs), flammability limits, 
source models for releases (loss of confinement), jet fires, dispersion in confined systems, and 
deflagration-to-detonation-transition (DDT) and detonations. 
Compared to academia, representatives from the labour market tend to put less emphasis on fires 
involving solid organic materials, such as wood, paper, and plastic, and more emphasis on: 
• Gas and spray/mist explosions in enclosures, e.g. vessels and buildings. 
• DDT and detonations. 
• Harm criteria for explosion scenarios: blast waves, fragments, etc. 
• Dispersion in confined environments, such as vessels and buildings. 

Figure 15 summarises how the respondents from academia perceive the prioritisation of selected 
aspects of process safety in the curriculum (n = 68, mandatory), and Figure 16 summarises to what 
extent respondents from the labour market consider knowledge and understanding of the same aspects 
relevant for their work (n = 97, mandatory). 
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Figure 13. Physical phenomena prioritised by responders from academia (n = 68). 

The responses from representatives from academia and the labour market are also reasonably 
consistent concerning the different aspects of process safety (Figure 15 and Figure 16). The categories 
with the highest priority are risk analysis and risk assessment, case histories, risk awareness, 
uncertainty in risk assessments, inherently safer design, and unit operations (process design). 
Compared to academia, representatives from the labour market put less emphasis on laboratory safety, 
and more emphasis on: 
• Uncertainty in risk assessments. 
• Plant siting and layout. 
• Regulations, codes, and standards (RCS). 

3.3.2 Open-ended questions 
The responses to an open-ended question concerning the main knowledge gaps related to physical 
phenomena in process safety focused on (N = 165, optional): 
• Risk assessment and modelling: awareness of the uncertainty in risk assessments; uncertainty in 

consequence modelling; the ability to model the consequences of liquid leaks with the same 
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accuracy as gaseous leaks (dispersion, ignition, fire, and explosion); predictive models for flame 
acceleration in partially congested and partially premixed atmospheres. 

• Understanding material behaviour: material behaviour for specific materials and scenarios, e.g. 
hydrogen embrittlement in high-strength steel. 

• Ignition phenomena: especially relevant for hydrogen, including spontaneous ignition and 
delayed ignition of jet releases. 

• Dispersion and explosion phenomena: gas dispersion; self-heating; dust explosions; mist 
explosions; deflagration-to-detonation-transition (DDT) in unconfined congested spaces. 

• Artificial intelligence (AI) and advanced technologies: computational fluid dynamics (CFD) 
modelling of complex phenomena in congested environments; technological disasters triggered 
by natural phenomena (NaTech). 

• Education and awareness: public awareness; understanding what process safety is and how it can 
impact people, property, and the environment. 

 

 

Figure 14. Physical phenomena prioritized by responders from the labour market (n = 97). 
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Figure 15. Aspects of process safety prioritised by responders from academia (n = 68). 

The responses to an open-ended question concerning the main knowledge gaps in process safety in 
the twenty-first century can be summarised as follows (N = 118, optional): 
• AI and advanced technologies: use of AI in risk assessments; implications for safety of the use of 

AI for processing: responsible use of digitalisation and AI throughout the safety lifecycle. 
• Risk assessment and management: preventing hazards by risk-based preventive maintenance; 

advancing the development of risk assessment models; risk associated with hydrogen-based 
energy carriers (H2, NH3). 

• Human factors and safety culture: risk awareness; strength of knowledge; safety culture in 
organizations; not forgetting the human in the sea of technological advancements; creating a 
sense of vulnerability in operations, maintenance, and design. 

• Data and information management: establishing worldwide databases for recording accidents and 
failure rate data. 

• Process design and control: inherently safe processes and design; more efficient and intelligent 
systems and devices for monitoring and control; fail-safe design of products and processes. 
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Figure 16. Aspects of process safety prioritised by responders from the labour market (n = 97). 

Overall, the responses to the open-ended questions collaborate the responses to the multiple-choice 
questions. The focus on uncertainty and strength of knowledge in risk assessments is in line with the 
development in risk science mentioned in section 1.4. 

3.4 Trends 
This part of the survey explored global trends in process safety and the process industries. 

3.4.1 Multiple-choice questions 
Figure 17 summarises the expectations of the respondents concerning the development of selected 
industries in their country or region towards 2050 (N = 165, mandatory). The results suggest a 
significant increase in industries related to the global energy transformation, including renewable 
energy and associated energy carriers such as hydrogen, ammonia, and batteries, as well as recycling 
and waste. The largest reduction is expected for coal, followed by oil and gas, and the mining industry. 
Figure 18 and Figure 19 summarise experienced, from 2000 to 2024, and expected, for 2025 to 2050, 
changes, respectively, in the teaching of process safety at the academic institutions in response to 
various factors (n = 68, academia only, mandatory). 
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Figure 17. Expected development of selected industries towards 2050 (N = 165). 

 
Figure 18. Experienced changes in the teaching of process safety in response to various factors (n = 68). 

Figure 20 and Figure 22 summarise experienced, from 2000 to 2024, and expected, for 2025 to 2050, 
changes, respectively, in the activities related to process safety in the labour market in response to 
various factors (n = 63, labour market only, mandatory). 
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Figure 19. Expected changes in the teaching of process safety in response to various factors (n = 68). 

 
Figure 20. Experienced changes to process safety in response to various factors (n = 97). 

 
Figure 21: Expected changes to process safety in response to various factors (n = 97). 
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The largest changes, both experiences and expected, are related to emerging energy technologies, 
such as hydrogen, ammonia, and batteries, followed by climate change and the global energy 
transition, sustainable use of natural resources (circular economy), cyber security and AI.  
Compared to academia, representatives from the labour have experienced somewhat fewer changes 
in response to AI, but the expectations for future changes are similar.  

3.4.2 Open-ended questions 
The responses to an open-ended question addressed to all respondents concerning the factor that will 
have the greatest impact on process safety in the twenty-first century, and why, can be classified into 
the following themes (N = 165, optional): 
• Artificial intelligence (AI) and digitalization: many responders highlight the impact of AI, 

machine learning, and digitalization on process safety – these technologies may provide new 
ways of predicting and preventing safety issues, but they can also introduce new challenges and 
risks if they are not well understood or properly managed. 

• Energy transition and emerging technologies: the shift towards new energy sources and energy 
technologies, such as wind, solar, hydrogen, and ammonia. 

• Climate change: an increased risks of extreme weather events, damage to infrastructure, and the 
need for adaptation measures can all pose significant challenges for the process safety. 

• Cybersecurity: the risk of cyber threats increases with the digitalisation of processes, making 
cybersecurity a critical factor in process safety.  

• Workforce issues: issues related to the workforce include loss of knowledge and skills, and the 
need for management commitment to process safety. 

• Regulations and political factors: regulations, legislation, and sanctions can influence the 
direction of the industry and create challenges for process safety. 

• Other factors: this category included responses concerning global competition and the need for 
international collaboration on health, safety, climate protection, environment protection, and 
poverty reduction. 

Given the frequency of the terms mentioned by the respondents and the potential impact on process 
safety, AI and digitalisation, as well as energy transition and emerging technologies, appear as the 
most important categories. Climate change and cybersecurity are also crucial, follows by workforce 
issues, regulations, and political factors. 

3.5 Practice 
This part of the survey addressed study programs, teaching practices, and sources of information. 

3.5.1 Multiple-choice questions 
Figure 22 and Figure 23 summarise the levels and types of education in process safety offered, and 
how process safety is taught, at the academic institutions, respectively. 

 
Figure 22. Levels of education offered by the academic institutions of the respondents (n = 68). 
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Figure 24 summarises the methods or activities used in the teaching of process safety or related topics 
(academia only, n = 68, mandatory, multiple answers possible). The results indicate a significant 
spread in teaching practices between academic institutions. Almost 60 % of the respondents rely on 
conventional lectures, but various other methods of teaching are also practiced. 

 
Figure 23: How process safety is taught at academic institutions (n = 68). 

 
Figure 24: Methods or activities used in the teaching of process safety or related topics (n = 68). 

Figure 25 and Figure 26 summarise the responses to question concerning books, including book 
chapters or extracts, and other material, respectively, uses in the process safety curriculum (academia 
only, n = 68, mandatory, multiple answers possible). The most frequently used textbook is Chemical 
Process Safety by Crowl & Louvar (2019). However, the respondents mention a variety of other 
books used in the curriculum on process safety. 
Other books in English (n≤6): Dust explosion dynamics (Ogle), Fire hazards in industry (Thomson), 
Hydrogen safety for energy applications (Kotchourko & Jordan, eds.), Explosions (Bartknecht), 
Hydrocarbon process safety (Jones), Safety and security review for the process industries (Nolan), 
Offshore risk assessment (Vinnem & Røed), Fundamentals of risk management for process industry 
engineers (Hassall & Lant), Process systems risk management (Cameron & Raman), An introduction 
to combustion (Turns), Towards process safety 4.0 in the factory of the future (Laurent), Ignition 
handbook (Babrauskas), Evaluation of the effects and consequences of major accidents in industrial 
plants (Casal), Natech risk assessment and management (Krausmann, et al.), Explosion dynamics 
(Rangwala & Zalosh), Industrial fire protection (Zalosh), Fundamentals of fire engineering 
(Quintiere), Dust explosion (Barton), Gas explosion handbook (Bjerketvedt et al.), Purple book 
(TNO). Other non-English books (n≤6): Prozess und Anlagensicherheit (Hauptmanns), Vådautsläpp 
av brandfarliga och giftiga gaser och vätskor (FOA, 1998), Seguridad industrial en atmosferax 
explosivas (Garcia-Torrent), Chemical Process Safety in Chinese, Sécurité des procédés chimiques 
(Laurent). 
Reports and videos from U.S. Chemical Safety and Hazard Investigation Board (CSB) and reports 
from UK Health and Safety Executive (HSE) are the main sources of additional material in the process 
safety curriculum. 
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Figure 25: Books, including book chapters or extracts, used in the process safety curriculum (n = 68). 

 
Figure 26: Other material used in the process safety curriculum (n = 68). 

Figure 27 summarises the responses from the labour market concerning books or other resources used 
in the daily work (mandatory, n = 97, labour market only, multiple answers possible). Here, journal 
articles are the most frequently used resource, followed by material from CSB and HSE, and several 
of the textbooks mentioned by responders from academia (Figure 25). 
Other books in English (n≤6) include Hydrogen safety for energy applications (Kotchourko & Jordan, 
Eds.), An introduction to dust explosions (Amyotte), Handbook of fire and explosion protection 
engineering principles (Nolan), Chemical process safety (Sanders), Process safety (Vaughen & 
Klein), Dust explosion dynamics (Ogle), Fire hazards in industry (Thomson), An introduction to fire 
dynamics (Drysdale), Hazards and safety in process industries (Purkait et al.), Safety and security 
review for the process industries (Nolan), Process safety calculations (Benintendi), Fundamentals of 
process safety engineering (Biswas et al.), Methods in chemical process safety (Khan, Ed.), the 
‘coloured books’ (Yellow, Green, Red, Purple) from TNO, and various books on combustion science. 
Other sources mentioned include reports from organisations such as Sandia National Laboratories 
and NIOSH (USA), INERIS and BARPI (France), TNO (Netherlands), VDI/VDE (Germany), 
PSA/HAVTIL and NORSOK (Norway), RISE (Sweden), as well as the Annual Combustible Dust 
Incident Reports from Dust Safety Science, the Process Safety Beacon from CCPS, various 
regulations, codes, and standards (RCS), results from joint industry projects (JIPs), open databases, 
and various reports, podcasts, and best practice guidelines from various branched of the process 
industry. 
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Figure 27. Books or other resources used in your daily work (n = 97). 

3.5.2 Open-ended questions 
The responses to an open-ended question concerning study programs related to process safety offered 
by the institution can be classified into the following themes (academia only, n = 68, optional): 
• Undergraduate programs: this category includes bachelor’s degrees in topics such as chemical 

engineering, fire safety engineering, and chemical safety engineering. 
• Master’s programs: this category includes various master’s programs related to process safety, 

such as energy and process technology, process safety and loss prevention, and process safety. 
• PhD programs: several respondents mentioned PhD programs related to process safety. 

The responses to a follow-up question concerning examples of specific courses on process safety 
offered by the institution reveal a variety of courses with different degree of specialisation (academia 
only, n = 68, optional): 
• General process safety: chemical process safety, safety in chemical processes, process plant 

safety, technical management of process safety, design for process safety, process safety and 
loss prevention, process safety engineering, safety in industrial operations and design, 
introduction to occupational safety, major accident prevention. 

• Focus on risk and reliability: risk analysis, hazards and risk analysis, risk management, hazard 
risk assessment, hazard identification and risk analysis, process risk analysis, reliability and 
safety in the process industry, reliability and maintainability engineering, safety and reliability 
analysis, principles and methods of risk analysis, industrial risks,   

• Focus on toxicology: toxicology and industrial hygiene. 
• Focus on fire and explosion hazards: structural fire safety of industrial buildings, fire protection 

systems, fire chemistry, industrial fire protection, fire and explosion engineering, explosion risk 
in working environment, explosion hazards in the process industries, dust explosions in the 
process industries. 

• Focus on human factors: human factors for process safety, human behaviour & human error.  
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• Miscellaneous courses: technical safety, technical safety systems, consequence calculations, lab 
safety, chemical handling, maintenance management. 

The responses to an open-ended question concerning recommendations for teaching methods or 
approaches can be classified into the following themes: 
• Group-based learning: project-based group work fosters teamwork, collaboration, critical 

thinking, problem-solving and communication skills, and creativity; groups of students can 
analyse accidents or incidents; team-based learning (TBL).  

• Case studies and incident analysis: Presenting major accidents that have occurred in the 
chemical industry, including root causes, and demonstrating to students how the accidents could 
have been prevented; case studies accompanied by simulations. 

• Experiential learning (i.e. learning by doing): field trips allow students to experience first-hand 
applications; live demonstrations. 

• Lectures and presentations: lectures by faculty members, complemented with guest lectures 
from industry or videos. 

The responses to an open-ended follow-up question on teaching material the respondents would 
recommend for colleagues in other universities or university colleges can be categorised as follows: 
• Books and articles: Chemical Process Safety by Crowl & Louvar provides comprehensive and 

detailed fundamental knowledge on process safety; recent review articles can be very useful, 
especially when the textbook has not been updated for some time. 

• Videos: several respondents recommended the videos from U.S. Chemical Safety and Hazard 
Investigation Board (CSB) 

• E-Learning: can be integrated into courses. 
These responses to the open-ended questions are in line with the results from the multiple-choice 
questions. Overall, the results indicate a larger variation in teaching materials compared to a survey 
on process safety education conducted by AIChE EdDiv in the US and Canada (Ford, 2023). 

3.6 Interaction 
This part of the survey addressed networking and dissemination. 

3.6.1 Multiple-choice questions 
Figure 28 summarises the responses to a question addressing membership or active participation in 
organisations or networks (N = 165, multiple answers possible). The category for other organisations 
(n ≤ 6)  included Institute for Dynamics of Explosions and Reactive Systems (IDERS), UK Explosion 
Liaison Group (UKELG), European Process Safety Centre (EPSC), Design Institute for Emergency 
Relief Systems (DIERS), American Petroleum Institute (API), Fire and Security Association of India 
(FSAI), European Safety and Reliability Association (ESRA), Society of Fire Protection Engineers 
(SFPE), Association of German Engineers (VDI), German Association for Electrical, Electronic & 
Information Technologies (VDE), and Canadian Society for Chemical Engineering (CSChE). 
Figure 29 summarises the responses to a question concerning presentation of one or several papers at 
international conferences over the last ten years (N = 165, multiple answers possible). The category 
for other conferences (n ≤ 6) includes International Symposium on Fire Safety Science (IAFSS) 
AIChE Global Congress on Process Safety (GCPS), UKELG meetings, and European Conference on 
Safety and Reliability (ESREL). 
Figure 30 summarises the responses to a question concerning authorship of one or several papers in 
international peer-reviewed scientific journals the last ten years (N = 165, multiple answers possible). 
Other journals (n ≤ 6) include Progress in Energy and Combustion Science (6); Shock Waves (6); 
Flow, Turbulence and Combustion (4), Journal of Safety Research (4), Workplace Health & Safety 
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(3), Journal of Electrostatics (2), Fuel (2), Reliability Engineering and System Safety (2); Risk 
Analysis (2); Fire Technology (2); and various journals mentioned only once. 

 
Figure 28. Membership or participants in organisations or networks (N = 165). 

 
Figure 29. Papers presented at international conferences over the last ten years (n = 165). 

 
Figure 30. Publications in international peer-reviewed scientific journals over the last ten years (N = 165). 
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3.6.2 Open-ended questions 
Of the N = 165 respondents, 110 (67 %) confirmed involvement in the development of RCS on 
process safety or related areas. Figure 31 summarises the most frequently mentioned standard 
development organisations (SDOs) mentioned in response to an open-ended follow-up question. 
Other SDOs (n ≤ 2) includes OSHA, API, VDI/VDE, SAE, IPS, NEN, BSI, NEK, BIS, and UNE. 

 
Figure 31. Involvement in standard development organisations (n = 110). 

The responses to the final open-ended question concerning “any final comments or suggestions” 
included general feedback and inquiries for copies of the final results, and justified comments 
concerning the length of the survey. One respondent emphasised the importance of facilitating and 
maintaining learning about process safety in undergraduate and graduate education, and Louisa A. 
Nara sheared her Rules for Great Process Safety (reproduced with permission): 

1. Understand the hazards! 
2. Keep it in the pipes! 
3. Manage the risks! 
4. Keep a sense of vulnerability! 
5. Make a positive impact every day! 

4. Conclusions and further work 
This paper summarises the results from a survey targeting practitioners of process safety, from 
academia as well as various branches of the labour market. The main objective of the study was to 
explore global trends, practices, and priorities related to process safety, with a view to promote 
sharing of knowledge and best practices between stakeholders. 
The N = 165 respondents had significant experience from academia and relevant branches of the 
labour market. However, the limited numbers of respondents and over-representation of contributions 
from certain countries imply that the results are not suitable for exploring variations in trends, 
practices, and priorities between different countries and regions. 
Overall, the responses from academia and the labour market are reasonably aligned, and the results 
reflect the global efforts to replace fossil fuels with renewable energy sources in conjunction with 
energy carriers such as hydrogen, ammonia, and batteries. Highlighted knowledge gaps include DDT 
and detonations in unconfined congested spaces, NaTech, risk awareness and uncertainty in risk 
assessments, implications of the use of AI in risk assessments, material behaviour for specific 
materials and scenarios, inherently safer processes design, and safety culture in organizations. 
Further work may entail a more comprehensive analysis of the complete results from the survey, 
including comparisons of trends, practices, and priorities between different categories of respondents. 
It is also relevant to monitor the development over time by distributing updated versions of the survey 
that incorporate some of the observations and lessons from the present study. 
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Abstract 

There are significant gaps in our understanding of risk drivers in the hydrogen industry. Knowledge 

gaps implies more caution in the safety design potentially leading to cost-driving solutions, or worse, 

materialisation of unforeseen accidental costs. The SAFEN JIP (Safe Energy Carriers) was 

established to address fire and explosion safety design knowledge gaps. SAFEN Phase 1 delivered 

models for leak frequencies and ignition probabilities. The SAFEN ignition probability model for 

hydrogen is presented with its basis comprised of our current knowledge basis on ignition 

mechanisms and incident data. The model objective is to enable estimation of ignition probability for 

use in quantitative risk analysis for facilities handling hydrogen. Principally, factors affecting model 

parameters fall into two categories: 1) the physical properties of the released fluid (e.g., composition, 

pressure, temperature) and its ignitability (e.g., MIE and AIT), and 2) the properties of the objects 

exposed to the fluid including ignition mechanisms caused by interaction between the fluid and the 

object. Any object must possess an ignition mode (a mode where an ignition mechanism will 

materialise if exposed to combustible fluid) to initiate ignition. Objects and equipment intended for 

use in explosive atmospheres (Ex rated) shall only possess an ignition mode if the equipment is faulty. 

For objects not intended for use in explosive atmospheres (Non-Ex equipment), modes that facilitate 

ignition may be present when the object possesses its normal function. SAFEN has reviewed available 

knowledge and theories on hydrogen ignition mechanisms and derived models for estimation of 

ignition probability given exposure to both Ex rated and Non-Ex equipment. Important ignition 

mechanisms are hot surface ignition, mechanically generated sources, static electricity and adiabatic 

compression and shock waves. The SAFEN model is tailored in line with the state-of-the-art ignition 

probability model for oil and gas facilities ((Lloyd’s Register Consulting (2018)). The model is tested 

for a refuelling station demonstrating results according to the model target set based on our current 

knowledge basis. The model will be improved in SAFEN Phase 2 based on an experimental campaign 

and additional incident data. 

Keywords: hydrogen, ignition mechanism, ignition probability, ignition control, risk analysis 

1. Introduction 

Hydrogen (H2) plays a crucial role in the decarbonization of the world’s energy consumption. H2 is 

one of the energy carriers that will enable the transition to a more renewable energy system, provided 

that green or blue hydrogen is used. H2 is more prone to ignition than most other gases (such as 

hydrocarbons), which implies a higher probability for fires and explosions in case of accidental leaks. 

At present, there is a significant knowledge gap on understanding ignition mechanisms for H2 leaks. 

Consequently, more caution needs to be taken in the safety design. This may at one hand lead to 

overly conservative and thereby costly design solutions – for example an excessive safety zone 

around the facility. On the other hand, the lack of knowledge may lead to inadequate safety design 

allowing for materialisation of intolerable accidents in the long run. This threatens successful 

implementation of the renewable energy solutions, which was demonstrated by the fire and explosion 

at the hydrogen refuelling station in Sandvika in June in 2019 (Hansen, O.R (2019)). 

The SAFEN (Safe Energy Carriers) Joint Industry Project was established to address and close 

knowledge gaps in risk management in the climate friendly energy sector. The first phase ending Q4 

2023 delivered models for leak frequencies and ignition probabilities. The models were presented at 
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the 106th FABIG Technical Meeting 18th and 19th October 2023 (see www.fabig.com). In this paper, 

the SAFEN ignition probability model for hydrogen is presented with its basis comprised of our 

current knowledge basis on ignition mechanisms and incident data. The model objective is to enable 

estimation of ignition probability for use in Quantitative Risk Analysis (QRA) for facilities handling 

hydrogen. The presented model will be further developed in a research and innovation project partly 

funded by the Norwegian Research Council. This project is denoted HICON – Hydrogen Ignition 

CONtrol. The planned research in HICON will mitigate the uncertainties in the presented SAFEN 

Phase 1 ignition probability model through an experimental campaign and further compilation of 

incident data. 

The SAFEN and HICON projects are headed by Safetec. The technical work is executed by Safetec, 

DNV, Proactima, Vysus Group and Gexcon in partnership with Vår Energi, Equinor, Gen2Energy, 

Gassco, Storegga, Swagelok Norway, Yara, Aker Horizons, Origin Energy, Hyds, Lloyd’s Register, 

Energy Institute, GreenH, The Norwegian Maritime Authority, RIVM (National Institute for Public 

Health and Environment in Netherlands), World Class Maintenance and DSB (Norwegian Directorate 

for Civil Protection). With the key category of stakeholders included in the project – including 

authorities enforcing risk-based regimes – the SAFEN project facilities an effective environment for 

obtaining a broad industry consensus on how to solve the challenges faced by the hydrogen industry. 

2. Modelling principles 

The SAFEN project concluded to recommend the MISOF (Modelling of Ignition Sources on Offshore 

oil and gas Facilities) framework for ignition modelling (Lloyd’s Register Consulting (2018)). 

Principally, factors affecting model parameters fall into two categories: 1) the physical properties of 

the released fluid (e.g., composition, pressure, temperature) and its ignitability (e.g., MIE and AIT), 

and 2) the properties of the objects exposed to the fluid including ignition mechanisms caused by 

interaction between the fluid and the object. Any object must possess an ignition mode (a mode where 

an ignition mechanism will materialise if exposed to combustible fluid) to initiate ignition. Objects 

and equipment intended for use in explosive atmospheres (Ex rated) shall only possess an ignition 

mode if the equipment is faulty. For objects not intended for use in explosive atmospheres (Non-Ex 

equipment), modes that facilitate ignition may be present when the object possesses its normal 

function. SAFEN has reviewed available knowledge and theories on hydrogen ignition mechanisms 

and derived models for estimation of ignition probability given exposure to both Ex rated and Non-

Ex equipment. Important ignition mechanisms are hot surface ignition, mechanically generated 

sources, static electricity and adiabatic compression and shock waves. 

The MISOF model is based on that ignition of leaks is governed by ignition mechanisms materialised 

by interaction between the combustible mixture and the exposed object(s) facilitating initiation of the 

combustion process. The mechanism could for instance be heat transfer due to excessive temperature 

of the object or the object releasing electrostatic discharges due to potential differences between 

component parts. The most recent version of the MISOF ignition model was developed by Lloyd's 

Register and Lilleaker Consulting AS on behalf of Equinor (Lloyd’s Register Consulting (2018)). 

The MISOF model is also recommended for use at land-based oil and gas facilities, but with some 

adjustments and additional parameter values (Safetec (2022)). 

In MISOF, the ignition probability, 𝑃(𝐼), is the product of two probabilities: the probability for 

exposure of a live ignition source to a flammable atmosphere, 𝑃(𝐸), and the ignition probability given 

such exposure, 𝑃(𝐼 𝑔𝑖𝑣𝑒𝑛 𝐸). The ignition probability, 𝑃(𝐼), then becomes 

𝑃𝐼𝑔𝑛𝑖𝑡𝑖𝑜𝑛 = 𝑃(𝐼) = 𝑃(𝐸) ⋅ 𝑃(𝐼 𝑔𝑖𝑣𝑒𝑛 𝐸) (1) 

Both 𝑃(𝐸) and 𝑃(𝐼 𝑔𝑖𝑣𝑒𝑛 𝐸) possess a time dependent behaviour. 

The SAFEN ignition probability model incorporates required adjustments of 𝑃(𝐼 𝑔𝑖𝑣𝑒𝑛 𝐸) relative 

to hydrocarbon facilities making the MISOF model applicable to facilities processing, storing, or 
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distributing hydrogen. 𝑃(𝐸) is not part of the ignition model but is critical for the obtained accuracy 

of the ignition probability estimation. It is referred to Chapter 4, 5 and 6 in the MISOF report (Lloyd’s 

Register Consulting (2018)) for further description on the modelling principles and guidelines. 

The MISOF model does not explicitly differentiate between gas and liquid leaks. It is the resulting 

volumetric distribution of the explosive atmosphere generated by the leak that matters. 

On a high level, the ignition model consists of the following main categories 

- Immediate ignition: probability for ignition before a flammable gas cloud has been formed. 

This is a special case where the ignition mechanism is related to the properties of the object 

that the release originates from and/or the fluid that is released.  

- Delayed ignition: probability of ignition due to exposure of objects that constitute a potential 

source of ignition if exposed to flammable atmospheres. Ignition will in this case take place 

after start of the release and a flammable atmosphere has formed. 

These two groups are further broken down to a few categories dependent on the type of equipment 

and ignition mechanism. For the group "immediate ignition", there is two categories: 

- Generic immediate ignition is ignitions that occur immediately upon start of the leak 

originating from any type of equipment except pumps 

- Pump immediate ignition only applicable to leaks stemming from pumps 

The equipment categories under the delayed ignition group are as follows: 

- Rotating equipment intended for use in explosive atmosphere (Ex-rated equipment) 

- Electrical equipment intended for use in explosive atmosphere (Ex-rated equipment) 

- Other equipment intended for use in explosive atmosphere (Ex-rated) 

- Objects not intended for use in explosive atmosphere (Non-Ex equipment) such as Non-Ex 

electrical equipment, conventional vehicles, gas turbines, transformers, hot work activity etc. 

Modelling of the ignition probability given exposure to Ex-rated equipment can be done in two ways, 

but the most used way is to apply the generic parameter "Ignition sources in the area" (𝜆𝑖). 𝜆𝑖 is the 

expected number of ignitions per volume unit. Hence, it is a volumetric parameter representing the 

likelihood of having an effective potential ignition source in a classified area. 

Based on general classification of the actual physical ignition mechanisms, the following two types 

of idealized ignition mechanisms are established in the ignition model: 

- Continuous ignition mechanisms cover ignition mechanisms that are present continuously 

(such as a flame or a hot surface) and ignites the flammable atmosphere upon first exposure. 

- Discrete ignition mechanisms are an effective ignition source only at distinct moments in time. 

A discrete ignition source can be an electric spark due to static electricity or generated by a 

switch being turned on or off. Another example is ignition sources introduced by activities 

performed by personnel (e.g., operation of equipment). The personnel may be present initially 

or they could enter the scene of the incident after the onset of the leak. 

The modelling of the exposure probability (𝑃(𝐸) in equation (1) for these two idealized ignition 

mechanisms are different, which must be reflected in the time-dependant exposure model. 

3. Uncertainties and varying practice in hydrogen ignition modelling 

Identified models for ignition probability quantification are shown in Fig. 1. The documentation of 

the various model’s basis and limitations is generally scarce. For example, if generic probabilities 

suggested by the model is derived from incident data captured from oil and gas facilities with strict 

ignition source control, it is unlikely to be valid in areas with much hot work without habitat and use 

of vehicles classified areas. Depending on the facility at hand, one model may be more relevant and 

therefore applicable than another. Since the validity and limitations for each model is not well 

described, it seems fair to say that current practice varies substantially and that ignition modelling in 
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QRA is not consistent. Differences between QRA’s arise from analysts choosing different models 

that appear equally relevant or valid. 

Moosemiller, M. and B. Galindo (2014) discuss the divergence in opinions and experiences on 

ignition probabilities. The paper includes a literature review with examples and the overall evaluation 

is that there is limited knowledge available from data enabling estimation of the ignition probability 

related to hydrogen leaks. This is indirectly supported by Sandia National laboratories in developing 

the HyRAM+ model as they did not identify relevant statistics to develop an ignition model (Ehrhart, 

B.D (2022)). HyRAM+ is therefore derived from the model for hydrocarbons presented in Cox, A.W. 

et.al. (1990). The ignition probability model in Cox, A.W. et.al. (1990) is based on statistical data 

covering oil and gas blowouts at the Norwegian Continental Shelf (SINTEF (1983)). The model in 

HyRAM+ is obtained by adjusting the proposed probabilities in Cox, A.W. et.al. (1990) according to 

the expected size of a gas cloud resulting from a gaseous hydrogen leak compared to a hydrocarbon 

leak (due to molecular weight and flammability range). Consequently, the fundament for the 

HyRAM+ model is weak in terms of the relevance for facilities handling hydrogen. 

 

Fig. 1. Various ignition models used in industry (Ehrhart, B.D (2022), HyApproval & DNV (2008), HySafe 

(2007), Vysus Group (2021). The results for HySafe are based on an assumed flammable gas cloud. 

4. Key factors affecting the ignition probability 

In general, ignition is caused by energy transferred from the ignition source (the object possessing an 

ignition mode) to the flammable atmosphere exposing the ignition source. Ignition occurs when an 

initiating combustion process in a flammable atmosphere is sustainable without external supply of 

energy. Each chemical substance possesses unique physical properties. In principle, a given ignition 

mode of an object causing ignition of combustible atmosphere consisting of mixture of hydrocarbons 

at certain state (e.g., concentration, pressure, temperature, and velocity) may not be able to ignite a 

slightly different mixture of hydrocarbons. When deriving the parameters in MISOF, the effect of the 

difference in ignitability between various mixtures of hydrocarbons has been disregarded. Important 

arguments supporting this are that the minimum ignition energy (MIE) and the autoignition 

temperature (AIT) of the gaseous hydrocarbons (C1 through C4) are quite similar (MIE in the range 

25-30 mJ and AIT in the range 405-580 OC). The most important argument is however that the ignition 

modes related to the objects are assumed to generate more than enough energy to ignite any of the 

possible hydrocarbon mixtures. 

Based on the above, when evaluating the difference across industries, the questions to answer are (1) 

whether the objects at facilities in various industries possess different ignition modes and (2) whether 

the relevant ignition modes possess the same capability to ignite the relevant types of combustible 

atmosphere. We know that hydrogen is more prone to ignition than hydrocarbons (see chapter 6 
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through chapter 9), but the relative effect the elevated ignitability of H2 has on the ignition probability 

estimated for facilities handling oil and gas is hard to evaluate without data on the spectra of ignition 

modes. Since the potential for ignition modes includes effects related to fundamental ignition control 

design requirements and operational inspection and maintenance schemes it is a considerable 

challenge to assess the ignition probability for various facilities handling hydrogen unless having 

representative statistical data at our disposal for benchmarking of the level of the ignition probability. 

5. The expected level of the ignition probability 

The intention in this section is to derive the interval where we believe that the underlying ignition 

probability associated with hydrogen leaks larger than 0.01 kg/s reside. We do not know, so we argue 

for our conclusion by a list of quantitative and qualitative statements regarding what we know about 

the ignition probability level. 

1) We know that the average ignition probability associated with process leaks > 0.1 kg/s at 

offshore and onshore oil and gas facilities are about 0.25% (Lloyd’s Register Consulting 

(2018) and Safetec (2022)) 

2) We know that the ignition probability associated with small and moderate gaseous hydrogen 

leaks are very low (most likely zero) if no object is exposed, and the diffusion ignition 

mechanism cannot materialize downstream the leak point. This we know from experimental 

work (for example Proust (2019) and incident data gathered as part of the SAFEN project). 

3) We have very limited knowledge on the scalability of the ignition probability. There have 

been very few large leaks of hydrogen and experiments do generally not include large leaks. 

This is to some extent the situation for hydrocarbon leaks as well. There have been few large 

leaks in the oil and gas industry also, and the uncertainty associated with modelling of the 

ignition probability for large leaks is therefore also prominent. Although we know that the 

ignition probability associated with large hydrocarbon leaks in the oil and gas industry is much 

lower than 30% (based on overall statistics from process, riser, pipeline (exclusive buried 

pipelines) and blowout leaks (Lloyd’s Register Consulting (2018), Safetec (2022), Vysus 

Group (2021), Vysus Group (2023) and Energy Institute (2006)), we are not entirely confident 

whether there are any interdependencies between the rate and the materialisation of ignition 

mechanisms that could undermine the current modelling approach for large leaks in the oil 

and gas industry. The current modelling approach for hydrocarbon leaks does only reflect the 

correlation between leak rate and size of the generated explosive atmosphere. It might be that 

there are other factors than size of the combustible cloud that drives the proportionality with 

leak rate size.  

4) Most of the recorded ignited hydrogen leaks can be explained by concrete sources of ignition 

facilitating the ignition mechanism, such as diffusion ignition, hot surface ignition, 

electrostatic discharges, presence of Non-Ex equipment or presence of activity in the area. 

This is line with what is observed in experiments and our understanding of the ignition 

mechanisms associated with hydrogen leaks. This is also in accordance with what we observe 

in the oil and gas industry. Concrete sources of ignition not designed for exposure to 

flammable atmosphere totally dominate the historical fire and explosion risk picture. 

5) We have examples of recorded hydrogen leaks generating large hydrogen clouds in classified 

areas that did not ignite (e.g., two examples at refineries (0.5 kg/s and about 10 kg/s) and one 

hydrogen leak due to rupture of tubing in a container). 

6) Due to certain ignition mechanisms associated with hydrogen leaks, we know that hydrogen 

leaks are much more likely to ignite than hydrocarbon leaks. The following ignition 
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mechanisms are considered to be special for hydrogen, and forms the basis for the ignition 

model parameters discussed in chapter 6 through chapter 9: (a) Ignition by hot surfaces, (b) 

Ignition by mechanically generated sources, (c) Ignition by static electricity and (c) Adiabatic 

compression and shock waves (diffusion ignition). 

Based on above, our understanding of the magnitude of the hydrogen ignition probability as follows: 

The overall ignition probability associated with the full spectrum of hydrogen leaks with an 

initial leak rate larger than 0.01 kg/s released in industrial environments is much higher than 

equivalent hydrocarbon leaks and much lower than 100%. Hydrogen is more prone to ignition 

due to a few special ignition mechanisms. Although not having firm quantitative support in 

data, we postulate that the expected average ignition probability across all leak rates is in the 

region 1% to 10% if the leaks are released in environments where the objects are designed 

for exposure to combustible atmosphere (i.e., the objects designed according to the ATEX 

directive or equivalent requirement) and cannot be exposed to Non-Ex equipment. With 

effective ignition sources at site, such as Non-Ex equipment (e.g., electrical tools with motors 

with brushes), vehicles and hot work activity, that could be exposed to flammable atmosphere, 

the ignition probability can be much higher than 10%. 

The established level of the average ignition probability is used as a benchmark for setting the model 

parameters for hydrogen leaks. The adjusted model is tested with respect to the target in Chapter 11.  

6. Ignition by hot surfaces 

Hot surface ignition occurs by local heating of a flammable mixture to the point where a sufficiently 

large volume reaches the ignition temperature, and the combustion reaction is initiated. The capability 

of a hot surface to cause ignition depends on the type, temperature, pressure, and concentration of 

flammable mixture. Moreover, the temperature that triggers ignition depends on the size and shape 

of the heated body, on the concentration gradient in the vicinity of the surface, the flow velocity and 

turbulence of the flammable atmosphere around the hot surface and, to a certain extent, also on the 

surface material. 

Results from Proust & Daubech (2019) indicate that hydrogen-air temperature and flow speed across 

the hot surface do not significantly affect ignition. This is contrary to what has been seen e.g., in 

Bartknecht (1989) and Laurendeau (1982), and should be investigated further. However, the results 

Proust & Daubech (2019) indicate that much smaller hot surfaces can ignite H2 opposed to natural 

gas for the same surface temperature. The reduction in ignitability with increasing flow speed across 

the surface could be due to shorter induction time of H2. Calculated and measured induction times 

for hydrogen and methane are demonstrated by Liberman et.al. (2018). The general relative difference 

between hydrogen and methane induction time constitutes about a factor of 10 but varies with gas 

concentration. 

Although uncertain, there are historical hydrogen leaks that possibly was ignited by hot surfaces – for 

example the incident at Herøya in 1985 where an overheated pump was believed to be the source of 

ignition (Bjerketvedt, D and Mjaavatten (2005)). It is however considered likely that ignition would 

have resulted also in a hypothetical incident identical to the Herøya incident where a different 

combustible substance, such as natural gas, were released. Nevertheless, due to the uncertainty related 

to ignition of hydrogen exposed to hot surfaces, it is concluded to increase the ignition probability 

parameters reflecting hot surface ignition for hydrocarbons in MISOF with a factor of 3. See Table 2 

in Chapter 11 for resulting parameter values). 

Experiments investigating hot surface ignition of hydrogen are not prioritized in the HICON 

project. Nonetheless, we believe that experiments ought to be executed to close knowledge gaps on 
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the effect of low speed and the properties of the hot surface for varying H2 mixtures and may be 

incorporated into later phases of the SAFEN project. 

7. Ignition by mechanically generated sources 

 7.1 Mechanical impact ignition mechanisms 

A large hydrogen release may cause larger particles or objects (e.g., debris, gravel, tools/equipment) 

to be drawn along by the flow and being slung against other objects in the path of the hydrogen jet. 

This may cause direct ignition of the jet. Objects may also be torn loose as part of the failure of 

equipment. At the impact point, instantaneously short duration high temperature may exist. Moreover, 

mechanical sparks may be generated. Furthermore, hydrogen handling facilities may contain rotating 

equipment where due to a failure in the equipment friction may arise. There are also several other 

processes which may result in friction including transport systems and moving people. Friction 

processes convert mechanical energy primarily into thermal energy, which results in a temperature 

increase potentially up to temperatures allowing for hydrogen-air mixtures to ignite. 

Experiments performed with different types of steel show that every ignition of hydrogen-air mixtures 

with stainless steel was caused by a hot surface. Mixtures of 10 % hydrogen in air with mild steel 

were ignited by sparks, while at 30 % hydrogen the hot surface was exclusively responsible for the 

ignition (Weltzel (2011)). 

Experiments with single impacts between two objects show that ignitions of hydrogen-air mixtures 

are especially caused by hot surfaces generated at the impact location. This accounts for both stainless 

and mild steels (Holländer 2016). The thermal conductivity of the material was shown to play an 

important role for the ignition probability. Single impact sparks may be important during accident 

scenarios where objects are blown away by the release itself (including gravel) or by a rupture of 

equipment. (Askar 2023) recently showed that also soft metal parts when impacting on a concrete 

plate can cause ignition. 

Beyer, M. and Markus, D. (2011) concludes with the following: “The ignition temperatures for 1000 

um particles are, even for hydrogen, above the onset temperature for mechanical sparks. Therefore, 

it is highly improbable that single non-burning particles separated during mechanical wear processes 

are capable of igniting explosive vapour atmospheres”. Hence, the particles that ignite are those that 

burn. For hydrogen the concentration where mechanical sparks are most likely to ignite is at 10 % 

hydrogen. At higher concentrations there is less oxygen and the particles do not burn anymore. 

Mechanical sparks are one of the theories for ignition at Sandvika in 2019 (Hansen, O.R (2019)) – 

parts of gravel base near leak point may have been accelerated by the leak and generated burning 

particles upon impingement with objects nearby. Another possible example is the event in Diamond, 

California, in 2018. A release from a tube trailer was ignited where impact between the dislodged 

vent tubing, handhold bar, and the rear door of the trailer possibly caused the ignition (HIAD 2.0 ID 

885). No such ignition mechanisms have been recorded at offshore oil and gas installations in the 

North Sea or Norwegian land-based facilities processing oil and gas (Lloyd’s Register Consulting 

(2018) and Safetec (2022)). 

 7.2 Ignition model for mechanical impacts 

Despite the lack of clear evidence from incidents it is concluded to supplement the MISOF model 

with a term that accounts for that hydrogen more easily ignite due to mechanical sparks. This 

mechanism is probably materialized within a very short time window after start of the leak. The 

likelihood for the generation of impacts causing ignition is likely to be proportional to the impulse of 

the leak. To reduce the model complexity, the model is only based on leak rate (e.g., pressure is 

disregarded). It should be noted that the ignitability caused by burning particles decreases with 
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increasing gas concentration of the atmosphere they pass through. This is due to the reduced oxygen 

content in rich concentration hampering combustion of the burning particle. Experiments have 

demonstrated that the ignitability of burning particles is optimal at a concentration of 10 vol% 

hydrogen and decreases for increasing concentration (Weltzel (2011)). This effect will counteract the 

trend with leak rate as the volume of concentration of gas above 10 vol% increases with the leak rate. 

On the other hand, for the short duration hot surface at the impact point, optimal conditions for 

ignition are at stoichiometric concentration. 

Without any concrete quantitative basis to define the model, the following model is suggested 

𝑃𝑒𝑣𝑒𝑛𝑡,𝑖𝑚𝑝𝑎𝑐𝑡 =
1

200
∙ 𝑄1𝑠

1
4  (2) 

that is distributed uniformly over the first 5 seconds of the leak. 𝑄1𝑠 is the average leak rate in kg/s 

over the first second after start of the leak (this is to truncate the initial peak leak rate for very small 

reservoirs where the release rate decreases rapidly in the very initial phase of the leak). As the 

probability are to be distributed uniformly over the first five seconds, the model captures that a 

significant explosion can be generated due to this ignition mechanism. This potential was exemplified 

by the explosion at the refuelling station at Sandvika in 2019, which generated a significant explosion 

within a few seconds. The leak rate has been assessed to be in the range 0.3 – 1 kg/s and the equivalent 

stoichiometric gas has been estimated to be around 20 m3 (Hansen, O.R.  (2019)). 

This model, which must be considered very uncertain, will be reassessed in the HICON project based 

on new knowledge generated by the results from two types of experiments: 

- Experimental investigation ignition due to friction 

- Experimental investigation of ignition due to single impact 

8. Ignition by electrostatic discharges 

 8.1 Electrostatic discharge ignition mechanisms 

There are three main types of electrostatic discharge to consider: spark discharges, brush discharges 

and corona discharges. Ignition of explosive hydrogen atmospheres by electrostatic discharges has 

been demonstrated in multiple experimental setups. The governing factor is the low MIE of hydrogen. 

The smallest spark visible to the human eye releases an energy amount 10 times higher than the MIE 

of Hydrogen (at optimal H2 concentration). It is however important to underline that it is for 

concentrations above 10 vol% that the difference between MIE for hydrocarbons and hydrogen starts 

to grow large (up to a concentration of 62 % of hydrogen in air). 

If objects are appropriately grounded according to standards and best industry practice, electrostatic 

discharges should be rare. However, the MIE of H2 for concentrations above 10 vol% are very low, 

and it is hard to eliminate potential differences that could generate sparks with sufficient energy. For 

example, differences in electrical potential generated by conducting objects separated by isolating 

material (e.g., door in typical car or humans working in the area). In addition, sharp edges in the area 

could facilitate corona discharges –particularly in weather conditions facilitating ionization of the air. 

It is hard to find evidence that electrostatic discharges have caused ignition in incidents. Typically, 

one suspect this to be ignition mechanism if no other explanation is found reasonable. No incidents 

are recorded in oil and gas incident data that we clearly believe were due to electrostatic discharges. 

 8.2 Ignition model for electrostatic discharges 

The low MIE of H2 calls for a parameter in MISOF reflecting the elevated potential for electrostatic 

discharges causing ignition of hydrogen leaks compared to hydrocarbon leaks. It is found reasonable 
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that materialization of the phenomena scales with the leak rate as it is for concentrations above 10 

vol% that the MIE for H2 becomes significantly higher than for hydrocarbons. Both the fraction of 

high concentrations within the cloud and the overall size of the gas cloud scale with the leak rate. 

If idealizing the phenomena as a spark that occur randomly with time at any point in the area, it is 

reasonable to argue that the parameters quantifying discrete sources in MISOF should be ramped up. 

However, it could be that ignition due to electrostatic discharge materializes upon the first exposure 

of the object to combustible gas. This because there is a repeated (or even continuous) electrostatic 

discharge phenomenon on-going at the exposed object (e.g., corona discharge at a specific edge of an 

equipment), which implies that the mechanism described by continuous mechanism also should be 

ramped up to cater for the difference with respect to hydrocarbons. 

It could also be argued that ignition due to electrostatic charges are related to the leak itself due to the 

generation of electrical potential (triboelectric charging). In this case, the ignition point is expected 

to be quite near the leak source and take place quite quickly after the start of the release. 

Based on the above, it is suggested to increase both idealized mechanisms (continuous and discrete) 

in the MISOF model for hydrogen leaks. In addition, it is concluded to include a term reflecting 

ignition within a short time window after start of the leak. 

It is suggested set the parameter value reflecting the continuous mechanism so that total contribution 

from the continuous mechanism is doubled. The discrete ignition mechanism is suggested to be 

elevated with a factor around 30 as we believe that the relative difference to hydrocarbons is 

considerable (i.e., very small discharges may ignite hydrogen). It must be noted that the uncertainty 

related electrostatic discharges is prominent, which also must be accounted for when setting the 

parameter values of the model (see Table 2 for resulting parameter values). 

The following model is suggested for electrostatic discharges causing ignition in the immediate 

vicinity of the leak (the leak affects generation of the sparks). This gives a contribution twice the 

contribution from mechanical impact presented in the previous chapter as we believe electrostatic 

discharges are more important. The suggested model is 

𝑃𝑒𝑣𝑒𝑛𝑡,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 =
1

100
∙ 𝑄1𝑠

1
4  (3) 

that is distributed uniformly over the first 5 seconds of the leak. 𝑄1𝑠 is the average leak rate in kg/s 

over the first second after start of the leak (this is to truncate the initial peak leak rate for very small 

reservoirs where the release rate decreases rapidly in the very initial phase of the leak). 

This model will be reassessed in the HICON project based on the knowledge harvested from the 

experimental campaign investigating electrostatic ignition. Releases are suggested in which high-

momentum, turbulent hydrogen jet releases, occurring near gravel- or sand-covered surfaces, are used 

to provoke electrostatic charging of non-grounded/non-earthed metal objects located in the path of 

the release in the open/unconfined and uncongested areas. 

9. Adiabatic compression and shock waves (diffusion ignition) 

 9.1 Diffusion ignition mechanism 

This ignition mechanism is documented to take place in geometrical situations where pressurized H2 

above about 15 barg is released immediately into a closed geometry with oxygen/air. This has been 

studied in detail for venting of hydrogen into a vent line from high reservoir vessels protected by 

bursting discs. The vent line allows for an optimal reflection of shock waves towards the centre of 

the vent line causing local high temperatures (Wolanski, P., & Wojcicki, S. (1972)). 
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We do not possess knowledge from experiments or incidents where hydrogen released in other 

geometrical situations can be confidently explained by diffusion ignition. Hence, it is judged that 

materialization of this phenomenon is an unlikely case considering typical failure mechanisms 

leading to external leaks. We understand that the geometrical properties of the flow path from the 

reservoir to the external environment is decisive for the ignition mechanism to occur. Real life 

examples are blowout of a part of a gasket in a flange or a missing NPT plug in a valve body. 

However, we cannot rule out that impingement of the leak/pressure wave immediately downstream 

the hole could facilitate the ignition mechanism. This applies in particular if the pressure is very high. 

 9.2 Ignition model for diffusion ignition 

To account for that there exist failure states of equipment leading to external leaks that could facilitate 

the diffusion ignition phenomenon, a model reflecting the pressure and hole size is suggested. Based 

on discussions at the FABIG TM106 in London 18th and 19th October 2023, we got the impression 

that we should be careful about ruling out this mechanism for high pressures (Proust C. (2022)). It is 

judged that the average probability for diffusion ignition across all conditions (leak failure 

mechanisms) could be around 1%. The probability is set to 0% if the reservoir pressure is less than 

15 barg. The ignition mechanism is disregarded for liquified hydrogen. The following mathematical 

model is proposed: 

𝑃𝑒𝑣𝑒𝑛𝑡,𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛(𝑃, 𝑑) =
ln (𝑃)

5000
∙ (ln(𝑑 + 1) + 10) (4) 

where 

 𝑑 𝑖𝑠 𝑡ℎ𝑒 ℎ𝑜𝑙𝑒 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 in mm 

𝑃 𝑖𝑠 𝑡ℎ𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑖𝑛 𝑏𝑎𝑟 𝑔𝑎𝑢𝑔𝑒 (𝑏𝑎𝑟𝑔) 

This model will be reconsidered as part of the HICON project based on experiments to be executed 

on sudden rupture of a reservoir with high pressure hydrogen. The experimental set-up will be a high-

pressure reservoir connected to a mechanical release mechanism simulating a failing gasket. 

10. Exposure to equipment not certified for use in explosive atmosphere 

For Non-Ex equipment, there could be a wider range of ignition modes associated with the equipment. 

In addition, it is a sound risk management principle to apply risk models that drive design towards 

safer solutions. Hence, the ignition probability model should respond negatively to application of 

Non-Ex equipment at locations possibly exposed to combustible atmospheres. 

We find it reasonable to infer that several ignitions in the hydrogen industry have been due to 

exposure to Non-Ex equipment. This is one of the several candidates for mechanisms causing ignition 

of the leak at the Sandvika refuelling station in Oslo in 2019 (Hansen, O.R. (2019)). It is our 

understanding the industry practice for definition of hazardous zones do not reflect the extent of 

flammable gas in credible accident scenarios. Extended zones for ignition source control are therefore 

recommended. Practice for Norwegian offshore installations are to apply Ex-rated equipment for all 

outdoor areas (at least where feasible). Standards should, as a minimum, recommend control of 

ignition sources extended to the area that can be exposed to flammable gas in accidental situations. 

The use of Non-Ex equipment must be evaluated specifically in each case. The risk analysis should 

describe the units and their properties alongside an evaluation of possible ignition modes and whether 

these modes are present continuously or intermittently. To enable estimation of the contribution from 

Non-Ex equipment, ignition model parameters based on the possibility for gas ingress according to 

the IP protocol have been proposed (see Table 1). These parameters may not provide an adequate 

idealization of the conditional ignition probability associated with the specific component, but the 
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figures given are considered to give a reasonable effect of the risk of using Non-Ex equipment. The 

values are derived from the values for Non-Ex equipment exposed to hydrocarbons presented in 

Safetec (2022). The parameters for hydrocarbons are increased with a factor 3 for immediate exposure 

(𝜆𝐶,𝐼𝑃,𝑗) and a factor of 30 for the time-dependant part (𝜆𝐷,𝐼𝑃,𝑗). This in line with the factor 3 for hot 

surfaces presented in chapter 6 and the relative contribution added for electrostatic discharges 

presented in section 8.2. It should be noted that the hydrocarbon parameter values for other type of 

Non-Ex objects, such as vehicles (both conventional with combustion engines and with electrical 

drive), presented in Safetec (2022) is also recommended to be somewhat elevated if exposed to 

hydrogen. That part of the SAFEN ignition probability model is not covered in this paper. 

Table 1. Ignition model parameters for electrical equipment for varying ingress protection compared with 

Ex n protection type. 

Solid particle protection 𝝀𝑪,𝑰𝑷,𝒋  

(per component) 

𝝀𝑫,𝑰𝑷,𝒋 

(per component per second) 

Ex n 1) 1.5·10-4 7.2·10-8 

≥ IP64 4.5·10-4 5.4·10-5 

≥ IP54 9.0·10-4 1.1·10-4 

≥ IP44 4.5·10-3 5.4·10-4 

<IP44  4.5·10-2 5.4·10-3 

1) Basis for Ex n failure rate is presented in Lloyd’s Register Consulting (2018) 

The total probability for ignition related to the Non-Ex are to be calculated using the following 

equation assuming that the ignition probability can be approximated by a Poisson process: 

𝑃 = 𝑃(1 𝑜𝑟 𝑚𝑜𝑟𝑒 𝑖𝑔𝑛𝑖𝑡𝑖𝑜𝑛𝑠) = 1 − 𝑃(𝑧𝑒𝑟𝑜 𝑖𝑔𝑛𝑖𝑡𝑖𝑜𝑛𝑠) == 1 − 𝑒−(𝜆𝐶,𝐼𝑃,𝑗+𝜆𝐷,𝐼𝑃,𝑗∙𝑡) 
(5) 

where 𝑡 is the exposure time. The resulting probability versus exposure time is shown in Fig. 2. The 

results demonstrates that the model generate substantial ignition probabilities in case of exposure to 

Non-Ex equipment. 

 

Fig. 2. SAFEN ignition model for exposure to single Non-Ex equipment exposed to flammable H2 compared 

with exposure to Ex-rated equipment with protection type Ex n. 
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11. Test of the SAFEN ignition probability model 

A simple test case has been run with the SAFEN hydrogen parameters presented in Table 2 and 

according to the algorithm including guidelines described in the MISOF report (Lloyd’s Register 

Consulting (2018)). The objective has been to test the results with respect to the targeted level of the 

ignition probability established in chapter 5. In order to run the model, a set of transient gas clouds 

when varying the leak rate is required. In addition, to reflect ignition due to diffusion ignition, the 

relative distribution in terms of operational pressure is required. For simplicity it is assumed that the 

system components are distributed uniformly in three categories: 30 barg, 175 barg and 350 barg. 

The gas cloud transients for the six investigated leak rates (0.01 kg/s, 0.1 kg/s, 1 kg/s, 10 kg/s, 100 

kg/s, 1000 kg/s) are shown in Fig. 3. The three largest rates are expected to be irrelevant in most 

practical cases (pipe dimensions are usually quite small at refuelling stations). 

The results in Fig. 4 show that the model generates results in line with the target. The dominant 

ignition mechanisms for leaks less than 1 kg/s are immediate ignition due to diffusion ignition and 

ignition within the first 5 seconds after start of the release due to electrostatic discharges. For leaks 

larger than 1 kg/s, also ignition due to mechanical impact (burning particles generated from impacts) 

becomes prominent. The contribution from delayed ignition due to faulty Ex-rated equipment 

(ignition sources in the area – see chapter 2) is quite small due to small size of the area. The reason 

for that is that the potentially exposed amount of equipment within 100 m3 of process area is rather 

limited. For a larger area, the contribution from delayed ignition would become dominant due to more 

potential ignition sources within the area (the number of units is typically proportional to the gross 

volume of the area) and because a larger gas cloud could be contained within the area. The 

contribution from delayed ignition is dominated by ignition due to electrostatic discharges idealized 

by the discrete ignition mechanism and hot surfaces idealized by the continuous ignition mechanism. 

Table 2. SAFEN hydrogen ignition model parameters for Ex-rated equipment compared with MISOF for 

hydrocarbons. 

Ignition model parameter description SAFEN, 

hydrogen 

MISOF, 

hydrocarbons 

Generic immediate 

ignition 
  0.07% 0.07% 

Diffusion ignition, 

event 
  See equation (4) NA 

Mechanical impact, 

event 
  See equation (2) NA 

Electrostatic 

discharges, event 
  See equation (3) NA 

Delayed ignition 

Ignition sources in 

the area 

Continuous 

mechanism 

Rotating equipment 1.1 ∙ 10−5 𝑚−3 3.7 ∙ 10−6 𝑚−3 

Electrical equipment 5.4 ∙ 10−6 𝑚−3 1.8 ∙ 10−6 𝑚−3 

Other 1.8 ∙ 10−6 𝑚−3 6.0 ∙ 10−7 𝑚−3 

Electrostatic discharges 2.0 ∙ 10−5 𝑚−3 NA 

Total 3.82 ∙ 10−5 𝑚−3 6.10 ∙ 10−6 𝑚−3 

Discrete 

mechanism 

Rotating equipment 1.5 ∙ 10−9 𝑚−3 ∙ 𝑠𝑒𝑐−1 1.5 ∙ 10−9 𝑚−3 ∙ 𝑠𝑒𝑐−1 

Electrical equipment 1.5 ∙ 10−9 𝑚−3 ∙ 𝑠𝑒𝑐−1 1.5 ∙ 10−9 𝑚−3 ∙ 𝑠𝑒𝑐−1 

Other 1.2 ∙ 10−8 𝑚−3 ∙ 𝑠𝑒𝑐−1 1.2 ∙ 10−8 𝑚−3 ∙ 𝑠𝑒𝑐−1 

Electrostatic discharges 4.0 ∙ 10−7 𝑚−3 ∙ 𝑠𝑒𝑐−1 NA 

Total 4.15 ∙ 10−7 𝑚−3 ∙ 𝑠𝑒𝑐−1 1.50 ∙ 10−8 𝑚−3 ∙ 𝑠𝑒𝑐−1 
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0.01 kg/s H2 – fuelling station 0.1 kg/s H2 – fuelling station 

  

1 kg/s H2 – fuelling station 10 kg/s H2 – fuelling station 

  

100 kg/s H2 – fuelling station 1000 kg/s H2 – fuelling station 

 

Fig. 3.  Assumed gas cloud transients for refuelling station. 
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Fig. 4. Car refuelling case: overall results. 

12. Conclusions 

A model enabling estimation of ignition probability for use in quantitative risk analysis for facilities 

handling hydrogen is presented in this paper. The model was delivered by the first phase of the 

SAFEN (Safe Energy Carriers) JIP project. The model parameters are derived from current industry 

knowledge basis on ignition mechanisms and incident data captured in the SAFEN project. The model 

is sensitive to ignition mechanisms that we believe are driving for ignition of hydrogen leaks: (1) 

Ignition by hot surfaces, (2) Ignition by mechanically generated sources, (3) Ignition by static 

electricity and (4) Adiabatic compression and shock waves (diffusion ignition). 

The SAFEN ignition model incorporates a specific model for Non-Ex equipment that we believe is 

crucial for the ignition probability at facilities with such equipment. According to current industry 

practice, Non-Ex equipment may be found at facilities handling hydrogen due to that the method for 

definition of hazardous zones do not reflect the extent of flammable gas in credible accident scenarios. 

The test of the ignition model demonstrated results in line with the established target stating that the 

overall ignition probability for hydrogen leaks in industrial environments is expected to be in the 

range 1 to 10%. 

It must be emphasized that the uncertainty associated with the proposed SAFEN ignition model is 

considerable, and an experimental campaign is launched in the HICON project to provide basis for 

reassessment of the proposed model. Note also that the first version of the model does not incorporate 

special ignition mechanisms related to liquified hydrogen released into/onto water, which is believed 

to be a case that needs special attention. A revised model will be delivered according to updated 

knowledge late 2025. Nevertheless, the proposed model is considered to be the best available ignition 

probably model for estimation of ignition probability associated with hydrogen leaks in industrial 

environments. 
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Abstract 

“Can the LOPA method be used for assessing explosion risks in hazardous areas?” In the  
Platform ATEX 153 and SIL Platform, under governance of the Royal Netherlands Standardization 
Institute (NEN), there was a growing interest in having a semi-quantitative approach for explosion 
risk assessment in designing process installations. This resulted in the development of a so-called 
explosion layer of protection analysis (Ex-LOPA) method, complementary to the conventional  
PHA-LOPA, which allows for a consistent assessment of explosion risks in hazardous areas.  
In hazardous areas (Ex-Zones), the frequency of the occurrence of an explosive atmosphere can be 
expected at least once per year or more during normal operation, i.e. within the Safe Operating Limits, 
and is regarded as an enabling condition for an explosion to happen. Hence, in Ex-LOPA the  
deviating initiating event under normal operation becomes the occurrence of potential ignition 
sources. The likelihood that the identified potential ignition sources become active and effective  
was estimated from international standards for use of equipment in hazardous areas and the modelling 
of ignition sources on offshore oil and gas facilities under real conditions. Different types of measures 
of explosion prevention and protection can be considered as independent protection layers (IPLs),  
for which Risk reduction factors (RRFs) are suggested. Practical application of the Ex-LOPA method 
demonstrates the difference between the risk of ignition in a hazardous area and the overall 
assessment of explosion risks. The sensitivity with respect to different level of protection of  
Ex-equipment (i.e. Zone 2 versus Zone 1) decreases with a lower proportion of critical failure modes, 
while the likelihood of the occurrence of an explosive atmosphere increases. Hence, the resulting 
overall ignition hazard frequency appears to be independent of the Ex-Zone and typically ranges 
between 10-3 and 10-4 per year. Additional measures may still be necessary to reduce the explosion 
risk of hazardous explosive atmospheres to acceptable or tolerable levels. 

Keywords: explosion risks, hazardous areas, layer of protection analysis, ignition sources  

1. Introduction 

European Directive 1999/92/EC (ATEX 153) deals with the safety and health protection of workers 
potentially at risk from explosive atmospheres. The employer shall comply with the minimum 
requirements set out in this Directive for workplaces and work equipment where potentially explosive 
atmospheres may occur. It requires an overall assessment of explosion risks and provision of  
measures to eliminate, prevent or protect against explosions, taking account of: 

• the likelihood that explosive atmospheres will occur and their persistence, 
• the likelihood that ignition sources will be present, become active and effective, 
• the installations, substances used, processes, and their possible interactions, 
• the scale of the anticipated effects. 

Every company may use its own risk matrix and risk tolerance criteria to assess and evaluate risks 
from potentially explosive atmospheres.  
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An overview of the different types of explosion risk assessment methods is shown in Figure 1. 

 
Fig. 1. Different types of explosion risk assessment methods 

The formation of potentially hazardous explosive atmospheres should preferably be avoided inside 
process equipment as well as leakages or venting of flammable/combustible materials to the 
atmosphere. Measures should be taken that reduce the Ex-Zone to preferably a Non-Hazardous Area 
or Zone 2/22, i.e. reduction of the likelihood of an explosive atmosphere being present. 

In PHA-LOPA studies the risks of credible explosion scenarios associated with processes and 
operations, as identified in Process Hazard Analysis (PHA), are assessed for unintended process 
deviations (causes/initiating events) outside the Safe Operating Limits (API RP 584) that may result 
in catastrophic failure of equipment. 

On the other hand, the explosion layer of protection analysis (Ex-LOPA) is developed for normal 
operations within the Safe Operating Limits, which allows for a consistent risk assessment of 
explosion scenarios in hazardous areas. The presented Ex-LOPA method is especially intended for: 

• analysis of possible explosion scenarios in Hazardous Areas (especially Zones 1/21 and 0/20),  
 which depends on the likelihood (i.e. frequency and duration) of an explosive atmosphere; 
• identifying effective explosion prevention and protection measures in enclosed areas where 
 an explosion overpressure can be expected; 
• evaluating risks from credible explosion scenarios with potential fatal consequences. 

This Ex-LOPA method is not applicable for risk assessment of mist explosions or dust explosions 
originating from dust layers, such as secondary dust explosions. 

2. Ex-LOPA Methodology 

2.1. Presence of Explosive Atmospheres and Explosion Risks 

The Ex-LOPA method distinguishes between the risk of ignition in a hazardous area and the 
assessment of explosion risks. Hazardous areas can be classified, based on the likelihood  
(i.e. frequency and duration) of occurrence of an explosive atmosphere, in accordance with standards 
IEC 60079-10-1 and IEC 60079-10-2. In Hazardous Areas (Zones) the frequency of the occurrence 
of an explosive atmosphere can be expected under normal operation (i.e. within the Safe Operating 
Limits) at least once per year or more, which is typically a high-demand mode, as is illustrated in 
Figure 2. The frequency (FEx ≥ 1/yr.) of the occurrence and duration (TEx) of an explosive atmosphere 
may be taken from codes (Energy Institute, 2015) relating to specific industries or applications. 
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A convenient quantitative definition of the zone types in terms of the total duration that an explosive 
atmosphere would be expected to be present in a year (~10,000 hours) is: 

• Zone 0/20: TEx > 1000 hours 
• Zone 1/21: 10 hours < TEx ≤ 1000 hours 
• Zone 2/22: TEx ≤ 10 hours 

This results in the calculation of the probability of an explosive atmosphere being present (PEx): 

PEx = TEx/10,000         (1) 
 

 
Fig. 2. Difference between frequencies (FEx) and probability (PEx) of explosive atmospheres for Zone 2/22 

 

Layer of Protection Analysis (LOPA) is a semi-quantitative risk assessment for evaluating each single 
cause-consequence pair of a typical explosion scenario with independent protection layers (IPLs), 
based on the principles of explosion prevention and protection, as presented in Figure 3 (Perbal et al., 
2006). Elimination or minimization of explosion risk can be achieved by taking additional technical 
and/or organizational measures appropriate to the nature of the operation, in order of priority and in 
accordance with the following basic principles: 

1. preventing the formation of explosive atmospheres; 
2. preventing potential ignition sources; 
3. mitigating the consequences of an explosion, where necessary combined with additional 
 measures against propagation of explosions. 

Different types of technical and/or organizational measures of explosion prevention and protection 
can be considered as independent protection layers (IPLs). An IPL is defined as a device, system or 
action that is capable of preventing the scenario from proceeding to its undesired consequence, 
independent of the initiating event or the action of any other layer of protection associated with the 
scenario. 

 
Fig. 3. Typical explosion scenario with independent protection layers (IPLs) 
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In Ex-LOPA the frequency of an explosion scenario or Explosion Hazard Frequency (EHF) can be 
quantified: 

   EHF = IHF x PCM x (∏ PIPL)     (2) 

In which: 

PCM = Probability for Conditional Modifiers (see 2.4) 
PIPL = Probability of failure on demand for an Independent Protection Layer (see 2.5) 

To be able to calculate the Ignition Hazard Frequency (IHF), it is necessary to both know the 
frequency and the duration of the effective ignition source as well as that of the occurrence of a 
potentially explosive atmosphere. In Figure 4 two example time scales are shown to indicate the 
statistical element of coincidence for Zone 1 and Zone 2 (Pieters et al., 2011). 

 
Fig. 4. Simultaneous independent occurrences of an explosive atmosphere and effective ignition source 

 

An ignition of an explosive atmosphere will occur when the red time periods (frequency and duration 
of the explosive atmosphere) coincide with the blue time periods (i.e. occurrence of an effective 
ignition source). The ignition hazard frequency (IHF) can be estimated for simultaneous but 
independent occurrences of an explosive atmosphere and that of an effective ignition source (in case 
PIg = FIg x TIg ≤ 0.1): 

IHF = FIg x PEx + FEx x PIg = FIg (PEx + FEx x TIg) per year (3) 

The variables influencing the Ignition Hazard Frequency (IHF) are:  

FIg = Frequency of an effective ignition source 
TIg = Duration of the ignition source being effective 
FEx = Frequency of occurrence of a potentially explosive atmosphere 
TEx = Duration of the potentially explosive atmosphere 
PIg = Probability of an effective ignition source being active (PIg = FIg x TIg ≤ 0.1) 
PEx = Probability of the explosive atmosphere being present (PEx = FEx x TEx ≤ 0.1) 

When FEx x TIg << PEx (or TIg  0.1 TEx), a simplified formula can be used for estimation of the 
Ignition Hazard Frequency (IHF): 

IHF ≈ FIg x PEx    per year  (4) 

with the initiating event frequency (FIg) of an effective ignition source. 

The more likely the occurrence of a hazardous explosive atmosphere is, the higher the extent of 
measures against effective ignition sources shall be and vice versa. Effective independent protection 
layers (IPLs) shall be specified to demonstrate that the residual explosion risk as per design intent is 
achieved.  

Ignition 
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2.2. Initiating Event Frequency 

2.2.1. Occurrence of potential ignition sources 

In Ex-LOPA the deviating initiating event under normal operation is the occurrence of potential 
ignition sources. There are 4 main types of initiating events that can cause ignition: 

1. Equipment failure 
2. Process related 
3. Human related 
4. External events 

Ignition Hazard Assessment (IHA) shall be conducted for all possible ignition sources present in  
each hazardous area that could occur during normal operations or in case of (rare) malfunctions.  
The 13 types of possible ignition sources, as defined in EN 1127-1, shall be systematically evaluated, 
and compared with the ignition properties of the specified potentially explosive atmospheres. 
Subsequently, the likelihood that the identified potential ignition sources become active and effective 
shall be estimated. 

2.2.2. Equipment failure 

The unmitigated frequency (FIg) of occurrence of effective ignition sources without application of 
any additional measures and the required explosion protection of (non-)electrical Ex-equipment for 
safe use in the different zone types is indicated in Table 1. This table is based on the Hardware Fault 
Tolerance (HFT) requirements for equipment related to the occurrence of effective ignition sources, 
with reference to the standards ISO 80079-37 and IEC/TS 60079-42. The required additional risk 
reduction measures, with risk reduction factors (RRF) for IPLs presented in Table 1, will then result 
in the Category of the Ex-equipment for use in the applicable Zone. Equipment that has no own 
potential sources of ignition needs also to be assessed for the intended operation in accordance with 
the European Directive 1999/92/EC (ATEX 153). 

The Ignition Hazard Frequency (IHF) of Ex-equipment can be estimated from Table 1: 

   IHF = (FIg/RRF) x PEx      (5) 

Table 1. Unmitigated ignition frequencies and IPL requirements for equipment in different zones 

 
    * Continuous Supervision (IEC 60079-17) 

  --- No Safety Requirements / Protection Layer is not needed 

    a No Special Safety Requirements (Unclassified Safeguard since PFD > 0.1) / Protection Layer is probably not needed 

 
For non-electrical Ex-equipment, failure rate data are often not available and depend strongly on the 
application and conditions in use (Sherwen, 2009). It is noted that the ignition frequency of electrical 
Ex-equipment suited for Zone 0/20 in Table 1 is believed to be high compared to real evidence. 
Unfortunately, manufacturers usually do not specify dangerous failure rate data in their specifications 
of Ex-equipment.  
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In situations where insufficient or no failure rate data are available, Table 1 can be used as a worst-
case approach. 

In Table 2 the failure frequencies for electrical equipment resulting in a sufficiently strong ignition 
source for different types of Ex-protection were estimated from modelling of ignition sources on 
offshore oil and gas facilities under real conditions (van Wingerden, 2010). The suggested failure 
frequencies have been verified and confirmed for a limited number of electrical equipment approved 
for use in potentially explosive gas atmospheres. If more substantiated data are available, these may 
be used instead. For convenience in the calculations, a year can be assumed to have ~10,000 hours. 

Table 2. Estimated failure frequency (hr-1) for electric equipment in explosive gas atmospheres that may 
result in a potential ignition source for different types of Ex protections (van Wingerden, 2010). 

Type of protection Use in 
Zone 

Normal 
failure rate (hr-1) 

Failure rate 
harsh environment (hr-1) 

Ex ia 0 3.3x10-8 1.0x10-7 

Ex ma 0 3.3x10-8 1.0x10-7 

Ex ib 1 3.3x10-7 1.0x10-6 

Ex mb 1 3.3x10-7 1.0x10-6 

Ex d, only sparking 1 1.0x10-7 1.0x10-7 

Ex d, sparking and hot surfaces 1 3.3x10-7 1.0x10-6 

Ex e 1 3.3x10-7 1.0x10-6 

Ex p 1 3.3x10-7 1.0x10-6 

Ex n 2 3.3x10-6 1.0x10-5 

Ex s* 0-2 3.3x10-6 1.0x10-5 

* Assumed equal to Zone 2 equipment Ex n (IEC 60079-15) by Ex sc (IEC 60079-33) unless Zone Category is given 

 

All technical requirements for electrical equipment with the types of protection: 
• flameproof enclosure "d" (IEC 60079-1) 
• pressurized enclosure “p” (IEC 60079-2) 
also apply to non-electrical equipment. Hence, the dangerous failure rates would be identical for these 
protection concepts (see ISO 80079-36: Annex G). 

The following types of protection can be used for Ex-equipment in potentially explosive dust 
atmospheres: 

• intrinsic safety “i”  (IEC 60079-11) 
• encapsulation “m”  (IEC 60079-18) 
• pressurized enclosure “p” (IEC 60079-2) 
• enclosure “t”  (IEC 60079-31) 

Electrical equipment can initiate dust explosions by electrical sparks or by thermal ignition from hot 
surfaces. For electrical equipment with types of protection “i” (IIIA/IIIB), “m”, and “p”, there will be 
no differences in failure mechanisms, whether used in explosive gas or dust atmospheres. Hence,  
the ignition frequency (FIg) of an explosive dust cloud due to malfunction can be assumed to be 
identical as the estimated failure frequencies for these types of electrical equipment in Table 2, 
without the use of a Conditional Modifier for ignition source effectiveness. Unfortunately,  
for equipment with protection by enclosure "t" no generic failure rate data are available. In case of 
dust layers the failure mechanisms of the equipment may be different, for which Table 2 cannot be 
used but Table 1 may still be applicable under the European Directive 2014/34/EU (ATEX 114). 
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2.2.3. Process related 

For potential process related ignition sources (e.g. high temperatures) to be expected during normal 
operation frequently or for long periods (high-demand mode scenarios), the Basic Process Control 
System (BPCS) shall prevent the occurrence of an effective ignition source in hazardous areas.  
In case of a BPCS failure a typical initiating event frequency FIg = 0.1/yr. is chosen in practice. 

2.2.4. Human related 

In case the potential ignition source is related to activities or presence of personnel in a hazardous 
area, the initiating event frequency (FIg) needs to be estimated, taking into account the effectiveness 
of administrative control measures to prevent ignition sources. For the use of dissipative clothing, 
footwear and permit-to-work system typically a RRF = 4-10 can be expected (HSE RR226, 2002). 

2.2.5. External events 

External events include natural phenomena such as lightning strikes. IEC 62305-2: is applicable to 
risk assessment for a structure due to lightning flashes to earth. Its purpose is to provide a procedure 
for the evaluation of such a risk. The number of lightning flashes influencing the structure depends 
on the dimensions and the characteristics of the structure, on the environmental characteristics of  
the structure, as well as on lightning ground flash density in the region where the structure is located 
(IEC 62858). In Ex-LOPA a typical frequency of lightning strikes FIg = 10-3/yr. is assumed. 

2.3. Enabling Condition 

2.3.1. Definition and Characteristics 

In Ex-LOPA there may be so-called Enabling Conditions that are neither failures nor protection 
layers, An Enabling Condition is a condition or operating phase that does not directly cause or initiate 
the scenario, but which must be present or active in order for the scenario to proceed to a hazardous 
event, expressed as a dimensionless probability. In hazardous areas (Ex-Zones), the probability of the 
occurrence of an explosive atmosphere (PEx) that can be expected during normal operation  
within the Safe Operating Limits, is regarded as an enabling condition for an explosion to happen. 

2.3.2. Time at risk for different zone types 

A typical Enabling Condition is the so-called time at risk (or hazard presence factor) is the fraction 
of time the hazard is present in the process. In Ex-LOPA the Enabling Condition is determined by the 
grade of a release source resulting in the likelihood of an explosive atmosphere being present. In order 
to use the time at risk factor, the risk has to be proportional to the duration that the hazard exists;  
an initiating event with a random frequency supports the use of time at risk. 

If the initiating event (effective source of ignition) can occur prior to the hazardous time fraction 
without being detected, e.g. by a safety device, or continuous supervision (IEC 60079-17),  
then the error is only revealed during the hazardous time fraction and the time at risk factor (PEx) as 
Enabling Condition does not apply. 

If the likelihood of a potentially explosive atmosphere is proportional to the frequency of occurrence 
of a potential ignition source (e.g. due to equipment failure), then the time at risk is not appropriate 
and a probability of 1 shall be assumed. For example, in the case that occurrence of potential ignition 
sources (e.g. auto-ignition, hot surface, electrostatic discharge, or shockwave) is not independent from 
the leakage or release of a flammable substance. 

The maximum probabilities of a potentially explosive atmosphere (PEx) being present can be related 
to the different Ex-Zones: 

Zone 0/20: PEx = 1 
Zone 1/21: PEx = 10-1 
Zone 2/22: PEx = 10-2 (see 3.1)  
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For a Non-Hazardous Areas (NHA) the likelihood of an explosive atmosphere is assumed: 

PEx  10-5 per annum. 

Artificial ventilation may result in Zone reduction. In case artificial ventilation has not already been 
credited in the Zone of the Hazardous Area Classification, then a risk reduction factor for artificial 
ventilation can be included as IPL1 from Table 3. 

2.3.3. Inerting 

Where specific measures such as inerting are used, the interior of equipment containing flammable 
substances may not need to be classified as a hazardous area or may be assigned a less onerous zone. 
In such cases the reliability of the inerting system should be proportional with the reduction in 
hazardous area that is determined for the interior of the equipment. The required safeguarding of the 
inerting system is determined by the risk reduction factor (RRF) for IPL1 in Table 3. 

2.4. Conditional Modifiers 

2.4.1. Definition and Characteristics 

Conditional Modifiers are probabilities (PCM) included in scenario risk calculations, when risks are 
expressed in consequences (e.g. explosion, fatalities) instead of initiating event terms (e.g. equipment 
failures, ignition sources). Conditional Modifiers include, but are not limited to probability of 
personnel presence potentially at risk from explosive atmospheres, probability of injury or fatality, 
and probability of equipment damage or other financial impact. Conditional Modifiers in Ex-LOPA, 
if applicable, are described below. 

2.4.2. Probability that initiating event (dangerous failure) causes an effective ignition 

Normally, in Ex-LOPA the likelihood estimation of the initiating event is already the occurrence of 
an effective ignition source (FIg). In that case, the probability of ignition (PIg) cannot be used as a 
Conditional Modifier. However, the suggested Ex-equipment failure rates in Table 2 seem also to 
include failure modes that do not actually become an effective source of ignition in outdoor classified 
areas for Zone 1 and Zone 2. In reality, the results show that the number of hazardous failure modes 
(in terms of modes that actually cause an effective ignition) is not more than 2% of the equipment 
failure modes that may result in a potential ignition under outdoor conditions (Fossan et al., 2018). 
Hence, in outdoor classified areas for Zone 1 and Zone 2 a Conditional Modifier PCM = 0.02 could  
be used in case of gas detection combined with automatic isolation of electrical ignition sources  
(HSE RR1123, 2017). In all other situations, including dust explosion hazards, PCM = 1 shall be used. 

Dust explosions are generally more difficult to initiate than gas/air explosions. Hence, the outcome 
of the Ex-LOPA calculations – the expected frequency of the incident – may be higher than expected 
in practice. This may be due to the fact that the probability that a failure in Ex-equipment leading to 
an effective ignition (which is a Conditional Modifier) has been set at 1. However, numerous tests 
with powders have shown that dust clouds do not ignite with every spark. Therefore, the true ignition 
hazard frequency in dust zones will probably be lower than calculated. 

2.4.3. Probability of Personnel Presence 

This Conditional Modifier is to provide supporting realistic estimation of personnel presence in the 
effect area potentially impacted by an explosion or fire scenario. Credit may be taken for time that 
personnel is not present in the effect area if the hazard may result in injury or fatality consequences. 

This probability (PCM) is to distinguish between areas that is normally occupied against areas that are 
normally unoccupied or significantly less occupied. In case the potential ignition source is related to 
the presence of people, no credit can be taken and PCM = 1. Personnel presence should also not be 
credited if it is included in the determination of the severity of consequences. 
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2.4.4. Probability of Injury or Fatality 

The probability (PCM) that, given a person is within the effect area, a serious injury or fatality would 
actually occur. This conditional modifier cannot be determined independently of the probability of 
personnel presence, since it will be affected by the criteria chosen for calculating the effect area (e.g. 
heat radiation and blast effects) potentially impacted by the scenario, e.g. for a flash fire, jet fire, pool 
fire, or a (confined) gas explosion. The probability of a fatality PCM = 1 in case a person is outdoors: 

• inside the contour of the Lower Flammable Limit (LFL) at the time of ignition, or  
• exposed to heat radiation ≥ 35 kW/m2 (exposure ≥ 20 s), or  
• exposed to an explosion peak overpressure ≥ 0.3 barg. 

This Conditional Modifier should not be credited if it is already included in the determination of the 
severity of consequences. Under certain conditions it might also be possible to avoid the hazard in 
case of a timely escape or evacuation and a PCM ≥ 0.1 may be considered, e.g. after a gas alarm 
generated by detection of the formation of a potentially hazardous explosive atmosphere. 

2.5. Independent Protection Layers 

2.5.1. Definition and Characteristics 

An Independent Protection Layer (IPL) is a device, system, or action that is capable of preventing a 
scenario from proceeding to the undesired consequence without being adversely affected by the 
initiating event or the action of any other protection layer associated with the scenario. While IPLs 
are extrinsic safety systems, they can be active or passive systems: 

Active IPL: An active IPL is a device or system that changes from one state into another, in response 
to a change in process activity. For example, a pressure relief device is an active IPL 
that opens when there is an abnormal change in the pressure inside a vessel and remains 
open until the pressure in the vessel reduces to a value below the settings in the pressure 
relief device. 

Passive IPL: A passive IPL can achieve its risk reducing function without the requirement to take any 
action or change the state of the system. For example, detonation arresters and blast-
walls are passive IPLs that reduce the risk. 

Human IPL: Human IPLs involve the dependency on operators or other staff to take action to prevent 
an undesired consequence, in response to alarms or following a routine check of the 
system. 
 

2.5.2. Basic concepts for explosion protection 

Explosion prevention and protection systems can be distinguished in the following order of priority 
(Pekalski et al., 2005): 

IPL1: Explosive Atmospheres Prevention Measures 

 In Table 3, IPL1 may only be applied if these have not already been credited in the Ex-Zone 
of the Hazardous Area Classification. It is recommended that risk reduction by means of 
artificial ventilation, including (start-up) conditions, are identified as IPL1. 

IPL2: Ignition Prevention Measures 

 Examples are safety-instrumented-systems to prevent ignition source formation, end of line 
flame arresters, grounding and bonding (see Table 4). RRF for electrostatic bonding via 
conductive solid metal bolt/flange connections will be dependent on conductivity of flange 
connections (e.g. presence of corrosion, paint or coating). 
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IPL3: Explosion Protection Measures 

 For example, explosion vent panels and explosion suppression systems. A model for 
calculation of the residual risk of failure of explosion protection systems to mitigate an 
explosion on an industrial process plant for specific configurations may be used (Date et al., 
2009). However, for reasons of simplicity the RRF values in Table 5 may be used instead. 

Based on data in literature (Markowski, 2007), expert insights, and information from manufacturers, 
the following Risk Reduction Factors (RRF) for IPL1, IPL2, and IPL3 are suggested in Tables 3, 4, 
and 5, where: 

 PIPL = 1/RRF         (6) 

It is assumed that the equipment is well designed, installed, inspected, tested and maintained in 
accordance with applicable standards and manufacturers recommendations. If more substantiated 
data are available, these may be used instead. 
 

Table 3. Explosive atmospheres prevention measures (IPL 1): Risk Reduction Factors (RRF) 

Measures to prevent the occurrence of potentially explosive atmospheres Standards RRF * 

Gas tight/fluid resistant physical barriers IEC 60079-10-1 1000 

Dust tight/ physical barriers/zone boundaries IEC 60079-10-2 1000 

Blind flange/leakage clamp to prevent formation of explosive atmospheres IEC 60079-10-1 100 

Safety Instrumented System (SIL 1) to prevent explosive atmospheres IEC 61511 1/PFD 

Safety Instrumented System (SIL 2) to prevent explosive atmospheres IEC 61511 1/PFD 

Safety Instrumented System (SIL 3) to prevent explosive atmospheres IEC 61511 1/PFD 

Restriction orifice to prevent formation of explosive atmospheres ISO 5167-2 100 

Preventing ingress of explosive gas atmospheres by internal overpressure IEC 60079-10-1 10 

Opening Type B IEC 60079-10-1 10 

Opening Type C IEC 60079-10-1 100 

Opening Type D IEC 60079-10-1 1000 

Continuous local artificial ventilation (to be present during normal operation) IEC 60079-10-1 10 

Continuous local artificial ventilation (with automated monitoring and alarm) IEC 60079-10-1 100 

Continuous local artificial ventilation (with interlock/automated backup) IEC 60079-10-1 1000 

Fair inerting/purging system 
(well designed and expected to be present during normal operation) 

NFPA 69 
CEN-TR 15281 

10 

Good inerting/purging system 
(well designed and good availability with adequate safeguarding) 

NFPA 69 
CEN-TR 15281 

100 

Displacement/evaporation suppression in enclosures/spaces by foam systems NFPA 11 10 

Non-Return Valve (single/double check valve in clean non-plugging service) 
EN 16767 
API 594 

10/100 

Single/Double Mechanical Seal 
API 682 
API 617 

10/100 

Liquid/Water Seals to prevent air ingress / to protect against air infiltration API 521 10 

 * Estimates 
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Table 4. Ignition prevention measures (IPL 2): Risk Reduction Factors (RRF) 

Measures to prevent the presence of effective ignition sources Standards RRF * 

Safety Instrumented System (SIL 1) to prevent ignition sources IEC 61511 1/PFD 

Safety Instrumented System (SIL 2) to prevent ignition sources IEC 61511 1/PFD 

Safety Instrumented System (SIL 3) to prevent ignition sources IEC 61511 1/PFD 

End of Line flame arrester 
IEC/ISO 80079-49 
CEN/TR 16793 

100 

Fluid tight/fluid resistant thermal insulation with visible Ex warning ASTM C1696-20  10 

Fluid tight resistant thermal insulation with visible Ex warning 
(sealed & periodic inspection) 

ASTM C1696-20 100 

Lightning Protection System 
IEC 62305 
NFPA 780 

10 

Electrostatic grounding detection with interlocking IEC/TS 60079-32-1 100 

Electrostatic bonding (via conductive solid metal bolt/flange connections) IEC/TS 60079-32-1 10-100 

Additional electrostatic bonding via separately mounted cable IEC/TS 60079-32-1 10 

Ioniser (passive/active/radioactive) IEC/TS 60079-32-1 10 

Insulating flange for preventing dangerous stray currents IEC/TS 60079-32-1 100 

Spark extinguishing system VdS 2106 10 

 * Estimates 

 

Table 5. Explosion protection measures (IPL 3): Risk Reduction Factors (RRF) 

Measures to mitigate the consequences of explosions Standards RRF * 

Explosion-pressure-resistant/explosion pressure shock-resistant equipment EN 14460 1000 

Inline deflagration/detonation arresters 
IEC/ISO 80079-49 
CEN/TR 16793 

100 

Explosion suppression system 
Extinguishing barrier 

EN 14373 
EN 15233 
EN 15089 

100 

Explosion pressure relief systems/Explosion venting devices on enclosures 
 
Highly reliable bursting plates 

ISO 80079-50 
EN 14797 
EN 14994 
EN 14491 
EN 16009 
NFPA 68 

100 
 
1000 

Tanks with weak roof-to-shell seam/joint (frangible roof) 
API 650/ 
NFPA 30 

100 

Flame front diverters (passive) 
EN 16020 
EN 15089 
NFPA 69 

100 

Passive explosion isolation system/passive flap valves 
EN 16447 
NFPA 69 

10 

Active explosion isolation system 
EN 15089 
NFPA 69 

10 

Rotary valve 
EN 15089 
NFPA 69 

100 

Screw conveyor/product receiver (material chokes for explosion isolation) 
EN 15089 
CEN-TR 17838  

10 

Remotely Operated Emergency Isolation Valve (ROEIV) 
Shut-Off Valves (ROSOVs) 

API RP 553 
HSG 244 

10 

 * Estimates 
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3. Calculations and discussion 

3.1. Ignition Hazard Frequency 

For the different Ex-Zones, the IHF values in Table 6 can be calculated with Formula (3) for the 
different frequencies and durations of effective ignition sources. For convenience of calculations, 
a year is assumed to have ~10,000 hours. If the simplified Formula (4) for Ex-LOPA is consistently 
being used for Zone 2/22, then PEx = 10-2 shall be used to achieve the comparable residual  
IHF = 10-3/yr. for an expected FIg = 10-1/yr. in Zone 2/22. 
 

Table 6. IHF values for different Ex-Zones depending on frequencies and durations of ignition sources 

Zone 
FEx 
(1/yr.) 

TEx 
(hrs.) 

PEx 
Fig 
(1/yr.) 

TIg 
(hrs.) 

IHF 
(1/yr.) 

2/22 1 10 10-3 10-1 10* 2x10-4 

2/22 10 1 10-3 10-1 10* 1.1x10-3 

2/22 10 1 10-3 10-2 100* 1.01x10-3 

1/21 100 10 10-1 10-2 0 1x10-3 

1/21 10 100 10-1 10-2 1 1.1x10-3 

1/21 100 10 10-1 10-2 1 1.1x10-3 

0/20 10 1000 1 10-3 0 1x10-3 

0/20  10 1000 1 10-3 1 1.001x10-3 

0/20 100 100 1 10-3 0 1x10-3 

0/20 100 100 1 10-3 1 1.01x10-3 

*  Continuous Supervision (IEC 60079-17) 

 
From Table 6 it can be concluded for Ex-equipment that is suited for the applicable Zone, the worst-
case ignition hazard frequency (IHF) appears in all cases to be typically in the range between 10-3 and 
10-4 per year. Hence, additional measures may be necessary to reduce the explosion risk of hazardous 
explosive atmospheres to acceptable or tolerable levels, depending on the company's risk policy. 

3.2. Example of Ex-LOPA 

The hazardous area classification of the potentially explosive vapour phase inside a vessel is Zone 1. 
The mechanical shaft seal of the agitator is intended for use in Zone 1 (Cat.2), but will in case of  
seal overheating due to rare malfunctioning result in an effective ignition source. The consequent 
vapour explosion inside the vessel may result in catastrophic failure with a potential fatality. 

 
Fig. 4. Ex-LOPA example: mechanical shaft seal of an agitator in Zone 1  
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The Ex-LOPA calculation for the above described explosion scenario would become: 

LOPA target value for a fatality:     ≤ 10-5/yr. 
FIg for rare malfunction of shaft seal (Cat.2):   ≤ 10-2/yr. 
PEx for presence explosive atmosphere (Zone 1):  ≤ 10-1/yr. 

Additional explosion prevention and protection measures will be required: 

IPL1 prevention of explosive atmosphere by inerting:  ≤ 10-2/yr.; or 
IPL3 explosion protection by installing venting device: ≤ 10-2/yr. 

4. Conclusions 

The Ex-LOPA method is complementary to PHA-LOPA and allows for a consistent risk assessment 
of explosion scenarios in hazardous areas. The sensitivity with respect to different level of protection 
of Ex-equipment (i.e. Zone 2 versus Zone 1) decreases with a lower proportion of critical failure 
modes, while the likelihood of the occurrence of an explosive atmosphere increases. Hence, the 
resulting overall ignition hazard frequency appears to be independent of the Ex-Zone and typically 
ranges between 10-3 and 10-4 per year. Additional measures may still be necessary to reduce the 
explosion risk of hazardous explosive atmospheres to acceptable or tolerable levels, depending on  
the company’s risk policy. The failure frequencies for Ex-equipment are based on general data from 
literature, but may be better for specific Ex-equipment in practice. This Ex-LOPA method is  
not applicable for risk assessment of mist explosions or dust explosions originating from dust layers. 
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Abstract 

Explosions pose a significant risk across various industrial settings, needing methodologies for risk 

quantification, prevention and mitigation. This paper provides an in-depth exploration of the 

Explosion Risk Assessment (ERA) methodology, with a specific focus on the application of 

Computational Fluid Dynamics (CFD) modelling techniques, and their pivotal role in understanding 

and mitigating explosion risk. 

The ERA methodology involves a systematic approach encompassing hazard identification, 

quantitative risk assessment, and strategic mitigation planning. By systematically examining 

variables such as leak frequencies, ignition probabilities, environmental conditions (e.g., ambient 

temperature, wind speed) and geometrical effects (e.g., congestion and confinement), it is possible to 

quantify both likelihood and severity of explosion events. Through some case studies, we demonstrate 

the nuanced effects of certain variables on ERA analysis. Variation in leak frequencies, changes in 

ignition probabilities, alterations in process conditions and geometry configurations can significantly 

affect the assessed risk levels. These case studies provide valuable insights into the dynamic nature 

of explosion risk, enabling stakeholders to tailor preventive strategies and enhanced safety protocols.  

This session aims to deepen the understanding of the ERA methodology, highlighting the significance 

of CFD-driven studies in assessing and managing explosion risk within industrial environments with 

the use of binning approach. By leveraging with case studies, attendees will gain valuable insights 

into how different variables impact ERA outcomes, refining preventive strategies and fortifying 

safety measures. 

Keywords: Explosion Risk Assessment (ERA), Computational Fluid Dynamics (CFD), Quantitative 

Risk Analysis, Process Safety, Risk Reduction, Risk Mitigation 

Introduction 

In a risk-based approach, it is accepted that the risk of harm is inevitable, and risk is calculated as the 

probability of the event occurring and multiplied with the severity of the outcome. The risk would 

reduce to a level that would be deemed as acceptable by either reducing the event likelihood, the 

severity of the consequence, or both. A consequence based assessment considers the most severe 

outcome, disregarding the estimation of the event likelihood, thus the idea of an acceptable risk. A 

risk-based approach represents a more solid way to look at potential harm as it considers both the 

extent of the consequence but also the probability of these consequences to happen. 

Quantitative Risk assessment is therefore a powerful technique used in the Oil and Gas industry to 

help both in the design of the facility itself (Risk Prevention) and in minimising impact on 

environment, people (population or workers), asset and reputation of a business in case of a Major 

Accident Hazard (MAH). MAHs typically include events like Toxic Dispersion, Jet Fire, Flash Fire, 

Explosion (deriving from vapour / 2-phase release) and Pool Fire (from liquid release).  
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The present work will focus on the Explosion Hazard and how it can be used for design purposes 

targeting the two areas of the risk: 

- Consequence deriving from an explosion event: calculated from CFD simulations and 

typically summarised via Overpressure, Pressure Impulse, Drag. 

- Frequency of an explosion event: calculated using databases for an estimation of the loss of 

containment frequency and ignition probability as per recognised international standards like 

IOGP 434-01 (2019), API 580 (2023), NORSOK Z-013 (2010) and IOGP 434-06 (2019). 

 

Each of these variables is dependent on a number of different parameters which will be discussed 

during the article, highlighting the effect of the main ones on the final outcome of the risk assessment. 

A case study will also be presented to show the difference between confined explosion and partially 

confined explosion. Results will be shown in terms of exceedance curves and Design Accidental 

Loads (DALs) (i.e Overpressure values at specific exceedance frequency). 

 

1. Methodology 

Risk is defined as (Frequency of a specific event) x (Magnitude of the consequence arising from such 

event). The main steps carried out during an ERA are reported in Fig. 1. 

 

Fig. 1. Main Parameters involved in risk calculation. 

A typical exceedance analysis will go through the following steps: 

- 3D mode construction. 

- Screening of the scenarios with the potential for explosion hazard. 

- Calculation, via dispersion simulations, of flammable cloud sizes. 

- Calculation of the explosion frequency associated to each scenario. 

- Calculation of overpressure detected at each target of interest. 

- Summary of the results (Exceedance curves / Design Accidental Loads). 
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2. Consequence Assessment 

An explosion is a sudden and rapid increase in volume and release of energy, usually accompanied 

by the generation of high temperatures (flames) and release of high-pressure gases (blast wave). This 

phenomenon happens when a flammable cloud is ignited in a relatively confined and congested area. 

Therefore, in order to compute the right overpressure at targets, initial dispersion simulations need to 

be carried out to calculate the flammable mass that can accumulate in an area of interest. 

Congestion (i.e., high density of small objects such as piping, cable trays, supports etc.) is in fact 

responsible for increasing the turbulence of the front of flame, which further accelerates generating 

higher turbulence levels as it interacts with the congestion in the area. To compute the right explosion 

magnitude, it is therefore necessary to estimate both the right levels of congestion and of flammable 

volume. 

In order for a MAH to happen, a release of hazardous material into the atmosphere has to take place. 

Typically, a release (flammable or toxic) from a pressurised vessel is referred to as Loss of 

Containment (LOC), leading to the formation of a dangerous cloud in the atmosphere. Although 

clouds can be both flammable and toxic, only flammable clouds are assessed in the present paper. 

2.1. Loss of Containment and release rate 

Loss of containment can be due to a number of different reasons (e.g., corrosion, vibration, dropped 

objects, faulty welding, lack of maintenance, etc.). This paragraph will focus on the modelling of 

different release rates while the estimation of the frequency of occurrence will be discussed in  

Paragraph 3. 

Because of the aleatory nature of a loss of containment, it is not possible to foresee when or the extent 

of such release. Therefore, a standard set of release rates is modelled as suggested in IOGP 434-06 

(2019). 

Release rate through an orifice due to a differential pressure is calculated from Bernoulli equation 

assuming incompressible flow as detailed in Perry (1984): 

𝑞𝑚 = 𝐶𝐴2√2𝜌(𝑝𝑖𝑛𝑡 − 𝑝𝑎𝑚𝑏) Eq. (1) 

This calculation is performed using specific consequence modelling software, allowing the 

calculation of the release rates from a pressurised release of given Temperature and Pressure from 

different leak sizes. 

This exercise is performed for any pressurised release, to which the right material composition is 

associated. The outcome of this process is the calculation of all of the possible releases from a given 

facility (e.g. offshore platform, etc). 

2.2. Release Velocity 

Given the pressurised release, it is important to predict the right velocity of the jet. Considering Eq. 

(1) (as described in Paragraph 2.1) and the mass balance for flow in pipes: 

𝑞𝑚 = 𝜌𝑢𝐴2 Eq. (2) 
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It is possible to calculate the exit velocity of the jet by sampling combining Eq. (1) and Eq. (2) to 

calculate the velocity u. 

Velocity is another crucial parameter into the estimation of the right cloud properties. Jets with lower 

velocity (i.e., being released by a lower pressure or with a higher molecular weight) will be subject 

to a fast dilution due to interaction with the wind. This will result into smaller flammable cloud 

volume and lower value of the overpressure at targets. 

2.3. Material 

Based on the nature of the chemical processes, every part of the plant will handle different types of 

materials (e.g., a de-butaniser will produce LPG from the top of the column and C5+ cut from the 

bottom). Computing the right material properties is essential as different flammable mixtures will 

have different values for burning velocities, flammability limits, molecular weights, etc; all 

parameters that can affect explosion overpressure values at different targets. 

Different materials (e.g., Methan, Ethane, Propane) being released with the same velocity will create 

two different clouds. In fact, materials with a higher molecular weight will have a higher density and 

therefore, on equal velocity, will be released at a higher flowrate than material with lower molecular 

weight. 

For our case study, three materials were considered and a release was setup. The pressure vessel was 

calibrated to consider: 

- Leak size of 150 mm in diameter 

- Methane release temperature at 20°C 

- Methane release rate at 1 kg/s 

An initial exit velocity was calculated at 85 m/s for such release. The same simulation has been carried 

out using ethane and propane and the release was tuned to keep a velocity of 85 m/s as it was 

calculated for the methane simulation. 

Results were collected and they are presented in Table 1 where it is shown that on equal release 

velocity, methane was released with a flowrate of 1kg/s, Ethane was released at 1.87 kg/s while 

propane was release with a flowrate of 2.75 kg/s. 

Table 1. Impact of different material on released flow given constant velocity. 

Component Mw T Flow Area Density Velocity 

[kg/kmol] [°C] [kg/s] [m2] [kg/m3] [m/s] 

Methane 16 20 1.00 0.018 0.67 85 

Ethane 30 20 1.87 0.018 1.25 85 

Propane 44 20 2.75 0.018 1.83 85 

 

Flowrates increases with molecular weight because of the increase in density. Also, because of the 

molecular weight, light clouds will disperse more easily compared to dense clouds creating, on equal 

set of all other process parameters, smaller flammable clouds. Therefore, different molecular weights 

(i.e. different materials) have an impact on the cloud volume as higher flowrates/ higher molecular 

weight can generate bigger flammable clouds leading to higher overpressures. 

99



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

2.4. Wind 

Wind is crucial for the prediction of the right flammable cloud size. It is a local property and therefore 

every assessment has a different distribution of wind intensity and directions (i.e., coming from). All 

information relevant to the wind are found in the local wind rose. Conventionally, 0 degrees is 

associated with wind coming from north and counted clockwise (i.e., 90 degrees is associated with 

wind coming from east, etc.) 

An example of local wind rose is reported in Fig. 2 

 

Fig. 2. Example of local wind rose. 

 

Typically, the wind is modelled considering the combination of a Pasquill stability class and a wind 

speed. 

Pasquill Classes are a system to categorise the atmospheric turbulence into six stability classes named 

A, B, C, D, E and F, with class A being the most unstable or most turbulent class, and class F the 

most stable or least turbulent class as described in Pasquill F. (1961). 

Given the information provided in the wind rose, the wind velocity range is broken down into 

intervals (a typical set of velocities used in exceedance study is 2 / 5 / 10 m/s). Each of these velocities 

is associated with a Pasquill stability class in accordance with information provided in Fig. 3. 

 

Fig. 3. Guideline to selection of Pasquill Stability Class (Pasquill F. (1961). 
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Wind affects the dispersion of the cloud. Different stability classes and wind speeds provide different 

levels of turbulence and therefore local mixing affecting the dilution of the cloud with air and so the 

flammable cloud size. 

Considering the Methane scenario as detailed in Table 1, CFD simulations using FLACS v22.2 have 

been carried out considering 2 wind conditions (i.e. 2F and 5D) and 3 wind directions (i.e. along wind 

– 180 degrees, cross wind – 270 degrees, against wind - 0 degrees). Summary of the Run ID is 

reported in Table 2 

Table 2. Run ID for Methane Release 

Run ID Material Leak Direction 
Wind Direction Weather 

- [degrees] [-] 

200000 Methane North (+Y) Along Wind 180 2F 

200001 Methane North (+Y) Along Wind 180 5D 

200002 Methane North (+Y) Cross Wind 270 2F 

200003 Methane North (+Y) Cross Wind 270 5D 

200004 Methane North (+Y) Against Wind 0 2F 

200005 Methane North (+Y) Against Wind 0 5D 

 

Findings are presented in Fig. 4 in terms of flammable cloud (isosurfaces between LFL value of 0.05 

v/v and UFL value of 0.14 v/v) and Table 3 in terms of flammable volumes. 

 

Fig. 4. 3D Flammable iso-surfaces for methane release under different wind conditions 

 

Table 3. Flammable cloud volumes from methane release for different weather conditions 

Run ID Material Leak Direction 
Wind Direction Weather Flammable Volume 

 [degrees] [-] [m3] 

200000 Methane North (+Y) Along Wind 180 2F 24 

200001 Methane North (+Y) Along Wind 180 5D 15 

200002 Methane North (+Y) Cross Wind 270 2F 23 

200003 Methane North (+Y) Cross Wind 270 5D 10 

200004 Methane North (+Y) Against Wind 0 2F 70 

200005 Methane North (+Y) Against Wind 0 5D 40 
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Results presented in Table 3 confirm that in general, on equal wind direction, the 2F cloud is bigger 

than the 5D cloud, this is due to the higher mixing of the outer layers of the LFL cloud (for 5D 

compared to 2F). In terms of wind direction, wind acting against the leak direction generate 

considerably bigger clouds than “along wind” and “cross wind” cases. This is due to air entrainment 

diluting higher concentrations of the cloud (higher than the UFL) generating larger flammable 

volumes. 

CFD analysis is able to correctly predict the amount of flammable gas (i.e. gas mass between LFL 

and UFL) compared to integral models where it is not possible to model different combinations of 

release directions and wind directions. Most software developed on integral models can only in fact 

model along wind scenarios underpredicting the flammable clouds and therefore the explosion extent. 

2.5. Duration of the release 

Not all the pressurised vessels hold the same amount of hazardous material. For small volumes, in 

fact the pressure will decrease a few seconds after the release and therefore the release rate will also 

drop. On the other hand, big inventories can sustain a constant flowrate for a long duration. Based on 

the above, some releases can be strongly dependent on time and therefore require a time varying 

modelling to calculate the right size of the cloud. Therefore, the longer the release, the bigger the 

flammable cloud that will result from the LOC. 

2.6. Explosion Extent 

Once the dispersion simulations have been finalised and all flammable masses are correctly computed 

and calculated at each of the congested areas, the explosion consequence modelling is carried out. 

As per software guidelines FLACS-CFD v22.2 (2023), it is recommended to use homogeneous 

stoichiometric fuel mixtures and idealized gas clouds of rectangular shapes for which the software 

has been validated against experimental data. This method is conservative as it assumes all flammable 

gas (between LFL and UFL) is mixed with air (by the turbulence generated during the explosion) to 

a stoichiometric concentration before being completely burnt, hence releasing the maximum amount 

of energy. An example of 3D flammable cloud for explosion simulation is reported in Fig. 5. 
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Fig. 5. 3D Flammable cloud for an explosion simulation using FLACS-CFD 

 

Different ignition points were also considered for each gas cloud size and location. Ignition points 

were selected with the aim of assessing likely worst-case scenarios. Edge / corner and central ignitions 

are primarily considered to ensure the inclusion of maximum potential flame development and speed-

up cases. 

Placing an ignition source near the edge / corner of the gas cloud will allow the flame front to travel 

further. In a congested environment, this will allow the flame front to accelerate over a greater 

distance as it interacts with the surroundings due to the so-called ‘positive feedback loop’ causing 

acceleration due to turbulence. Consequently, these scenarios are more likely to generate higher 

explosion overpressures. However, other parameters such as localised confinement also play a 

significant role in the generation of overpressures. The central ignition point is also modelled to 

provide a wider spread set of ignition sources. A central ignition point would likely occur from an 

intermittent source, whereas an ignition point located near the cloud edge would likely occur from a 

constant source. Overpressure values for the cloud reported in Fig. 5 are shown in Fig. 6 for two 

different ignition points. 
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 Explosion in M3. Ignition top right corner Explosion in M3. Ignition top left corner 

Fig. 6. 3D Overpressure values for different ignition points (top view) 

 

Fig. 6 shows that the front of flame accelerates on the diagonal of the cloud creating the highest 

overpressure on the opposite corner from where it started. Considering that for the same cloud the 

two different ignition points create peak overpressures in two different areas of the facility, it is 

important to compute more than one ignition per cloud to collect enough data for the statistics to be 

reliable. 

3. Frequency Assessment 

3.1. Leak Frequency 

In carrying out risk analysis it is necessary to select a set of representative hole sizes for the purpose 

of evaluating the consequences of the release as explained in Paragraph 2.1.  

Each of these ranges is associated with a representative leak size that can be calculated in different 

ways. According to IOGP 434-01 (2019) it is statistically meaningful to consider one of the options 

as detailed in Table 4. 

The standard set of leak sizes as reported in IOGP 434-01 (2019) is detailed in Table 4. 

Table 4. Breakdown of leak ranges into representative leak sizes 

Hole diameter 

Range [mm] 

Upper Limit of 

the Range [mm] 

Arithmetic Mean 

(Hole diameter [mm]) 

Arithmetic Mean 

(Hole Area [mm2]) 

Geometric Mean 

(Hole diameter [mm]) 

1 to 3 3 2 2.2 1.7 

3 to 10 10 6.5 7.4 5.5 

10 to 50 50 30 36.1 22.4 

50 to 150 150 100 111.8 86.6 

 

The leak frequency is calculated in a systematic manner. Let us assume we have a control domain as 

shown in Fig. 7 and the interest is to calculate the leak frequency of the system. 
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Fig. 7. Control domain for leak frequency, IOGP 434-01 (2019) 

The 1st step is to calculate the number of items. For the domain considered we can count the number 

of: 

- No 5 flanged joints 

- No 1 instrument connection 

- No 1 pressure vessel 

 

Each of these items will have a specific leak frequency based on the applied standard and based on 

real leak events which have been counted and summarized. International standards also give fitting 

equations to break down the frequency into the selected leak sizes as detailed in Table 4. 

The final outcome of the process is to calculate the leak frequency (per leak size) for the system 

detailed in Fig. 7 broken down into the selected leak sizes expressed in leaks per year or simply     

year-1. 

The final process can be summarized in the few steps as detailed in Fig. 9 

 

Fig. 8. Parts Count and release frequency calculation schematics 
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3.2. Ignition Probability 

Because the main focus of the paper is related to the explosion phenomena, it is necessary to quantify 

the probability that a specific release event (release of hazardous material from a specific leak size) 

could ignite with a certain probability of delayed ignition as reported in IOGP 434-06 (2019). 

The probability of ignition is dependent on the flowrate (therefore leak size) and type of facility (i.e. 

LPG process plant will have different ignition probability compared to methanol handling process 

etc). 

3.3. Wind Distribution 

As already mentioned in Paragraph 2.4, wind direction has an important effect on the calculation of 

the cloud size however, the probability of wind coming from a specific direction should also be taken 

into consideration while performing an exceedance study. 

4. Exceedance Analysis 

Use of exceedance curves is widely used in the process industry to quantify the blast load for the 

design of occupied buildings close to process areas or design separation walls. The exceedance curves 

purpose and construction is detailed in (Glynn, 2011) 

This paragraph will describe a project case study (hereinafter referred to as project) focusing on the 

steps that have led to the exceedance analysis. 

The scope of the project was to carry out an exceedance analysis to calculate the design conditions 

for the separation walls at specific exceedance values (i.e. 1E-04 per year with ALARP 

Demonstration for 1E-05 per year, see (Glynn, 2011)). Specifically, exceedance curves were plotted 

and receptors were designed to withstand minimum 1E-04 explosion overpressure impairment 

frequency such that no harm or injury to personnel occurs., or does not lead to failure of Escape, 

Evacuation, and Rescue (EER) measures. ALARP demonstration was therefore performed for 1E-05 

explosion overpressure impairment frequency. 

The project consisted of four modules of gas separation, handling mixture with different ranges of 

C1-C4 hydrocarbons separated by blast walls 40 meters tall (whole elevation of the structure) as 

shown in Fig. 9 (2D) and Fig. 10 (3D).  

 

Fig. 9. Plot Plan for the four project modules 
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Fig. 10. 3D model of the project modules 

 

The project was modelled using 20 failure cases. Each failure case was represented by its own 

material and modelled using three release sizes (e.g., 25 mm, 100 mm, 150 mm) and two release 

directions (specifically selected to maximise the flammable cloud inside each module. 

Two weather conditions were considered for the exceedance analysis (2F and 5D) for two wind 

directions: Wind coming from north (0 degrees) and wind coming from south (90 degrees). 

The total number of dispersion simulations run was therefore: 

20(FailureCases)*3(leakSizes)*2(LeakDirections)*2(WeatherConditions)*2(WindDirections) 

= 480 Dispersion Simulations 

Each flammable cloud has been considered as a potential explosion cloud.  

Six (6) different percentage filled (binning) scenarios (3%, 6%, 12%, 25%, 50%, and 100% of the 

PESs) were considered for each identified PES. Each % of filling (stoichiometric gas cloud) has been 

modelled with 4 ignitions as a minimum. 

In reality, an infinite number of release locations and jet orientations are possible, resulting in an 

infinite number of gas cloud locations and sizes similar to those predicted. Therefore, gas clouds were 

positioned around each congested area to account for different release directions, locations, and wind 

conditions. Positions were selected with the aim of assessing likely worst-case scenarios. The big 

advantage of this methodology is that it allows to run explosion simulations and dispersion 

simulations independently minimizing the number of explosion cases (one single explosion can in 

fact represent more than one dispersion scenario if such dispersions generate similar flammable 

clouds in terms of percentage of filling - binning). 

Therefore, the total number of explosions modelled and breakdown into binning levels and ignitions 

is detailed in Table 5:  
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Table 5. Explosion Simulation Count 

Binning 
Number of Cloud 

 Locations 

Number of  

Ignitions 

Total Number of  

Simulations 

3 32 4 128 

6 16 4 64 

13 8 4 32 

25 4 4 16 

50 2 4 8 

100 1 4 4 

Total   252 

 

Within the limit of the assumptions made (i.e. 6 binning levels, 4 ignition per cloud) the maximum 

number of explosion simulations to be carried for this analysis was 252. This represents all of the 

possible overpressure profiles at any target in the domain. Therefore, any dispersion cloud can be 

associated to one binning level (and all relevant cloud locations). This helps reducing the number of 

explosion simulations to be undertaken.  

A normal 1to1 approach would have considered 480 dispersions (each associated to one dedicated 

cloud) * 4 ignitions; with the need to run 1920 explosion cases. 

This point is crucial in the optimisation of the scenarios because any future modification to the Project 

requiring additional dispersion cases will not require any additional explosion modelling as the 

explosion profile has already been determined. While on a 1 to 1 approach, for each of the new 

potential dispersion cases, the relevant 4 explosion cases should be run. 

Once consequence modelling was conducted, the exceedance construction followed. Detailed steps 

are discussed in (Glynn, 2011) 

To draw the exceedance, the following steps were followed: 

- Several targets were selected to assess the explosion risk. 

- For each explosion scenario, the overpressure detected at the targets was extracted. 

- Each explosion simulation was associated to the relevant explosion frequency (i.e., dispersion 

frequency * 0.25 to account for four ignition points). The overpressure values at targets were 

sorted in a descending order and the relevant frequency (associated accordingly) was added 

up to generate a cumulative distribution. 

 

For each simulation, the explosion frequency was calculated as: 

Explosion Frequency = Leak Frequency * Delayed Ignition Probability * Weather Condition 

Probability * Wind Direction probability * Leak Direction Probability 

Therefore Module 3 (M3) and Module 4 (M4) were selected to prove the effects of confinement on 

the clouds in terms of exceedance and design accidental loads (DALs). 

The total explosion frequency was calculated to be 8E-04 per year for both M3 and M4. 
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5. Results and discussion 

Flammable clouds in each module were extracted from the CFD software for each simulation. 

Maximum and average flammable gas accumulation is reported for each module in Fig. 11.  

 

 

Fig. 11. Maximum and average cloud size at each of the congested areas assessed 

 

The 2 modules show a comparable accumulation although M3 is confined and M4 is partially 

confined. Ventilation in fact has a small effect providing a reduction of flammable gas accumulation 

between M3 and M4 by a factor 1.03 for the maximum flammable gas cloud and 1.07 for the average. 

Moreover, for all failure cases modelled, the flammable gas accumulation has been plotted against 

the cumulative explosion frequency (flammable volumes were sorted in a descending order and the 

relevant frequency was added up to generate a cumulative distribution) for M3 and M4 and reported 

in Fig. 12. 

 

 

Fig. 12. Accumulation of flammable gas clouds in congested areas M3 and M4 
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The curves show that the accumulation of the flammable cloud is comparable. However, for high 

exceedance frequency (greater than 2E-06 per year) accumulation in module 4 is generally higher 

than accumulation in module 3, while this consideration is reversed for exceedance frequencies lower 

than 2E-06 per year which is due to a more effective ventilation in module 4. 

One of the targets assessed was the separation wall between modules 3 and 4 (M3M4). It should be 

noted that the contributors to the exceedance overpressure at the separation wall are respectively from 

M3 (west side) and M4 (east side). 

The exceedance curve derived considering overpressure values from ignition of flammable clouds 

distributed as per Fig. 12  are reported in Fig. 13 (in blue M3M4_West and in orange M3M4_East). 

It should be noted that smaller flammable clouds contributed to higher exceedance values, and bigger 

flammable clouds contribute to lower exceedance values (being the exceedance curve a decreasing 

function of the overpressure). 

 

Fig. 13. Accumulation of flammable clouds in congested areas 3 and 4 

 

DALs represent the overpressure that the blast wall M3M4 should withstand in the event of an 

explosion. They are typically (but not limited) referred to 1E-03/1E-04/1E-05/1E-06 per year and 

they are based on corporate criteria. In general, different companies have different tolerability criteria, 

which applicability/discussion is not part of the present paper. 

Based on the Exceedance curves, DALs were calculated and reported in Table 6: 

Table 6. Design accidental loads for east and west side of the blast wall M3M4 

Target 
Design Accidental Loads [mbarg] 

1E-04 per year 1E-05 per year 1E-06 per year 

East side of M3M4 120 300 360 

West side of M3M4 160 450 1200 
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The following can be extracted from the plot: 

- The top of the exceedance curve (exceedance value at 0 mbarg) is the same for M3M4_East 

and M3M4_West and it represents the total explosion frequency for the modules. 

- The bottom of the exceedance curve represents the maximum overpressure value that can be 

generated in the module, namely 500 mbarg for M3M4_East and 1350 mbarg for 

M3M4_West. This is due to the confinement provided both on east and west of M3 while M4 

is partially confined only on the west side. On similar distribution of the flammable clouds, 

the partial confinement has reduced the overpressure by a factor of 2.7. 

- The 2 curves nearly overlap for the higher frequencies (>1E-04 per year) therefore, for smaller 

clouds the confinement is not able to reflect the overpressure and therefore M3M4_East and 

M3M4_West have the same exceedance values.  

- Considering the flammable gas clouds exceedance reported Fig. 12 is comparable between 

M3M4_East and M3M4_West, the overpressure values should also be comparable. However, 

as reported in Fig. 13, overpressure exceedance curves diverge for exceedance frequencies 

lower than 1E-04 per year recording higher exceedance values on M3M4_West. This can be 

explained due to the confinement of the cloud on M3 enhancing the overpressure at 

M3M4_West. 

- DALs represent the overpressure that the blast wall M3M4 should withstand in the event of 

an explosion, the lower the exceedance frequency the higher the gap between M3M4_East 

and M3M4_West. 
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6. Conclusions 

ERA is a study based on the combination of consequence and frequency of occurrence of explosion 

events that provides indications (through exceedance curves and DALs) about the risk to asset or 

people aiming to give recommendations based on the comparison between DALs and corporate 

tolerability criteria. 

Different parameters were highlighted to affect both the consequence and the probability of 

occurrence. 

A case study has been presented to show the approach of the exceedance analysis considering a 3D 

geometry highlighting the effects of confined (module M3) and partially confined (module M4) 

explosions. 

CFD dispersion and explosion simulations were conducted using FLACS-CFD v22.2. Due to the 

aleatory nature of the exceedance study, a large number of simulations is needed to guarantee a 

statistical meaning to the final results, this number can be optimised using the binning approach. 

Specifically for the case study presented the following scenarios were assessed: 

- 480 dispersion simulations (considering several leak sizes, leak directions, wind directions, 

weather conditions). 

- 256 explosion simulations (considering different ignition points per flammable cloud).  

Frequency analysis confirmed that the overall explosion frequency for M3 and M4 is 8E-04 per year. 

Dispersion analysis showed that for M3 and M4 the flammable gas accumulation was similar with 

slightly bigger accumulation in M3 due to confinement leading to a less efficient ventilation and 

therefore less dilution of flammable clouds with air. This trend is confirmed both by the maximum 

(reduction by a factor 1.03) and the average accumulations (reduction by a factor 1.07). 

Explosion analysis has been carried out and overpressures at the separation blast wall M3M4 was 

computed from explosion events coming from east (M4 partially confined) and from west (M3 

confined). Results were reported in terms of exceedance curves and DALs.  

It was shown that for smaller clouds the exceedance curves relevant to M3M4_East and M3M4_West 

were comparable as the confinement was not affecting the overpressure at the target (for an 

exceedance frequency around 1E-04 per year), while for lower exceedance frequency the effect of 

the confinement started affecting the overpressure values and therefore the 2 curves diverged. 

From the exceedance curves, DALs were derived and based on the tolerability criteria selected they 

provided a structural design to the blast wall (Note that tolerability criteria was not part of the present 

discussion). 

While blast walls are crucial to avoid escalation of a MAH between one module to another, they also 

introduce confinement that can increase the design overpressure up to a factor of 2.7. 

In conclusions, a statistical approach based on binning is still able to correctly predict the behaviour 

of the explosion profile via association of a dispersion case with the most similar binning level. This 

is able to optimise the number of explosion simulations.   
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Abstract
The electrostatic charge acquired by powders during transport through ducts can cause devastating
dust explosions. Our recently developed laser-optical measurement technique can resolve the pow-
der charge along a one-dimensional (1D) path. However, the charge across the duct’s complete two-
dimensional (2D) cross-section, which is the critical parameter for process safety, is generally unavail-
able due to limited optical access. To estimate the complete powder charge distribution in a conveying
duct, we propose a machine learning (ML) approach using a shallow neural network (SNN). The ML
algorithm is trained with cross sectional data extracted from four different three-dimensional direct
numerical simulations of a turbulent duct flow with varying particle size. Through this training with
simulation data, the ML algorithm can estimate the powder charge distribution in the duct’s cross-
section based on only 1D measurements. The results reveal an average L1-error of the reconstructed
2D cross-section of 1.63 %.

Keywords: industrial explosions, powder processing, electrostatics, measurement, simulation, shal-
low neural network (SNN), machine learning (ML)

1 Introduction
Pneumatic conveying is widely applied in industry to transport material, in most cases powders and
particulate materials, by fluids like air as a conveying medium. Such transport systems are superior
to mechanical conveyors regarding automation, maintenance and installation cost, and layout flexi-
bility (Lim et al., 2006). However, electrostatic charging can cause a severe hazard in operation as a
discharge can ignite a dust explosion (Ding et al., 2024). Hence, pneumatic conveying systems need
to be well-controlled to counteract this risk. Therefore, at least two issues are crucial: (a) knowledge
about the boundaries for save operation as a function of material properties, ambient conditions, etc.,
and (b) precise monitoring to assess if the system is within the safety conditions.
At the moment, the charge of particles Q can be measured non-invasive using Faraday pails or by
grounding the conveying duct, resulting in an electric current caused by the charge transfer when
particles passes the measurement section (Matsusaka and Masuda, 2006, Ndama et al., 2011). Even
though these principles are simple and cheap, they report only the average charge of the particles,
which can significantly differ from the actual charge. For example, the charge of bipolar particles
would cancel out, leading to a close to zero Faraday reading. In terms of safety, however, this would
lead to a fallacy since a local and instantaneous charge extremes can cause a discharge. To address
this problem, a spatially resolved measurement of the particle charge distribution would be necessary.
Xu et al. (2023) presented a new technology which can measure the time-averaged particle charge
distribution on a one-dimensional (1D) path oriented in wall-normal direction. To this end, multiple
particles are illuminated and tracked within a two-dimensional (2D) slice of a finite thickness. In the
second step, a homogeneous electric field is applied by two transparent electrodes on opposite sides
of the duct. Charged particles respond to the applied electric field with an increased response for
stronger charged particles. By subtracting the time-averaged measurements of the particle velocity
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and particle acceleration without electric field, the mean forces of the fluid on the particles cancel out,
allowing us to determine the electric charge of particles.
The disadvantage of the laser-based charge measurement is effort required to quantify the charge in
the complete cross-section. The system cannot measure a cross-section in one step. Instead, the laser
plane must be offset to scan the section by several measurements. Such an effort seems unfeasible in
industrial applications, especially since it requires large optical access to the flow.
To enhance the method by Xu et al. (2023), this paper proposes a data-driven approach that predicts
the entire streamwise-normal charge distribution based on a single line measurement. Computational
fluid dynamic (CFD) simulations of a particle-laden turbulent duct flow provided the necessary train-
ing data. In the following, the developed machine learning (ML) algorithm is presented, and its poten-
tial is evaluated. This procedure prepares the laser-based particle charge measurement for industrial
application and contributes to reducing hazards when operating pneumatic conveying systems.

2 Method
This section describes, in 2.1, the setup of the duct flow simulations and, in 2.2 and 2.3, the ML
algorithm for predicting the particle charge distribution.

2.1 CFD simulation

The training and validation data was extracted from four direct numerical simulations of a turbulent
duct flow at a bulk Reynolds number of

Re =
h∗u∗bρ∗

f
µ∗ = 2700 (1)

with half duct height h∗, bulk velocity u∗b, fluid density ρ∗
f , and dynamic viscosity µ∗. The ∗ marks

dimensional quantities. The friction Reynolds number amounts to

Reτ =
h∗u∗τρ∗

f
µ∗ = 180 (2)

with the friction velocity u∗τ . The particles have a material density of ρp = ρ∗
p/ρ∗

f = 1150/1.2, a
coefficient of restitution e = 1.0, and a number density of Np = 800h−3 with h = h∗/h∗. The size of
the particles was varied between Dp = D∗

p/h∗ = 2.5 ·10−3, 5 ·10−3,7.5 ·10−3, and 1 ·10−2 in the four
simulations.
The simulations were performed using the open-source solver pafiX (Grosshans et al., 2020). The
motion of the gaseous phase is described by the Navier-Stokes equations and the electrostatic field
by Gauss law, both in an Eulerian framework. The particles’ motion is calculated using Newton’s
law of motion in a Lagrangian framework. The coupling between both phases is four-way, meaning
that the fluid acts on the particles, the particles on the fluid, and the particles between each other and
the walls, see Grosshans and Papalexandris (2017). The resolution of the Eulerian grid amounted
to 256 × 144 × 144 grid points in x∗, y∗, and z∗ direction, corresponding to ∆x+ = 8.44, ∆y+c =
∆z+c = 3.93 in the duct’s center, and ∆y+w = ∆z+w = 0.05 at the wall. The + indicates wall units which
are achieved by normalization with u∗τ and kinematic viscosity ν∗ = µ∗/ρ∗

f . The coordinates are
normalized with h∗. The computational domain had a size of 12h∗ × 2h∗ × 2h∗ with cyclic boundary
conditions in the streamwise direction and walls in the spanwise directions. In total, 7 · 104 time
steps were computed. This covers the time until the particles reach a predefined saturation charge of
Q∗

sat = 50 fC. In the following, the particle charge Q∗ is displayed in normalized form as Q = Q∗/Q∗
sat,

see figure 1(a) and 1(c).
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2.2 ML algorithm

This section describes the data extraction from the simulation and the ML model based on a neural
network.
Figure 1(a) shows the particles with their charge for a streamwise-normal slice with a thickness of
h = 3/8 while subfigure (c) renders all particles within the duct. Snapshots of the Lagrangian particle
field were saved every 1000 time steps of the simulation, corresponding to ∆t+ ≈ 0.52 s. In total,
this results in 70 snapshots per simulation. For each snapshot, the result fields were mapped on a
regular equidistant Cartesian grid with 128× 21× 21 grid points. The mapping was performed by
determining a distance-weighted mean of the nearest 10 particles for each grid point. In the next step,
128 equidistant slices in streamwise direction were extracted. Figure 1(b) depicts an instantaneous
particle charge field mapped on a regular grid. To mimic the temporal averaging, which is necessary
for the experimental measurement setup, spatial averaging in flow direction was applied, resulting in
a single slice per time step, see figure 1(d). These slices created the database for the ML. Hence, the
database consisted of 280 two-dimensional slices with a resolution of 21×21 grid points.
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Fig. 1: Particles colored according to their charge for (a) a streamwise-normal slice with a thickness
of h = 3/8 and (c) of all particles within the duct. The mapping of the particles in (a) to a regular
grid is depicted by (b), and (c) corresponds to (d).
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The objective of the ML algorithm is to predict a 2D field based on the single path data. For this
purpose, Erichson et al. (2020) developed a ML algorithm based on a shallow neural network (SNN),
which is applied in the following. The same neural network architecture has also been used by Wilms
et al. (2024) to predict the velocity field and volumetric flow rate of a disturbed pipe flow based on a
single path measurement. Compared to a deep neural network, the advantages of a SNN are a smaller
training dataset, faster training, and a smaller risk of overfitting.
The network decodes the input of the 1D path over two fully connected hidden layers to an output
of the 2D field. The first hidden layer consisted of 40 neurons, followed by 45 in the second hidden
layer. The algorithm was implemented in Python 3.10 (Van Rossum and Drake, 2009) based on
pytorch (Paszke et al., 2019). For further details, the reader is referred to Erichson et al. (2020)
and Wilms et al. (2024). To improve the prediction, the neural network was operated on normalized
datasets. Therefore, standard normalization based on the 1D path was applied to the 1D input and 2D
output field. The normalization was grounded on the 1D path to be able to re-normalize the output
data after prediction. For each trained model, bootstrapping with 20 repetitions of the training with
new initial conditions of the neuron weights was applied to improve the robustness.

2.3 Training and validation data

The training and validation data for the SNN were extracted from the four simulations described
above. At the start of the simulation, uncharged particles were seeded homogeneously distributed
in a fully developed turbulent duct flow. Due to triboelectricity, the average charge of all particles
increased over time until it reached the predefined saturation charge of Qsat = 1, see figure 2. Particles
with a smaller size reach the saturation charge faster. Three different versions of the SNN were trained
to validate its performance. Therefore, the training data was varied, while the validation data was the
same for all models. The validation data consists of all time steps from the case with a particle size
of Dp = 1 ·10−2 as well as specific time steps from the other three simulations, namely tv1...6 = 5.68,
10.85, 16.02, 21.19, 26.36, and 31.53. This data was excluded from the training data of the three
models.
The first model M1 was trained on all available time steps (0≤ t+ ≤ 36.17), the second model M2 was
trained with a smaller training dataset containing the latest 35 time steps (18.09≤ t+≤ 36.17), and the
third model M3 was trained on the first 35 time steps (0 ≤ t+ ≤ 18.09) excluding three validation time
steps. Hence, M1 was validated on an interpolation task concerning the particle sizes Dp = 2.5 ·10−3,
5 · 10−3, and 7.5 · 10−3 while M2 and M3 had to deal with some extrapolation in the validation and
less training data. The case with a particle size of Dp = 1 · 10−2 was an extrapolation for all three
models.
For the training, from each slice, two 1D paths were extracted (at x = 0 and z = 0). Hence, M1 was
trained on 384 data pairs and M2 and M3 on 192 data pairs. In the validation step, the 1D path was
taken at the same positions which resulted in 176 one-dimensional validation paths (1 case with 140
paths and 3 cases with each 12 paths).
The reconstructed fields of the SNN were quantified by the L1- and Q-error:

L1-error =

(
n

∑
i=1

∣∣1−Qref,i/Qrec,i
∣∣)/n ; Q-error =

∣∣∣1−Qref/Qrec

∣∣∣ (3)

where n represents the number of points on the 2D grid, Qref the ground truth 2D field and Qrec the
reconstructed field. The bar (·) represents an spatial average. The latter metric can be compared to
the state-of-the-art measurements, which supports the reliability in practical application.
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Fig. 2: Evolution of the mean particle charge Q. The marked positions (circles) represent the time
steps excluded in the training and used for validation.

3 Results & Discussion
In the first step, we analyzed the abilities of the SNN visually by comparing the reconstructed profile
with the ground truth. Figure 3 displays the results for the 1D profile extracted at the center of the
duct (y = 0) for all six validation time steps of the simulation with a particle size of Dp = 5 · 10−3

and the three models (M1, M2, M3). In addition, the relative error is plotted. The analysis of the
reconstructions reveals a more accurate reconstruction of the particle charge field for later time steps,
independent of the model. For time steps later than tv2 , every predicted point of the 2D field results
in a smaller relative error than 20 % and for t > tv4 of less than 5 %. The largest relative errors for the
first time step occur in the corners of the cross-section. An explanation for this lies in the physical
principle of particle charging and information transport. The charging process starts predominantly
in the corners of the duct. In such early time steps, there seems to be only a weak correlation between
the initiated charging process and the charge distribution on the duct center line. Hence, it is almost
impossible for the SNN to predict the corners precisely as the information is not diffused to the center.
Figure 4 expands the analysis to a statistical comparison of the different models for all available
validation data. Therefore, the L1-error per particle sizes is plotted over time t+. First, the trend of
smaller errors for larger time steps (higher particle charges) is confirmed independent of the particle
size. The later time steps are easier to predict due to smaller gradients over the entire field. Thus, the
field is more homogeneous and covers not several decades of charge compared to the first time steps.
The comparison between the three different models reveals that the model M3 performs overall best
with an average L1-error across all validation data of 1.63 %, followed by M1 (2.26 %) and M2
(2.44 %). The low error of M3 is astonishing as it was trained only on the first half of the time
span (0 ≤ t+ ≤ 18.09). Even in the second half of the time span (18.09 ≤ t+ ≤ 36.17), where M3
was not trained at all, the error of M3 is the smallest (M1: 0.98 %, M2: 1.02 %, M3: 0.63 %). Thus,
this period is a pure extrapolation for M3 (for Dp = 10−2 it is even an extrapolation for two param-
eters). Based on the training data, M2 should be optimized for this time span. An explanation for
the good results of M3 might be its training on more noisy data as the charging process just started.
Additionally, this period features higher charge gradients reducing the risk of overfitting.
Averaging of the received particle charge fields allows a comparison to conventional Faraday pails,
which improves the trustworthiness. It has to be noted that the results are only directly comparable
when the particle distribution is homogeneous, otherwise a weighted average would be necesassary.
Figure 5 plots the deviation of Q as absolute error over time for the different validation cases. In
general, the observations of the L1-error are confirmed. However, due to the averaging, all errors are
approximately halved. The M1 model achieves an average error of 1.04 %, M2 results in 1.04 % and
M3 in 0.94 %.
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Fig. 3: Contour plots of the ground truth particle charge fields (Qref) for all validation time steps with
a particle size of Dp = 5 ·10−3. The reconstructions (Qrec) of the three models is shown below the first
row including a contour plot of the relative deviation in the range of ± 20 %. The red dots indicate
the location of the 1D path.
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Fig. 4: L1-error plotted for all validation data over time. Depicted are the results for the three trained
models M1, M2, and M3.
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Fig. 5: Q-error plotted for all validation data over time. Depicted are the results for the three trained
models M1, M2, and M3.

3.1 Training on a quarter of the field

The simulations of this study model a monopolar charging process leading to a statistically symmet-
ric particle charge field. Hence, all four corners of the duct feature the same distribution. If such
preknowledge exists also in the practical application, it is wise to incorporate it. Therefore, this sec-
tion studies the effect of averaging the particle charge distribution over all four corners and trains the
neural network on the achieved quarter. The obtained prediction was replicated and transformed four
times to obtain the full field.
Figure 6 compares the L1-error of the base M1 model with a M1 model that is trained on a quarter of
the field. One could observe a reduction of the mean L1-error from 2.26 % to 1.63 %, which equates
to a reduction of 28 %. This reduction seems independent of the particle size and the time step.
Nonetheless, the error fluctuation across different time steps rises slightly with the latter model. As
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Fig. 6: L1-error plotted for all validation data over time. Depicted are the results for (left) the base
version of M1 and (right) a version of M1 trained on a quarter of the field.

introduced before, the error reduction could be expected for two reasons: (a) the contour plots of
the data are smoother due to the additional averaging step, and (b) the model is faced with a smaller
decoding task. The base M1 model scales 21 data points from the 1D path up to 441 points on the 2D
field, which corresponds to a factor of 21. The model which operates only on a quarter of the channel
exhibits an upscale factor of 11 (11 points on the 1D path to 121 on the 2D field).

3.2 Incorporating particle velocity

Another possibility to improve the algorithm’s predictions is to incorporate further information on the
1D path. The measurement principle of Xu et al. (2023) directly provides the particle velocity. Hence,
an additional neural network has been developed which includes as the last layer a convolution layer
to combine the multiple input channels (different physical fields) to a single output channel, in this
case, the particle charge.
Figure 7 compares the L1-error of the base M1 model with a modified version of M1 that includes
the particle velocity. The additional information reduces the L1-error by 27 % on average. This
improvement is independent of the particle size. However, the error fluctuations increase slightly,
similar to the training on a quarter of the field. The reduction of the error proves that the particle
velocity gives additional information that is not directly correlated to the particle charge. This might
change with the particle acceleration, which is necessary for the experiment to determine the particle
charge, as it is directly correlated to the particle velocity.
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Fig. 7: L1-error plotted for all validation data over time. Depicted are the results for (left) the base
version of M1 and (right) a version of M1 which incorporates the particle velocity.

4 Conclusion & Outlook
This paper contributes to improving the safety of pneumatic powder conveying, an industrial trans-
port operation. It builds upon a new measurement technology that can evaluate the particle charge
distribution on a single line but not on an entire cross-section of a pipe or duct. To achieve this, we
developed an algorithm to predict the 2D particle charge field based on the 1D line measurement. The
algorithm’s abilities were demonstrated based on simulation data, where a mean L1-error of 1.63 %
was achieved with the standard configuration. This corresponds to a mean error of 1.04 % of Q. By
incorporating the particle velocity, the L1-error could be reduced additionally by 27 %. Considering
that until now only the mean charge could be measured, this is a significant step forward in safe
pneumatic conveying. The ML model can be further improved by increasing the training database to
cover a larger parameter space and increase robustness. In addition, the particle density distribution
could be incorperated to calculate a weighted average charge, which would be directly comparible to
a Faraday measurement. The presented algorithm is one example of how the rise of ML can shape
the future of measurement technologies impacting explosion protection.
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Xu, W., Jantač, S., Matsuyama, T., Grosshans, H. (2023). Spatially resolved measurement of
the electrostatic charge of turbulent powder flows. Experiments in Fluids, in press. doi:
10.48550/arXiv.2306.06970.

123



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Enhancing real-time metal dust concentration 

monitoring through a machine learning-based Kalman 

Filtering algorithm 

Fengyu Zhao, Wei Gao, Mingshu Bi, Haipeng Jiang* 

a State Key Laboratory of Fine Chemicals, Department of Chemical Machinery and Safety Engineering, 

(Dalian University of Technology, Dalian 116024, China) 

E-mail: jhp@dlut.edu.cn 

Abstract 

The aim of this paper is to investigate the application of machine learning for concentration detection 

in the field of metal dust, which is essential for reducing dust hazards and establishing effective dust 

reduction and removal facilities. The traditional prediction methods are affected by the nonlinear 

system and the environmental noise of the practical application, with low prediction accuracy and 

poor robustness. To quickly and accurately detect high concentrations of dust. In this study, the 

research on the detection of aluminum dust with concentrations of (94.55-349.g/m3) was carried out 

by using an electrostatic sensor combined with a Kalman filter algorithm based on the machine 

learning GRU model. The results show that the KFGRU method is superior to the traditional linear 

filtration method, with a large fluctuation time of less than 4s, and is capable of real-time online 

detection of dust concentration. In terms of prediction accuracy, compared with the Kalman filtering 

algorithm 0.516, the sliding average method 0.643, median filtering method 0.667 (the smaller the 

discrete value, the higher the prediction accuracy), the KFGRU method handles the curve with a 

dispersion of only 0.313. The accuracy is significantly higher than the other three algorithms. This 

study provides a comprehensive and innovative method for dust concentration monitoring in dust and 

explosion suppression systems, which meets the real-time requirements and also makes important 

progress in explosion safety management. This will provide more reliable and advanced technical 

support for dust control and safety in industrial production processes. 

Keywords: High-concentration dust detection; Machine learning; Explosion prevention 

1. Introduction 

Combustible dust has a dual identity as both a product and a by-product in industry. During the 

production and processing of industrial metal products, especially when performing processes such 

as cutting and grinding, large amounts of combustible dust particles are generated. It poses a serious 

threat to the environment and human health (Taveau et al., 2018). To reduce the risk of explosions 

triggered by normal operations or unusual events, dust generation needs to be minimized and the 

formation of dust clouds and dust layers needs to be considered. In particulate dispersions, the 

Minimum Explosive Concentration (MEC) is an important parameter. When the dust concentration 

in the air is kept below the MEC of the material, the fuel component of the fire triangle can be 

effectively eliminated, thus theoretically preventing dust explosions from occurring (Amyotte, 
2019). Therefore, monitoring changes in the actual ambient concentration and removing them 

promptly through dust concentration detection technology is an effective way to reduce dust 

concentration. 

The choice of dust concentration detection techniques is highly dependent on the specific work 

environment and requirements. Common dust detection techniques include vibrating balance, optical, 
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beta-ray, and electrostatic induction methods (Wang et al., 2023). Each of these techniques has some 

specific challenges and limitations in high-concentration dust environments. The vibrating balance 

method usually requires frequent replacement of the filter membrane because the deposition of large 

amounts of dust tends to clog the membrane, reducing the accuracy of the measurement. Optical 

methods are susceptible to airway obstruction and contamination of the detection unit in high-

concentration environments, thus requiring frequent maintenance and cleaning (Widiatmojo et al., 

2015). β-ray methods, while more adaptable, have a slower response time and usually provide hourly 

averages, which is not suitable for situations where real-time monitoring is required (Huang et al., 

2022). Compared to the other three methods, the electrostatic induction method has multiple 

advantages, including a wide measurement range, adaptability, and durability (Gajewski, 2013). The 

detection unit of the electrostatic induction method is not susceptible to bonded dust, making it the 

technique of choice for the detection of highly concentrated dust. 

However, the openness of the experimental environment makes the range of variation of dust 

concentration large, and there are a variety of electromagnetic interference factors around [15]. These 

factors will have an impact on the dust concentration detection technique based on the electrostatic 

induction method, resulting in a relatively noisy sensing signal, which affects the stability and 

accuracy of the detection results [16-18]. These interference noises exist objectively and are difficult 

to be solved individually by sensor circuit design. In addition, the instability of the dust flow in the 

working environment and the large changes in concentration also increase the noise of the sensing 

signal. Machine learning is used as a mainstream data-driven method (Schmidhuber, 2015). It has 

gained attention in the field of sensors due to its high computational speed and ability to automatically 

find and learn features from data. 

Therefore, in this study, a real-time dust concentration detection method (KFGRU) based on Kalman 

filtering algorithm with the gated recursive unit (GRU) is proposed based on machine learning to 

cope with the inefficiency of the Kalman filtering algorithm execution in large-scale applications, 

such as high-concentration dust environments. The method aims to increase the concentration 

detection speed, shorten the data processing time, and more efficiently satisfy nonlinear systems with 

high real-time requirements. For the fast and accurate detection of highly concentrated aluminum 

powder dust, this method provides new ideas and solutions. 

(1) The KFGRU method is introduced, which integrates a gated recirculation unit (GRU). The 

KFGRU method is excellent in data processing and provides new insights for real-time dust 

concentration detection. 

(2) The KFGRU method is more accurate than the KF, sliding filter method and median filter method. 

2. Experiments 

2.1. Dust Detection Laboratory System 

This integrated system consists of four main components designed to enable efficient monitoring and 

measurement of dust concentrations. These components include the powder spraying system, the 

sensor detection system, the standard concentration sampling system, and the data acquisition system. 

The powder spraying system is the core part of the system and its main task is to precisely regulate 

the release of aluminum powder. This process is accomplished through precision air cylinders and 

pressure-reducing valves to ensure that the pressure in the air is accurately controlled during the 

powder release process. The sensor detection system employs an electrostatic induction sensor, a 

highly sensitive sensor designed to monitor the movement of aluminum powder in the air in real-

time. The standard concentration sampling system targets the dust within a certain spatial area near 

the sensor probe through a sampler. This system utilizes suction to deposit a portion of the dust onto 

a filter membrane. By measuring the ratio of the mass of dust deposited on the filter membrane to the 

volume of the sampler, the actual concentration of dust can be accurately calculated. The standard 
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concentration sampling system is designed to obtain reliable dust concentration data to ensure the 

credibility of the system's monitoring results. The data acquisition system uses equipment such as 

Yokogawa oscilloscopes to convert the induced currents generated by the sensors into voltage signals. 

The conversion and recording of these signals allow changes in dust concentration to be visualized, 

as well as permit data to be recorded and analyzed over time. 

 

Fig. 1. Dust detection experimental platform. 

 

2.2. Experimental materials Electrostatic induction sensor 

Aluminum powder (AL-5) with 5 μm particle size was purchased from Angang Industry Microfine 

Aluminum Powder Co. The particle size distribution and morphology are shown in Figure 2, and the 

morphology is mostly ellipsoidal, resulting in a median particle size d50 of 8.287 μm. 
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Fig. 2. Dust particle size distribution  

2.3. Dust Detection Laboratory System 

The specific dimensions of the sensor are labeled as shown in Fig. 3, and the units of the labeled 

dimensions in Fig. 3 are all in (mm). 

The principle of operation of the sensor is based on the electrostatic induction method, where 

fluctuations in the sensed signal are generated by analyzing the changes in the distribution of the 

induced charge on the surface of the electrodes, reflecting the level of dust concentration in the 

surroundings (Kamm et al., 2023; Peng et al., 2008)). In this process, dust cloud particles traverse the 

sensing electrode region of the sensor due to gravity or external forces. Since the particles themselves 

are electrically charged, electrostatic induction causes them to sense on the surface of the detection 

electrode producing charge changes as they approach and move away. This periodic process results 

in the generation of alternating current signals at the electrodes and their changing characteristics are 

used to analyze and quantify the dust concentration around the electrodes (Roach et al., 2023; Ning 

et al., 2019). As shown in Fig. 3, the sensor is connected to the data collector via a data cable, and the 

digital collection transforms the alternating current signals into voltage signals displayed on the 

display and stored in the hard disk for subsequent processing. 

 

Fig. 3. Schematic of a rod-shaped electrostatic dust detector and data collector. 

3. The proposed KFGRU method 

3.1. The proposed KFGRU method 

Kalman filtering is a mathematical and computationally based method for state estimation of dynamic 

systems (Welch and Bishop, 1995). The core principle lies in the synthesis of previous state estimates 

and current measurement data, and the estimation of the target state is continuously updated 

recursively by taking into account the statistical properties of the system and the measurement noise, 

to obtain as accurate a state estimate as possible. This algorithm is supported by mathematical 

principles such as linear systems theory and Bayesian filtering theory. 

3.2. Kalman Filter Algorithm Combining Machine Learning Ideas 

Kalman filter algorithm is a prediction-based method for motion target detection and tracking, 

however, its tracking effect is limited, and its real-time performance and accuracy cannot meet the 

demand of nonlinear systems. Incorporating the machine learning model GRU into the framework of 

the Kalman filter algorithm can better deal with the relationship between time series and significantly 
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improve the data processing performance. At the same time, the machine learning Kalman filter 

algorithm has adaptive system dynamics, real-time adjustment to adapt to system changes. The main 

equations are as follows (Revach et al., 2022). 

Firstly, The GRU model we use contains two gating units: the update gate and the reset gate. The 

update gate, we compute the update gate Zt for the time step using the following equation (Zhu et al., 

2023): 

]),[( 1 ttut xHwz −=                                              (4) 

σ is the sigmoid function, through which the data can be transformed into numerical values in the 

range of 0-1 to act as a gating signal. When Xt is fed to the network cell, he is multiplied by his weight 

wu. For Ht-1, it keeps the information of the first t-1 unit. These two results add together and then 

apply the sigmoid activation function to compress the results between 0 and 1 

The second is the reset door, which is essentially used by the model to determine how much 

information about the past is forgotten. 

]),[*( 1 ttrt xHwr −=                                               (5) 

This formula is the same as the update gate, except for the weight and the use of the gate. As to 

how exactly these gates affect the final output. First, starting with the use of reset doors, we introduce 

new memory content that will use reset doors to store relevant information from the past. 

]),*[·tanh( 1

~

tttt xHrWH −=                                             (6) 

As a final step, the network needs to compute Ht (which is a vector that holds the current unit 

information and passes it to the network). For this purpose, it is necessary to update the gate, which 

determines the collected content from the current memory content xt', as well as the collected content 

from the previous step Ht-1. 

~

1 **)1()( HtzHzXGRUH ttttt +−== −
                                             (7) 

The machine learning algorithm focuses on optimizing the Kalman gain coefficients and the 

detailed process is as follows:  

The initial values are set by a model trained against an existing dataset: 

[0] [0,1]y predict measureX=                                                     (8) 

Where: [0]predicty  denotes the first element of the initialized prediction result array, [0,1]measureX  

indicates the actual standard deviation value calculated from the initial window data. 

Continue the prediction using the predicted and true values from the previous moment: 
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[ 1]( , )prev predict itemp predict t y −=                                         (9) 

Where: temp denotes the output prediction value of the GRU model, predict  represents the 

treatment of the prediction result of the previous moment by the GRU model, prevt denotes the time 

value corresponding to the previous moment, and [ 1]predict iy − denotes the prediction value of the 

previous moment; 

The deviation values are then obtained by further processing: 

,1:exp( )measure ipredictbias temp X= −                                    (10) 

,1:[ :1]exp( )measure imeasure measure ibias X X= −                            (11) 

where, [ :1]measure iX denotes the standard deviation value at moment i, ,1:measure iX denotes the 

cumulative mean of standard deviations of all windows up to moment i. predictbias denotes the bias 

value of the GRU output, measurebias denotes the bias value of the actual measurement result. 

The role of predictbias  and measurebias  is to combine the outputs of neural networks and Kalman 

filtering algorithms for predicting the mean of the standard deviation: 

[ :1]

[ ] +
+ +

measure i predict measure
predict i

predict measure measure predict

X bias temp bias
y

bias bias bias bias
=                  (12) 

After training the GRU model, the traditional Kalman filter coefficients KG are updated with 

the coefficients K. When integrated with the GRU network model, it is defined as: 

T

1| 1

T

1| 1

( F Q)

( F Q)

T GRU traning
predictt t

G T

t t predict measure

biasF P H
k K

H F P H R bias bias

− −

− −

+
=  =

+ + +
       (13) 

Substituting K into the equation gives: 

[ ] [ :1] (1 )predict i measure iy K X K temp= + −                            (14) 

Machine learning is used to correct the Kalman gain coefficients and construct a machine 

learning-assisted Kalman filtering algorithm to achieve a real state prediction curve. 
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Fig. 4. Kalman filter algorithm incorporating machine learning ideas. 

4. Method specification and comparison 

4.1. Method specification 

The sensing signal of the dust concentration sensor is demonstrated in Fig. 5. By observing the image, 

the sensing signal curve of the measured data has a large fluctuation in the curve at the initial time, 

which is due to the fluctuation of the data caused by the change of dust concentration due to the 

turbulent movement between the dust particles and the effect of gravity. The impunity of gradual 

stabilization of the standard deviation values over time can be attributed to two main factors. First, 

the dust state gradually smoothed out and no longer experienced significant fluctuations, indicating 

that the system gradually entered a more balanced state. Secondly, as more data is accumulated, we 

can obtain more reliable statistical analyses, which further helps to minimize the effects of noise. By 

accumulating data, we can effectively average out the effects of some random noise, thus more 

accurately describing the trend of dust concentration. 

 

Fig. 5. The statistical curve of sensed signals for 5μm aluminum powder under different dust concentration 

conditions. 
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Under high concentration conditions, the interaction between aluminum powder particles of 5um 

particle size increases significantly, accompanied by electromagnetic interference and turbulent 

motion between the particles, and the level of interference to the electrostatic induction signal rises 

significantly. This situation leads to a significant increase in the noise level and range of fluctuations 

faced by the electrostatic induction signal. To meet this challenge, the KFGRU algorithm was used 

to process the standard deviation of the induction signals generated by 5um particle size aluminum 

powder dust at different dust concentrations (including 94.55g/m3, 154.55g/m3, 216.36g/m3, 

281.82g/m3, 325.45g/m3, and 349.09g/m3). The processing results are shown in Fig. 6. After the 

Kalman filter processing of machine learning, the predicted standard deviation curves separated from 

the actual measured standard deviation curves and converged to the neighborhood of the mean value 

at a faster time. Subsequently, it fluctuates around the mean standard deviation. This high degree of 

consistency indicates that the algorithm successfully reduces the uncertainty of the estimated values 

and brings them closer to the actual measured values. This excellent performance is supported by the 

powerful ability of machine learning to efficiently extract useful information in high noise and high 

interference environments, leading to more accurate predictions. 

 

Fig. 6. The curve processed by KFGRU with different dust concentrations. 
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Overall, the KFGRU curves consistently converge to near the actual deviation mean in about 4 

seconds, gradually leveling off or showing small fluctuations as the data accumulate. These findings 

highlight the fast convergence rate of the algorithm in processing dust-induced signals, allowing it to 

reach a relatively stable state in a relatively short period. Furthermore, the results highlight the 

effectiveness of the KFGRU algorithm in meeting the challenges of dust-induced signals and 

demonstrate its fast convergence and stability under dynamic environmental conditions. 

4.2. Comparison 

 

Fig. 7. Comparison of Kalman filter, sliding average algorithm, median algorithm, and KFGRU. 

In this study, a comprehensive test was conducted using a benchmark test dataset to evaluate the 

algorithmic performance of the KFGRU method by comparing the dispersion of the traditional 

Kalman filter, median filter, and sliding average algorithms. Figure 6 visualizes the capability of the 

different methods in processing the data. It is worth noting that the sliding average, median filter, and 

traditional Kalman filter require an initial data collection period of nearly 10 seconds before 

processing, whereas the KFGRU method exhibits faster convergence to the eigenvalues. This speedup 

is attributed to the use of curves supported by the comprehensive dataset, which allows KFGRU to 

be updated in parallel with new data and to make predictions based on existing models. In addition, 
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we define the degree of discretization, which is used to evaluate the accuracy of the algorithm. A 

relative degree of dispersion is obtained by differencing each point of its curve from the mean and 

absolute, then summing and normalizing by dividing by the area below the mean. The final result is 

shown in Fig. 8. By comparing the average dispersion of each method, we evaluated the accuracy 

performance of their algorithm performance. The results show that KFGRU has a dispersion of XXX, 

which is significantly smaller than Kalman filter (0.312), moving average (0.646) and median filter 

(0.661). The dispersion of the methods fluctuated as the concentration increased, but the dispersion 

of the KFGRU method was always lower than that of the remaining three methods. This indicates 

that KFGRU exhibits superior robustness and can adapt to changes in concentration faster. Overall, 

it appears that the KFGRU method significantly improves the real-time accuracy and precision of 

dust concentration detection. The results of this study emphasize the potential benefits of integrating 

the GRU model into Kalman filtering applications, providing strong support for accurate and real-

time measurements in online environments. 

 

Fig. 8. Comparison of Kalman filter, sliding average algorithm, median algorithm, and KFGRU. 

Although the KFGRU method shows superior performance compared with the traditional Kalman 

filtering method, there are still some limitations of our proposed KFGRU method. Currently, the KFGRU 

method proposed in this paper is only applicable to laboratory environment working conditions. In this case, 

the variation affected by the noise interference signal is small. Therefore, it cannot directly visualize the 

simulation of nonlinear system industrial environment. The scale from laboratory to industrial environment 

changes the environmental factors to which our proposed method is subjected. Our proposed KFGRU is one 

of the data-driven methods for real-time detection of concentration, and we are modeling the detection of 

concentration directly using data. This type of data detection comes from the laboratory system itself, and the 

performance of the developed model will be impaired if the network configuration is changed. In addition, 

further work in the future will extend the method’s baseline dataset for significant training of the model, 

aiming to improve the method's ability to handle anomalies. The dataset includes not only common 

environmental situations, but also a variety of possible anomalies, enhancing its ability to handle anomalies 

and take proactive measures to cope with their uncertainty. 

5. Conclusions 

Aiming at the complex problems of long detection time and low accuracy, the paper proposes an 

innovative method that combines the gated recirculation unit (GRU) with the traditional Kalman 

filtering algorithm to realize real-time on-line rapid detection of dust concentration in a high-
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concentration dust environment. The real-time and interpretability of the method is verified through 

experiments, and the following conclusions are drawn: 

(1) Compared with the traditional linear filtering method, the new method proposed in this study 

successfully reduces the data acquisition time and can effectively improve the real-time rapid 

detection of dust concentration. 

(2) The algorithm shows excellent performance in terms of robustness and practical results after 

concentration detection experiments in a highly concentrated metal dust environment, and the 

validation of concentration changes further proves the excellence and reliability of the results of the 

KFGRU algorithm. 

The KFGRU method provides a feasible solution for metal dust concentration detection by the 

electrostatic induction method. The algorithm can accurately estimate the state of the system, making 

the measurement results more stable and reliable. This provides important technical support for high-

concentration dust monitoring and environmental protection in workplaces, as well as new ideas and 

directions for further research and application in related fields. 

Acknowledgments 

The authors appreciate the financial supported by the National Natural Science Foundation of China 

(No. 52374185). 

References 

Al-Shabi, M., Gadsden, S. A., Habibi, S. R., 2013. Kalman filtering strategies utilizing the 

chattering effects of the smooth variable structure filter. Signal Processing, 93(2), 420-431. 

Amyotte, P. R., Pegg, M. J., & Khan, F. I. (2009). Application of inherent safety principles 

to dust explosion prevention and mitigation. Process Safety and Environmental Protection, 

87(1), 35-39. 

Andersson, M., Streb, M., Ko, J. Y., Klass, V. L., Klett, M., Ekström, H., Mikael 

Johansson., Lindbergh, G., 2022. Parametrization of physics-based battery models from 

input–output data: A review of methodology and current research. Journal of Power 

Sources, 521, 230859. 

Barber, E. L., Garg, R., Persenaire, C., Simon, M., 2021. Natural language processing with 

machine learning to predict outcomes after ovarian cancer surgery. Gynecologic oncology, 

160(1), 182-186. 

Chen, J., Nie, Z., Zhao, F., Jiang, H., Zhu, L., 2023. Improving the stability of electrostatic 

induction dust concentration detection using kalman filtering algorithm aided by machine 

learning. Process Safety and Environmental Protection, 174, 882-890. 

Dong, Y., Zhao, B., Yang, J., Cao, Y., Cao, Y., 2023. Two-stage convolutional neural 

network for joint removal of sensor noise and background interference in lock-in 

thermography. NDT &  E International, 137, 102816. 

Guo, X., Wang, Y., Mei, S., Shi, C., Liu, Y., Pan, L., Li K., Zhang B., Wang J.,Zhong Z., 

Dong, M., 2022. Monitoring and modelling of PM2. 5 concentration at subway station 

construction  based on IoT and LSTM algorithm optimization. Journal of Cleaner 

Production, 360, 132179. 

Gajewski, J.B., 2013. Accuracy of cross correlation velocity measurements in two-phase 

gas–solid flows. Flow. Meas. Instrum. 30, 133–137. https://doi.org/10.1016/j.  

flowmeasinst.2013.01.001. 

Huang, Y., Liu, X., Wang, Z., Jiang, M., Zhou, Z., Xu, M., Han J., Yang B., Fan, X., 2022. 

On-line measurement of ultralow mass concentration particulate based on light scattering 

134



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

coupled with beta ray attenuation method. Fuel, 329, 125461. 

Han, X., Liu, Y., Gao, H., Ma, J., Mao, X., Wang, Y., Ma, X., 2017. Forecasting PM2. 5 

induced male lung cancer morbidity in China using satellite retrieved PM2. 5 and spatial 

analysis. Science of the Total Environment, 607, 1009-1017. 

İnan, R., Aksoy, B., Salman, O., 2023. Estimation performance of the novel hybrid 

estimator based on machine learning and extended Kalman filter proposed for speed-

sensorless direct torque control of brushless direct current motor. Engineering Applications 

of Artificial Intelligence, 126, 107083. 

Jiang, Z., Zeng, F., Wang, Y., 2021. Research status and prospect of dust pollution control 

in typical working places during mining and transportation of metal mines in China. Metal 

Mine,  50, 135. 

Jwo, D. J., & Wang, S. H., 2007. Adaptive fuzzy strong tracking extended Kalman filtering 

for GPS navigation. IEEE Sensors Journal, 7(5), 778-789. 

Jordan, M. I., Mitchell, T. M., 2015. Machine learning: Trends, perspectives, and prospects. 

Science, 349(6245), 255-260. 

King, D. E., 2009. Dlib-ml: A machine learning toolkit. The Journal of Machine Learning 

Research, 10, 1755-1758. 

Khayyam, H., Shahkhosravi, N. A., Jamali, A., Naebe, M., Kafieh, R., Milani, A. S., 2023. 

GMDH-Kalman Filter prediction of high-cycle fatigue life of drilled industrial composites: 

A hybrid machine learning with limited data. Expert Systems with Applications, 216, 

119425. 

Khani, M., & Abdel‐Qader, I., 2023. Machine learning based asynchronous computational 

framework for generalized Kalman filter. Concurrency and Computation: Practice and 

Experience, 35(6), 1-1. 

Kamm, S., Veekati, S. S., Müller, T., Jazdi, N., Weyrich, M., 2023. A survey on machine 

learning based analysis of heterogeneous data in industrial automation. Computers in 

Industry, 149, 103930. 

Kuang, X., Sui, X., Liu, Y., Chen, Q., Guohua, G., 2017. Single infrared image optical noise 

removal using a deep convolutional neural network. IEEE photonics Journal, 10(2), 1-15. 

Kowalska, M., Skrzypek, M., Kowalski, M., Cyrys, J., Ewa, N., Czech, E., 2019. The 

relationship between daily concentration of fine particulate matter in ambient air and 

exacerbation of respiratory diseases in Silesian Agglomeration, Poland. International Journal 

of  Environmental Research and Public Health, 16(7), 1131. 

Li, B., Hu, H., Long, Y., Zhan, S., Zhang, Z., Li, W., Li j., Gong, J., 2022. Dust transport 

behaviour in the Nanwenhe extra-large stepped underground metal mine stope. Journal of 

Cleaner Production, 372, 133699. 

Li, Q., Li, R., Ji, K., Dai, W., 2015. Kalman filter and its application. In 2015 8th 

International Conference on Intelligent Networks and Intelligent Systems (ICINIS) (pp. 74-

77). IEEE. 

Ning, P., Shi, H., Niu, P., Lu, T., Wang, W., 2019. Electric field analysis of auxiliary 

electrode in needle-free electrostatic spinning. Ferroelectrics, 548(1), 60-71. 

Peng, L., Zhang, Y., Yan, Y., 2008. Characterization of electrostatic sensors for flow 

measurement of particulate solids in square-shaped pneumatic conveying pipelines. Sensors 

and Actuators  A: Physical, 141(1), 59-67. 

Ribeiro, M., Grolinger, K., Capretz, M. A., 2015, December. Mlaas: Machine learning as a 

135



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

service. In 2015 IEEE 14th International Conference on machine learning and applications 

(ICMLA) (pp. 896-902). IEEE. 

Revach, G., Shlezinger, N., Ni, X., Escoriza, A. L., Van Sloun, R. J., Eldar, Y. C., 2022. 

KalmanNet: Neural network aided Kalman filtering for partially known dynamics. IEEE 

Transactions on Signal Processing, 70, 1532-1547. 

Roach, L., Rignanese, G. M., Erriguible, A., Aymonier, C., 2023. Applications of machine 

learning in supercritical fluids research. The Journal of Supercritical Fluids, 106051. 

Schmidhuber, J. (2015). Deep learning in neural networks: An overview. Neural networks, 

61, 85-117. 

Taveau, J., Hochgreb, S., Lemkowitz, S., Roekaerts, D., 2018. Explosion hazards of 

aluminum finishing operations. Journal of Loss Prevention in the Process Industries, 51, 84-

93. 

Vashist, A., Li, M. P., Ganguly, A., PD, S. M., Hochgraf, C., Ptucha, R., Kwasinski A., 

Kuhl, M. E., 2021. KF-Loc: A Kalman filter and machine learning integrated localization 

system using consumer-grade millimeter-wave hardware. IEEE Consumer Electronics 

Magazine, 11(4), 65-77. 

Wang, M., Yao, G., Sun, Y., Yang, Y., Deng, R., 2023. Exposure to construction dust and 

health impacts–a review. Chemosphere, 311, 136990. 

Widiatmojo, A., Sasaki, K., Sugai, Y., Suzuki, Y., Tanaka, H., Uchida, K., Matsumoto, H., 

2015. Assessment of air dispersion characteristic in underground mine ventilation: Field 

measurement and numerical evaluation. Process Safety and Environmental Protection, 93, 

173-181. 

Wagstaff, K., 2012. Machine learning that matters. arXiv preprint arXiv:1206.4656. 

Welch, G., Bishop, G., 1995. An introduction to the Kalman filter. 

Xu, Y., Hu, M., Zhou, A., Li, Y., Li, S., Fu, C., Gong, C., 2020. State of charge estimation 

for lithium-ion batteries based on adaptive dual Kalman filter. Applied Mathematical 

Modelling, 77, 1255-1272. 

136



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Gas release from lithium-ion batteries and mitigation of 

potential consequences 

Ola Willstrand a,b, Jonna Hynynen a, Anna Karlsson a & Daniel Brandell b  

a RISE Research Institutes of Sweden, Borås, Sweden 
b Department of Chemistry – Ångström Laboratory, Uppsala University, Sweden 

E-mail: ola.willstrand@ri.se  

Abstract 

Lithium-ion batteries are used in a wide range of applications, from small consumer products and 

electric vehicles to large stationary energy storage systems and electrically propelled ships. The 

increased use of lithium-ion batteries for energy storage systems has put an emphasis on battery 

safety. Upon battery failure, e.g. due to external heating or an internal short circuit, material 

decomposition and accelerated exothermic reactions may result in a thermal runaway. Thermal 

runaway in lithium-ion batteries generally means the production of large amounts of flammable 

gas which poses an explosion risk. To mitigate explosions and to enable safety evaluation and design 

of appropriate and rightfully dimensioned safety features, such as ventilation, the gas release 

characteristics are of great importance. In this paper, gas characteristics from thermal runaway in 

lithium-ion battery cells are evaluated. The gas characteristics, such as the gas production rate, gas 

volumes and chemical composition are evaluated for more than 80 battery cell tests. The chemical 

composition was analyzed using multiple techniques to assess the consistency of the obtained 

data. The main components formed during thermal runaway are carbon dioxide, carbon monoxide, 

hydrogen and various hydrocarbons. The total volume of gas produced, normalized to the rated 

electrical energy of the cell, varies typically between 0.1 and 0.7 L/Wh. Results show that the cell 

type, cell size, state-of-charge and even the thermal runaway trigger method influence the gas 

characteristics. Furthermore, explosion mitigation strategies for large battery systems focusing on 

ventilation and ventilation strategies are presented. Finally, safety aspects related to the battery cell 

and system design, such as choice of cell chemistry, thermal barriers, and routes for safe evacuation 

of thermal runaway vent gas are discussed.  

Keywords: lithium-ion battery, thermal runaway, gas composition, gas production rate, ventilation, 

explosion 

1.  Introduction 

Lithium-ion batteries (LIBs) are used in a wide range of applications, from small consumer products 

and electric vehicles (EVs) to large stationary energy storage systems and electrically powered ships. 

The increased use of LIBs in energy storage systems has put an emphasis on battery safety. Especially 

from a personal safety perspective, where the more severe potential consequence of a failure is an 

explosion. Explosions due to battery failure are rare, but in applications where large quantities of 

battery cells are used or stored, the consequences of a battery failure can be severe. Some major 

incidents are briefly discussed in section 1.1.  
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The use of flammable organic electrolytes in LIBs enable production of large amounts of flammable 

gas upon battery failure. The specific combination of battery materials determines the potential rate 

and extent of decomposition reactions and the vast number of material compositions used in LIBs 

also reasons the large differences of failure behaviour within the family of LIBs. When a LIB cell is 

heated, e.g. due to an external heating source or an internal short circuit, material decomposition and 

accelerated exothermic reactions typically leads to thermal runaway (TR). TR implies that the self-

heating reactions are out of control and non-reversible. In recent years, several reviews have covered 

the fundamentals of TR behaviour of LIBs and potential causes and consequences, e.g. (Chen et al., 

2021; Duh et al., 2021; Jindal & Bhattacharya, 2019; Wang et al., 2019).  

A key aspect that enables safety evaluation of LIBs is the gas release characterisation during TR. The 

potential consequences of a TR will heavily depend on both the gas production rate and gas 

composition. The gas composition varies but the main components formed during TR are carbon 

dioxide (CO2), carbon monoxide (CO), hydrogen (H2) and hydrocarbons such as methane (CH4) and 

ethene (C2H4) (Baird et al., 2020; Willstrand et al., 2023). Furthermore, the proportion of each 

compound will shift based on the state of charge (SOC). At low SOC, inert CO2 dominates, and at 

higher SOC, both the proportion and total volume of flammable gases increases drastically, especially 

for H2 and CO. Koch et al., (2018) studied the gas composition and volumes of gas for different LIB 

cells in different sizes, and they observed that the total volume of gas could be correlated to the cell 

capacity and the energy density of the cell. However, there was no correlation between gas 

composition and cell capacity. Comparative studies that include large test series are, however, still 

relatively rare. In a recent and extensive meta-analysis by Rappsilber et al., (2023) it was concluded 

that results differentiated by cell type is vastly complex and coarse-meshed due to the diversity of test 

methodologies used.  

An important aspect of the gas composition is the lower flammability limit (LFL), also referred to as 

the lower explosive limit (LEL). It denotes the lowest volume fraction of a flammable gas, in air, 

which could ignite in the presence of an ignition source such as an arc, flame and hot surface. The 

LFL will vary depending on the gas compositions, and thereby also for different SOC levels. For 

gases produced during TR, the LFL typically lies between 5 and 12 percent (Baird et al., 2020; Li et 

al., 2021). The proportion of H2 will significantly affect the LFL, as well as the laminar burning 

velocity and ignition time (Nilsson et al., 2023). 

This paper presents work on how the SOC, battery cell size and TR trigger methods affect the gas 

composition, gas production rate and volumes of gas generated. To enable analysis of a broad range 

of chemical compounds, a range of analysis techniques were used including gas chromatography 

(GC) with flame ionization detector (FID) and mass spectrometer (MS), as well as nondispersive 

infrared (NDIR) and Fourier-transform infrared (FTIR) spectroscopy. The consistency between the 

different analysis methods was also verified. Further, the consequences due to the gas release, and 

especially the risk of gas explosion, are analysed and discussed based on the results from two recently 

completed projects; where (1) focused on battery room ventilation strategies on fully electric ships 

(Ramachandra et al., 2023), and (2) focused on general installation safety guidelines for stationary 

battery energy storage systems (BESS) (Grönlund et al., 2023).  
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1.1. Explosion incidents 

Data on LIB incidents are relatively scarce. Some data have been gathered regarding EVs, but 

explosions are rare (Hynynen et al., 2023). For stationary systems, the BESS Failure Event Database 

(EPRI, 2024) reports 75 BESS failures between 2011 and 2023 which have led to fires and a few 

explosions. This data is based on publicly available information. Additional explosion incidents 

reported in the news media recently include, for example, a private home BESS explosion in Germany 

(Enkhardt, 2023), a BESS container explosion in Martinique (Leonce, 2023), and a couple of EV 

explosions where vented gas was released into the driver’s compartment or into a small garage 

(StacheD Training, 2024). A few explosion incidents which have resulted in a fire investigation report 

are summarized shortly below. 

In 2019, a fire and an explosion occurred at the McMicken Energy Storage Unit facility in Arizona, 

USA. Three hours after the first cell experienced TR, firefighters opened the door to the facility and 

a few minutes later an explosion occurred, injuring several firefighters. Lessons learned from this 

incident include: the importance of cell quality and thermal propagation protection between cells and 

modules, the need for a response plan accessible from outside the BESS space, education for 

firefighters and hazmat teams, design of the ventilation system to handle vent gases from TR, the 

need for pressure relief panels, the need for appropriate detectors as well as the need for continuous 

feedback from inside the BESS space (Hill, 2020; McKinnon et al., 2020). 

In 2021, a short circuit caused thermal runaway in a 25 MWh BESS facility in central Beijing, China. 

The released gases reached another building through a cable trench. Explosions occurred in both 

buildings, resulting in three fatalities and one injured firefighter. Shen et al., (2023) provide more 

details and overpressure calculations for this incident. 

Also in 2019, a fire broke out in the battery room on the electric hybrid ferry MF Ytterøyningen, 

Norway. In the evening it was announced that the fire was under control and the following morning 

the rescue service decided to open the hatch to the battery room to ventilate the space. The temperature 

began to rise and about two hours later there was a large explosion which caused extensive damage 

to the ferry. The incident report concludes that a LIB incident in a closed space poses a major 

explosion risk (Josdal, 2019). A similar incident occurred in 2021 when a fire started in the battery 

room of MS Brim in Vallø, Norway. In this case, the rescue service managed to prevent major 

consequences by purging the battery room with nitrogen gas when ventilating the space. This was a 

previously untested method on ships that appears to have effectively prevented a potential gas 

explosion during the intervention (Helle et al., 2021). 

2. Lithium-ion battery cell tests 

The results and analysis presented and discussed below are based on existing literature and on test 

series conducted at RISE. One of the RISE conducted test series (test series 1 in Table 1) has 

previously been published in detail (Willstrand et al., 2023) while others have been partially published 

(Willstrand et al., 2024). Detailed description of the test setups and test procedures can be found in 

these publications. For the purpose of this paper, only tests conducted in inert atmosphere are 

presented. This was performed in an 80 L pressure vessel, see Figure 1, and enabled analysis of 

produced flammable gases. The volume of gas produced was determined using the ideal gas law and 

by measurements of the gas temperature and pressure increase.  
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For the gas composition analysis, several instruments were used including an Agilent 490 Micro-GC, 

X-STREAM and BINOS 100 instruments including a paramagnetic oxygen analyzer and NDIR sensor 

for CO, CO2 and CH4, and a HY-ALERTA 500 hydrogen sensor. Additionally, FTIR spectroscopy 

was performed using a BRUKER Matrix-MG with a MCT detector, 0.2 L heated gas cell (180 °C) 

and a spectral resolution of 0.5 cm-1. In addition, some samples were collected in gas sampling bags 

and were further analyzed using GC-FID and GC-MS to detect different hydrocarbons. 

 

Fig. 1. Pressure vessel setup used for tests in inert atmosphere. 

3. Results and discussion 

3.1. Gas composition 

Gas composition data is presented in Figure 2, including both literature data and results from 

performed test series. The number of tests in inert atmosphere and battery cell information are found 

in Table 1. For the literature data, most tests are conducted at 100% SOC, and results for other SOC 

levels are based on 3 to 7 tests at each level. Error bars in the figure show one standard deviation. 

Note that no clear trends were found for the literature data sorted on cell type, why the literature data 

is presented as means of all tests. As can be seen, H2 and CO increase with SOC, while CO2 decreases. 

The total amount of hydrocarbons (THC) shows no clear SOC dependency. The high energy density 

NMC811/C cell tested indicates a much higher CO/CO2 ratio compared to the literature data, showing 

the same effect as when increasing the SOC. For H2 there is no such difference between the tested 

NMC811/C cell and the literature data. However, production of H2 is typically associated with lithium 

reacting with binders while production of CO and CO2 is associated with electrolyte decomposition 

and release of oxygen from the cathode (Wang et al., 2019), which might explain the different trends 

for SOC versus cell chemistry for the different compounds. Overall, the different test series conducted 

show similar results (Figure 2). Test series 2 and 3 mainly utilizes a local heater as the TR triggering 

device, which initiates TR in one end of the cell without pre-heating the rest of cell. Test series 1 

utilizes several different TR triggering methods. Since there are larger differences in Figure 2 between 

test series 1 and the other test series as compared to test series 2 and 3 mutually, the triggering method 

seems to have a larger influence on these results compared to the difference in cell size between test 

series 2 and 3. 

 

80-litre 

pressure vessel 1.2 m 
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Table 1. Number of tests and battery cell type for the performed test series and in the collected literature 

data.  

Data source Number of tests Type of cell(s) 

Test series 1 15 NMC811/C, 157 Ah 

Test series 2 5 NMC811/C, 70 Ah 

Test series 3 3 NMC811/C, 157 Ah 

Literaturea 63 LFP/NMC/NCA/LMO/LCO, 0.5-130 Ah 

areference list is found in (Willstrand et al., 2023) 

 

 

Fig. 2. Mean concentrations of H2, CO, CO2 and THC in TR vent gas from performed test series as well as 

from literature. OC means overcharge.  

 

In Figure 3, gas composition data from four tests in test series 2 and 3 are presented. Here, the gas 

samples were analyzed using several analysis techniques. In general, the data is consistent. However, 

using FTIR and GC-FID indicates a higher amount of THC originating from detection of ethene 

(C2H4). This is also evident in the GC-FID data shown in Figure 4. In addition, for NDIR, detection 

of methane seems to have been influenced by the larger hydrocarbons for measurements at 75% SOC. 

The FTIR measurements seems to have overestimated the CO/CO2 ratio. Note that the battery cell 

vent gas was diluted before analysis by FTIR and that the results were normalized to CO2 data from 

NDIR measurements.  
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Figure 4 shows detailed THC data analyzed by GC-FID and GC-MS (for the carbonates) for four 

tests in test series 2 and 3. Methane and ethene are the main compounds and larger hydrocarbons are 

detected only in small quantities. It can be noted that an increase of methane is followed by a decrease 

in ethene and that this seems to be dependent on SOC as well as on the battery cell size. 

 

Fig. 3. Concentration of gas components from test series 2 and 3, analysed using different analysis 

instruments. 

 

Fig. 4. THC from four tests in test series 2 and 3. 
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3.2. Gas production 

The total volume of gases produced during TR in inert atmosphere is presented in Figure 5, including 

both literature data and the results from performed test series. The gas volume presented is at normal 

temperature and pressure (NTP) and normalized to the rated electrical energy of the tested cell. For 

the literature data, most tests are conducted at 100% SOC. The total gas production increases with 

SOC, except for the LFP cells where this trend is less evident. As for the gas composition, the 

difference in test procedure between test series 1, and test series 2 and 3, had a small influence on the 

gas production as seen in the figure. In contrast to gas composition, cell size also appears to influence 

the total gas production and is most prominent at 100% SOC. 

 

Fig. 5. Total gas production, normalized to the rated electrical energy of the cell, during TR in inert 

atmosphere from performed test series as well as literature. OC means overcharge. 

 

For risk assessment purpose, a consistency of the normalized gas production during TR, for different 

LIBs, is of importance to be able to estimate the risk for different scenarios. Figure 5 shows that, 

without specific test results, a value of, e.g., 0.5 L of battery gas per Wh of installed electrical energy 

provide a good, still conservative, estimate of the total amount of gas that can be produced. However, 

it is always recommended that tests are performed for a specific battery installation to obtain reliable 

data. 

4. Explosion risk mitigation 

The maritime industry has always prioritized safety, so also for electrically powered ships. Two recent 

projects investigated the design of a fully electric roll-on/roll-off (ro-ro) passenger ship intended to 

operate between Sweden and Denmark (Ramachandra et al., 2023; Willstrand et al., 2021). The 

anticipated size of the battery system is approximately 60 MWh. The first project, from 2021, 

concluded that a fully electric ro-ro passenger ship is both technically viable and a realistic alternative 

to conventional ship design, but the risk analysis also identified further research needs such as design 

of ventilation systems and explosion protection. These aspects were further studied in the second 

project which was completed in 2023. 
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Battery systems come in a variety of designs, which complicates the composition of a general safety 

installation guideline. A crucial design parameter is the presence of an off-gas duct or similar solution 

connected to the battery modules, which prevent gases produced during TR to enter the battery room. 

That is generally a good safety measure which reduces the risk of gas explosion in the battery room 

in the event of a single battery cell failure. However, the size of the off-gas duct is typically 

dimensioned for TR in one cell only, why TR propagation protection between cells is also very 

important. TR propagation may result in duct rupture leading to release of gases into the battery room. 

An important conclusion from the project (Ramachandra et al., 2023) is that the room ventilation 

design must consider the risk of flammable gases released into the room despite battery system 

design, e.g. despite presence of an off-gas duct. There are several reasons for this: 

• Test procedures does not test for all existing failure modes, especially where several cells 

might experience TR at the same time, e.g. due to mechanical impact, submersion or coolant 

leakage. 

• A successful TR propagation test at cell level does not guarantee that TR propagation can be 

hindered for all possible scenarios. Several parameters affect the outcome, such as TR 

triggering method, triggered cell location, electrical connections (parallel/serial), and battery 

aging effects. 

• Off-gas ducts are typically designed for single cell failures and therefore not designed to 

handle larger volumes of gas following a TR propagation. 

To further improve safety, it is suggested to implement thermal barriers, not only on cell level, but 

also on module and system level, as well as to design off-gas ducts that can handle TR in e.g. a whole 

module. During TR, a significant amount of gas (see Figure 5) could typically be released within 

seconds. If TR propagation cannot be prevented, slowing down the TR propagation is of great 

importance to mitigate extensive gas release in short time frames. 

Without ventilation, a small module of e.g. 10 kWh could generate 5000 L volume of gas (assuming 

0.5 L/Wh), resulting in a flammable air-gas mixture of 100 m3 (assuming a LFL of 5 % battery gas 

in air). Therefore, the gas explosion risk is difficult to eliminate even with high ventilation rates. An 

additional safety measure could be to design deflagration vent panels or similar protection to handle 

overpressure in the battery room in case of an explosion event (Grönlund et al., 2023). 

Another important factor is to connect the ventilation and explosion design with the choice of fire 

suppression system. There are pros and cons with all the different suppression systems available, 

where e.g. gaseous systems will require that the ventilation is shut off. Furthermore, extinguishment 

of flames may introduce an explosion hazard, while the presence of flames may accelerate TR 

propagation and fire spread. 

4.1. Forced ventilation 

To avoid gas explosion, forced ventilation as a safety measure could be effective but it requires that 

the battery design limits the maximum gas production rate during TR. Further, ventilation strategies 

must consider that intake of fresh air may increase the rate of fire spread and potentially increase the 

risk of explosion, in case the ventilation rate cannot match the gas production rate. 
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The ventilation rates needed will depend on the cell type, battery design, SOC, size of the battery 

enclosure/room as well as on the anticipated scenarios (worst case as well as most probable scenario). 

Some ventilation rate recommendations for worst-case scenarios range between 0.1 and 0.3 Ls-1Wh -1, 

focusing on the size of the battery, or between 6 and 50 acph (air changes per hour), focusing on the 

size of the battery room (Grönlund et al., 2023). For the time being, ventilation strategies should be 

developed for each specific installation, based on possible ventilation rates and anticipated scenarios. 

In the project focusing on battery room ventilation strategies on fully electric ship (Ramachandra et 

al., 2023) some general recommendations were developed. The battery room ventilation capacity 

should be divided into three categories: (1) basic, (2) preventive, and (3) casualty ventilation. For 

basic ventilation, 6 acph could be seen as a minimum as it is often required by authorities for this type 

of ship enclosures. At any type of failure detection that may lead to TR the ventilation capacity should 

be increased to preventive level, ensuring that off-gas from a single battery cell does not create an 

explosion hazard. When an off-gas duct is present, the room ventilation rate should still be increased 

as a precautionary measure. Finally, upon detection of flammable gases in the battery room the 

casualty ventilation should be started and increase the ventilation rate to its desired capacity. The 

actual ventilation rates in the different modes is dependent on the free volume of the battery room 

and shall be calculated on a case-to-case basis. 

For some cases it might be better to shut off the ventilation. For example, in case of confirmed fire, 

since forcing oxygen into the room will feed the fire; or when the production rate of flammable gases 

is too high such that the LFL is reached. Detection and feedback from the battery room is crucial, not 

only initially but throughout the event. LFL detectors in the ventilation outlet, visual feedback (e.g., 

video surveillance) and information from the battery management system (BMS) are of great 

importance to understand the event inside the room and assist in decision making. If the feedback 

communication fails or at any sign of fire development (also after fire suppression system is 

activated), it could be the safest strategy to turn off the ventilation, even if that means that flammable 

gases may accumulate in the room. It is essential to have a well-defined plan on how to safely release 

these flammable gases after an incident, such that an explosion does not occur as in previous incidents 

(see section 1.1). 

4.2. BESS installation guidelines 

In the other recently finished project focusing on general installation guidelines for stationary BESS 

(Grönlund et al., 2023), the guidelines divide BESS into three different application categories 

associated both with expected battery size as well as user responsibilities. These are BESS in single-

family homes, BESS in multi-dwelling blocks or businesses, and BESS for large-scale commercial 

applications. For details on the guidelines the reader is referred to the published guideline document 

(Grönlund et al., 2023). Here, the most important aspects related to gas release and explosion risk are 

shortly mentioned: 

• BESS spaces should not be located such that battery gases affect the building’s main 

evacuation strategy. A rule of thumb may be to not place BESS within an evacuation route or 

in spaces that are directly connected to the evacuation route. BESS spaces should also be 

distant from sleeping areas.  

• Forced ventilation can be used to prevent a gas mixture from reaching LFL and causing an 

explosion during TR in a single cell or a few cells. The ventilation should only serve the space 
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that contains the BESS and connect directly to the outside. This ensures that ventilation can 

continue even if fire dampers were to activate in the building. Additionally, a negative 

pressure environment mitigates gas leakage through doors or other leakage points in the room. 

Explosion classification or spark resistant fan might increase safety, but the battery cells 

themselves will always be a potential ignition source during TR. 

• The fire and rescue service should be able to evacuate the fire gases without opening doors 

that connect the space with the rest of the building. Preferably, this should be possible from a 

remote and safe location. Pressure relief systems such as deflagration vent panels reduce the 

damage in case an explosion occur. 

Finally, as already mentioned, the battery cell and battery system design are crucial to limit the gas 

production rate and limit the consequences of a battery failure event. System design includes aspects 

such as choice of cell chemistry, thermal barriers between cells/modules/racks, internal distances 

between modules/racks, and routes for safe evacuation of TR vent gas. 

5. Conclusions 

To mitigate explosions due to battery failure and to enable safety evaluation and design of appropriate 

and rightfully dimensioned safety features, such as ventilation, the gas release characteristics during 

TR in LIBs are of great importance. The gas production rate, gas volumes, and gas composition are 

key factors. Carbon dioxide, carbon monoxide, hydrogen, and various hydrocarbons are the main 

components formed during thermal runaway where all except carbon dioxide are flammable. The 

total volume of gas produced, normalized to the rated electrical energy of the cell, typically varies 

between 0.1 and 0.7 L/Wh. Cell type, cell size, SOC and TR trigger method influence TR vent gas 

characteristics, typically important to consider in test procedures, test standards and battery design.  

Cell level characteristics will of course influence battery system design, but for battery user 

applications it is the latter that is of greatest importance. The gas production rate of a single cell can 

be high, but it will be TR propagation characteristics that determine the maximum limits of the gas 

production rate, important for the design of ventilation safety measures. Implementing thermal 

barriers and increasing internal distances inside the battery system are important safety aspects as 

well as establishing safe evacuation routes for TR vent gas.  

Ventilation strategies are important for explosion risk reduction but must consider both fire and non-

fire scenarios, including the design of a fire suppression system. Other important safety measures 

include proper placement of the battery system, information feedback from affected areas/systems, 

and to facilitate fire and rescue service intervention.  
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Abstract 

This study examines the effects of heating rate on cell venting, thermal runaway (TR), and related 

gas generation. Measurements of characteristic temperatures, the amount of gas released, and 

quantitative composition analysis of the TR products were performed using a sealed 20-L sphere 

setup, examining 18650 form-factor LIB cells with lithium iron phosphate (LiFePO4 or LFP) cathodes 

and carbon anodes. The gas generation process was observed to occur in two phases: the first when 

the internal cell pressure exceeds the burst pressure of the safety vent and the second during the rapid 

onset of TR. The characteristic temperatures and number of moles released from the cells were found 

to increase with heating rate between 10 and 80 °C/min. Samples of thermal runaway gas (TRG) at 

different heating rates were collected and composition analysis was performed, revealing significant 

amounts of hydrogen (H2), small chain hydrocarbons, and oxygenated volatile organic compounds 

(OVOCs). 

Keywords: lithium-ion batteries, thermal runaway, gas analysis, heating rate 

1. Introduction 

The use of lithium-ion batteries (LIBs) for energy storage applications is rapidly increasing in both 

residential and industrial settings. Such energy storage systems (ESSs) are typically composed of a 

series of battery modules that each contain an array of unit cells. These systems can present new fire 

and explosion hazards, however, as LIBs have the potential to undergo thermal runaway (TR) – an 

uncontrolled rise in temperature due to runaway internal chemical reactions that can release 

significant quantities of flammable gases (Wang et al., 2012). When a single cell undergoes TR, 

adjacent cells and modules are at risk of entering TR due to heat transfer from the initiating cell. 

Predicting the propagation of TR through modules and systems, and the resulting release of 

flammable gas, requires a detailed understanding of the TR dynamics of individual cells, including 

thermal and electrochemical effects, the gas venting process, and heat transfer between cells. Ignition 

of the released flammable gases may significantly enhance the heat transfer to adjacent cells, 

intensifying TR propagation, and pose an explosion hazard. In order to accurately analyze and predict 

the fire and explosion risks of LIB systems, and develop engineering recommendations to prevent 

and mitigate potential loss, it is critical to study the TR behavior of individual cells, modules, and 

systems.  

This work examines aspects of single-cell TR, quantifying the amount and composition of released 

thermal runaway gases (TRGs) over a range of heating rates. An experimental methodology was 

developed to provide a consistent method to force 18650 form-factor LIBs into TR via thermal abuse 

under constant heating rates. While previous works in other apparatuses, such as accelerating rate 
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calorimeters (ARCs), typically provide low heating rates on the order of ~5 °C/min, experimental 

analysis has revealed that heating rates as high as several hundred °C/min can occur during cell-to-

cell TR propagation (Said et al., 2020). The experimental setup developed in this work enables a wide 

range of heating rates and was used to measure the characteristic temperatures of the TR process for 

LIB cells with lithium iron phosphate (LiFePO4 or LFP) cathodes and carbon anodes, and quantify 

the amount and composition of the TRG released. 

2. Literature 

Select studies that provide TRG quantity and composition measurements for LFP LIBs are 

summarized in Table 1. While earlier works mostly focused on cylindrical form-factor cells (i.e., 

18650 and 26650), the research focus has shifted more recently toward prismatic cell geometries. 

Quantitative TRG composition analysis has been performed primarily by gas chromatography (GC) 

coupled with thermal conductivity detectors (TCD), flame ionization detectors (FID), or mass 

spectrometers (MS). Several studies utilized Fourier transform infrared spectrometers (FTIR), ion 

chromatography (IC), or solid-state gas sensors for H2 and O2. Total moles of TRG released are 

commonly normalized by the capacity rating of the LIB under test. 

Reported values of total moles of TRG released range from 22.2 to 55.5 mmol/Ah and show 

significant variability between studies, even between studies conducted by the same authors for the 

same cell type. Such variability is quite common among LIB TR experiments, including cell 

chemistries other than LFP (Baird et al., 2020). Gas composition measurements show similar 

variability between studies. While Table 1 includes major gas components detected across all studies, 

it is important to note that some studies were also able to detect additional species. Overall, even for 

the major components of H2, CO2, CO, CH4, C2H4 and C2H6, significant variability is seen between 

studies, which may be due to differences in the tested batteries and their electrochemical, thermal, 

and mechanical properties, due to differences in experimental procedures, or related to the capabilities 

and uncertainties of the gas analysis methods used. 

Table 1. TRG quantity and composition measurements from select literature 

Ref. Cell 

type 

TR 

method 

Gas 

analysis 

TRG 

quantity 

(mmol/Ah) 

H2 

(%) 

CO2 

(%) 

CO 

(%) 

CH4 

(%) 

C2H4 

(%) 

C2H6 

(%) 

Golubkov 

et al. 

(2014) 

18650 Overheat GC-

TCD 

45.5 30.9 53.0 4.8 4.1 6.8 0.3 

Golubkov 

et al. 

(2015) 

18650 Overheat GC-

TCD 

28.2-55.5 2.7-

34 

48.3-

93.5 

1.8-

9.1 

0.7-

6.4 

0.7-

7.2 

0.7-

1.0 

Fernandes 

et al. 

(2018) 

26650 Overcharge GC-

TCD; 

GC-

MS; 

FTIR 

29.3 9.0 18.0 1.9 0.6 3.9 0.2 

Yuan et 

al. (2020) 

26650 Overheat GC 38.7 24.3 25.4 4.5 5.9 3.3 1.3 

Wang et 

al. (2022) 

Prismatic Overheat GC 22.2 36.2 25.2 7.4 6.4 15.2 2.4 

Yang et 

al. (2022) 

Prismatic Overheat GC 53.0 42.6 26.0 10 6.2 11.7 1.3 
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3. Methodology 

3.1 Experimental setup 

Figure 1 shows a schematic of the experimental setup developed in this work, including a 20-L 

spherical vessel that serves as a gas-tight containment for the LIB under test, and the heater control 

and data acquisition systems. The LIB was mounted at the center of the test vessel inside a cylindrical 

heater assembly, consisting of a coiled 24 AWG nichrome 80 wire use as the heating element 

sandwiched between two layers of Cotronics ceramic paper and a wrapping of fiberglass tape. Power 

to the heater was supplied by a 24 V DC power supply and was varied using 25 Hz pulse-width 

modulation (PWM) controlled by a PID loop that used the LIB surface temperature as feedback. 

Heater voltage and current were measured to determine the instantaneous and time-averaged heating 

power. 

The internal pressure of the test vessel was measured with piezoresistive pressure transducers (Omega 

PX409). Two type-K 30 AWG thermocouples (TCs) were spot-welded onto the LIB shell to measure 

surface temperature, where one TC provided feedback to the heater control. Two additional TCs were 

used to measure the internal gas temperature in the sphere. Prior to each experiment, two purge-

vacuum cycles were performed with nitrogen, before a final evacuation of the 20-L sphere for the 

tests performed under vacuum conditions. While most experiments were conducted under vacuum to 

produce undiluted gas samples that can be used for further reactivity testing, a smaller number of tests 

were conducted in a nitrogen environment at ambient initial pressure. 

In this study, LFP batteries with 18650 form-factor and manufactured by K2-Energy were examined. 

A C7400 C-series battery analyzer was used to determine the state-of-health (SOH) and set the state-

of-charge (SOC) for each LFP LIB cell to 100% prior to each experiment.  

 

 

Fig. 1. Schematic of experimental setup including data acquisition and heater control 

Figure 2 shows an example of measurements taken during a typical experiment. The top panel 

includes the heater power determined through measurements of current and voltage. The 

instantaneous power, in light blue, is not resolved in the figure since the power was modulated by the 

PID-PWM signal but provides an indication of when heating was being applied. A time-averaged 

power signal is shown in the envelope of the power signal and is representative of the heater’s power 
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output. The red curve (right axis) of the top panel shows TC signals measuring the surface temperature 

of the LIB. 

 

Fig. 2. Representative measurements for an LIB TR experiment with a 20 °C/min heating rate under 

vacuum conditions 

The bottom panel of Figure 2 shows the measured internal pressure of the 20-L vessel and TC 

measurements of the gas volume. There are two regions distinguished by rapid pressure changes. The 

first rise at about 600 s occurs due to the rupture of the LIB’s safety vent and is referred to as initial 

venting. The second pressure rise at about 800 s occurs during TR and corresponds to a rapid rise in 

temperature of the LIB.  

TC 1 is located below the LIB, and TC 2 is located above the vented top of the 18650 LIB. Prior to 

the venting of the cell, the temperature rise of each TC is due to radiative heat transfer from the heater. 

After initial venting, convective heat transfer dissipates heat from the TC surfaces, but TC 2 remains 

significantly affected by the radiative heat transfer from the hot surface, particularly once TR occurs. 

3.2 Vent gas composition analysis 

Samples of TRG were collected and analyzed by an external laboratory using GC, FTIR, and CO2 

detector tubes. The GC was coupled with either TCD, FID, or a discharged ionization detector (DID), 

depending on the molecular target. The uncertainties of these measurements were 5.8%, 3.3%, and 

3.1% for GC-DID, GC-FID, and FTIR, respectively. The analysis returned the mole fractions of 

hydrogen, oxygen, carbon monoxide, carbon dioxide, hydrocarbons, and oxygenated volatile organic 

compounds (OVOCs).  

A gas sampling manifold and sampling cylinders were connected to the 20-L sphere. Before any TR 

experiment, the manifold and cylinders were purged with UHP N2 and evacuated. During the TR 

experiment, the 20-L sphere remained isolated from the manifold. After completion of TR and an 

equilibration period, the sphere was pressurized with UHP N2 to 200 kPa and the sampling cylinders 

were filled from the sphere. Gas composition measurements were corrected by accounting for the 

dilution by N2 used to pressurize the 20-L sphere prior to sampling, using pressure and temperature 

measurements taken before and after pressurization with N2. 
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4. Results 

4.1 Characteristic temperatures and moles released 

The results of 30 experiments performed in vacuum are summarized in Figure 3 (filled symbols), 

where characteristic LIB surface temperatures (a) and measured moles of gas released from the LIB 

(b) are plotted against heating rates varied from 10 to 80 °C/min. Table 2 summarizes the data shown 

in Figure 3. Figure 3(a) shows three characteristic temperatures. The temperature at venting, 𝑇vent, 

defined as the temperature recorded when the pressure derivative is 25% of its peak during the initial 

venting event. The temperature at the onset of TR, 𝑇onset, defined as the temperature where a line 

tangent to the temperature profile at the peak temperature derivative intersects with a projection of 

the imposed heating rate prior to TR. The maximum temperature, 𝑇max, measured during the TR 

event. Each data point is the average of two simultaneous temperature measurements taken at the LIB 

surface, and the vertical error bars represent the maximum and minimum values of these 

measurements. The plotted heating rate (x-axis) is the average of linear fits to the temperature 

measurement versus time. Horizontal error bars represent the maximum and minimum heating rates 

(i.e., the slope of the linear fit) up to venting inferred from the two surface-temperature TCs. 

The measured characteristic temperatures generally increased with heating rate. Linear regression 

was performed on each of the characteristic temperatures versus prescribed heating rate. If one 

considers a null hypothesis of slope equaling zero, the alternative hypothesis for a non-zero slope 

returns p-values ≤ 10-6 for each fit, indicating that the slope is non-zero with a high level of 

significance. Furthermore, the coefficients of determination, R2, were 0.90, 0.74, and 0.65 for 𝑇vent, 

𝑇onset, and 𝑇𝑚𝑎𝑥, respectively. 

The open symbols near 10 and 80 °C/min represent six experiments performed in an inert nitrogen 

environment at 102 kPa initial pressure. There are subtle differences between the filled and open 

symbols, but the observed trends established with the vacuum data are preserved. While there is little 

change in 𝑇vent between filled and open symbols across heating rates, on average, 𝑇onset is 37 °C 

lower for the experiments in the nitrogen environment and  𝑇max is 55 °C higher for the experiments 

in nitrogen at 10 °C/min. For the experiments at 80 °C/min, the differences between the vacuum and 

  

(a) (b) 

Fig. 3. The effects of heating rate on characteristic temperatures (a) and moles (b) released during 

different stages of TR 
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nitrogen environments are within the standard deviations of the collected data. Additional 

experiments are needed at intermediate heating rates in the nitrogen environment to fully establish a 

comparison between vacuum and nitrogen environments. 

Table 2. Average results of experiments performed at various heating rates and initial 

environments. ± ranges represent the standard deviations 

Heating 

Rate 

(°C/min) 

Exp. 

No. 

Tvent 

(°C) 

Tonset 

(°C) 

Tmax 

(°C) 

nvent 

(mmol) 

nTR 

(mmol) 

ntotal 

(mmol) 

    Vacuum    

10.3±0.2 7 181.9±6.1 264.6±16.0 365.3±28.1 27.2±2.1 8.5±3.9 35.7±5.7 

19.3±0.3 4 196.5±8.0 265.0±11.0 396.8±10.8 28.9±2.1 10.9±1.4 39.9±2.4 

27.9±1.2 4 203.1±2.9 279.8±4.7 387.2±25.2 28.2±2.9 8.3±2.5 36.5±5.3 

38.5±0.9 3 210.2±5.9 285.7±6.6 416.3±13.7 32.9±1.2 11.4±4.3 44.3±3.8 

54.2±1.5 3 228.9±13.8 306.4±21.1 436.6±13.3 28.9±1.0 15.9±4.5 44.8±4.7 

74.8±1.3 9 237.2±7.7 315.3±13.2 482.2±37.2 27.6±3.4 24.1±8.2 51.7±6.6 

    Inert N2    

10.2±0.1 4 191.2±3.6 227.0±3.3 420.9±33.2 -- -- 42.9±5.6 

73.1±1.1 2 235.8±2.2 303.5±1.0 470.2±9.8 -- -- 46.7±1.8 

 

Literature values for characteristic TR temperatures measured at the sidewalls of LFP cells are also 

shown in Figure 3(a). 𝑇max and 𝑇vent reported by Golubkov et al. (2014; 2015) for LFP LIBs with 

100% SOC were measured in an apparatus similar to the present work but in an inert atmospheric 

environment. Despite similar procedures and heating rates, their two studies report 𝑇max values that 

differ by 36 °C, highlighting the inherent variability in LIB TR studies. However, the 𝑇vent values 

show reasonable agreement with trends observed in this work. Zeng et al. (2022) reported 𝑇max values 

for heating inputs of 20.4 and 34.1 W which correspond to about 20 and 60 °C/min heating rates at 

the LIB surface, respectively. The result at 20 °C/min exceeds the results of this study while the value 

near 60 °C/min is closer to the trendline. Zeng et al. applied heat to 18650 LIBs with a Fire 

Propagation Apparatus (FPA) that uses infrared heaters for the entire duration of the experiment, and 

an inert atmosphere is maintained by a nitrogen co-flow during the experiment. The methodology 

differs from that of the present study, which could account for the differences in observed 𝑇max. 

Figure 3(b) shows the moles released during the initial venting (𝑛vent), during TR (𝑛TR), and the sum 

of the two (𝑛total). In all experiments except for one near 80 °C/min, 𝑛vent > 𝑛TR. At higher heating 

rates, the distinction between venting and TR is less pronounced. As a result, the initial venting 

process may not be complete before gas generation due to TR begins. Linear regression was 

performed on 𝑛vent , 𝑛TR , and 𝑛total  versus the prescribed heating rate. Like the characteristic 

temperature regression, the null hypothesis is a zero slope, and the alternative hypothesis is a non-

zero slope. For the 𝑛vent regression, the p-value and R2 value are 0.984 and 0.000, respectively, i.e., 

𝑛vent is independent of heating rate. There is a stronger correlation between the heating rate and 𝑛TR 

(p-value = 0.0002, R2 = 0.548), so these results indicate that the increase in 𝑛total  is primarily 

dependent on the heating rate through the correlation with 𝑛TR . Open symbols near 10 °C/min 

represent 𝑛total for experiments performed in a nitrogen environment at 102 kPa. The average value 

for 𝑛total in nitrogen experiments differs from 𝑛total measured in the vacuum environment by about 
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7 mmol at 10 °C/min and 5 mmol at 80 °C/min. Additional measurements are needed to ascertain this 

trend across the entire range of heating rates. 

Literature values in Figure 3(b) represent total gas moles released from LFP cells, 𝑛total. Values from 

Golubkov et al. (2014; 2015) show reasonable agreement with the present measurements; between 

their studies, however, results differ significantly but no reason for the difference is given. The dotted 

line represents the value reported by Fernandes et al. (2018) for a 26650 form-factor LFP cell. The 

value shown is normalized by the 18650 form-factor mass as an approximation. In their study, TR 

was induced through overcharge, and the values of observed heating rates during the process ranged 

from 0 to 22 °C/min. Regardless of the differences in methodology, the present measurements of total 

moles released, and the value reported by Fernandes et al., are in good agreement. 

4.2 Gas composition analysis 

TRG samples from a preliminary set of eight experiments at nominal heating rates of 10 and 80 

°C/min and initial pressures of 700 Pa and 104 kPa were collected and analyzed, resulting in four 

distinct cases. Cases 1 and 2 are for initial pressure of 700 Pa with nominal heating rates of 80 and 

10 °C/min, respectively. Cases 3 and 4 are for initial pressure of 104 kPa with nominal heating rates 

of 80 and 10 °C/min, respectively. Table 3 presents the average composition results (in mole fraction) 

of the four cases. Case 1 consists of three experiments, Case 2 and Case 3 consist of two experiments 

each, and Case 4 consists of one preliminary experiment. The composition results show similar mole 

fraction distributions of the measured gas species across each case. Notable differences are the 

increased OVOC produced in Case 2 experiments and the increased H2 produced in Cases 3 and 4. 

Table 3. Summary of measured composition (in mole fraction) 

 

Figure 4 shows the mole fractions of the detected components for each of these experiments. For a 

given case, the composition breakdowns show similar distributions across repeated experiments. Also 

included in Figure 4 are the breakdowns of OVOC and VHC groups. Certain larger hydrocarbon 

species such as Toluene and Benzene were detected and grouped in the OVOC category by the 

external lab and have been kept in those categories for convenience. Over 80% of the OVOC detected 

is assigned to the unknown OVOC category. This means that the gas analysis methods used by the 

external lab could not identify the vast majority of OVOC present in the sample. In Cases 1, 3, and 

4, speciated hydrocarbons with 5 or fewer carbon atoms account for about 50% of the measured VHC, 

and C6+ hydrocarbons account for the rest of the detected VHCs. In Case 2 experiments, about 80% 

of the detected VHCs are in the C6+ category. 

 Case 1 Case 2 Case 3 Case 4 

Nominal Heating Rate (°C/min) 80 10 80 10 

Initial Pressure (kPa) 0.7 0.7 104 104 

Number of samples 3 2 2 1 

Oxygen 0.010 0.0010 0.011 0.008 

Carbon Monoxide  0.022 0.013 0.022 0.029 

Carbon Dioxide 0.106 0.058 0.081 0.117 

Hydrogen 0.311 0.274 0.389 0.388 

Volatile Hydrocarbon Content (VHC) 0.164 0.136 0.150 0.174 

Oxygenated Volatile Organic Compounds (OVOC) 0.213 0.264 0.211 0.239 
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Fig. 4. Summary of TRG composition analysis 

LIB electrolyte typically consists of a mixture of ethylene carbonate (EC, C3H4O3), ethyl methyl 

carbonate (EMC, C4H8O3), dimethyl carbonate (DMC, C3H6O3), and/or propylene carbonate (PC, 

C4H6O3) (Golubkov et al., 2015; Fernandes et al., 2018; Sturk et al., 2019). The composition 

breakdown of VHC and OVOC in Figure 4 shows the presence of C5 and C6+ molecules. The source 

of these larger volatile molecules is unclear, but the solid electrolyte interface (SEI) formed at the 

graphite anode of the LIB is suspected to include an organic polymer with the formula C6H4O6 

(Golubkov et al., 2015). 

Figure 5 shows the number of moles assigned to each species based on the composition analysis and 

the measurements of moles released, providing an absolute perspective of the quantities of different 

gases released. The top (yellow) portion of the bar chart shows the unassigned moles (the discrepancy 

between cumulative moles of all species detected in gas analysis and the gas quantity measurement 

using pressure/temperature measurements at the 20-L sphere) that could represent errors in 

composition measurement or species not identified by the gas composition analysis. 
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Fig. 5. Molar distribution based on gas composition analysis 

5. Conclusions 

In this study, thermal runaway (TR) experiments were conducted on 18650 form-factor lithium-ion 

batteries (LIBs) with lithium iron phosphate (LiFePO4 or LFP) cathodes and carbon anodes, to 

support the development of risk assessment methods and loss prevention/mitigation 

recommendations for LIB fires and explosions. LIBs were forced into TR by external heating, and 

the effects of the heating rate was examined on the quantity and composition of the released thermal 

runaway gases (TRGs), both in vacuum and inert environments. 

This study found that the heating rate influences the amount of TRG released and the characteristic 

temperatures of the LIB when TR occurs under vacuum conditions. Most notably, the amount of TRG 

increased linearly with heating rate in the investigated range from 10 to 80 °C/min. A limited number 

of additional experiments were conducted in nitrogen environments at initial atmospheric pressure, 

which indicated a comparable trend of increasing TRG quantity over heating rate. 

A limited number of experiments with TRG composition analysis confirmed the presence of small 

gas species previously reported in the literature, such as H2, CO2, CO, and CH4. While some larger 

molecular species were also identified and quantified, a significant quantity of unknown species were 

detected and could only be classified as oxygenated volatile organic compounds (OVOCs). This was 

consistent with FTIR analysis from the literature, which suggests that OVOCs may originate from 

the LIB electrolyte. Normalized gas compositions reveal similar distributions of gas species across 

all investigated heating rates. Additional experiments are needed to confirm this observation, using 

expanded gas analysis capabilities that allow for quantifying the currently unknown OVOCs. 

Overall, the present results show that the amount of gas released from LFP LIBs during initial venting 

and TR increases with heating rate, whereas preliminary gas analysis suggests that the relative 

composition of the released gas may be insensitive to heating rate. From a loss prevention perspective, 

the present results are significant, suggesting that realistic heating rates would need to be applied in 

TR experiments with single LIB cells to obtain realistic values of the released gas quantity. Such 

heating rates would need to replicate the conditions expected during cell-to-cell TR propagation 
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within LIB modules and systems. Experiments performed at unrealistically low heating rates may 

result in an under-prediction of potential gas release, and therefore in under-conservative risk 

evaluations and under-designed mitigation systems including ventilation and fire/explosion 

protection. 

Future work is planned to examine different LIB cell chemistries and form factors in order to quantify 

their amounts and composition of vent gases for fire and explosion risk assessment. These 

experiments will utilize new in-house gas analysis methods that allow for quantifying the gas 

composition more comprehensively, and apply realistic heating conditions that occur during TR in 

LIB modules and systems. 
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Despite their excellent properties as electrochemical energy storage devices, lithium-ion-batteries 

(LIBs) are potentially hazardous due to the possibility of thermal runaway (TR). TR can be 

particularly dangerous in explosive atmospheres such as those found in mines. To mitigate the 

consequences, flameproof enclosures according to IEC 60079-1 can be used to house the LIBs. In 

order to quantify the material stress, TR experiments were performed by overheating a LIB (18650 

format, NMC-811) in a flameproof enclosure, recording the explosion pressure and temperature. The 

parameters of internal surface and gas mixture (propane, hydrogen) were modified. By varying the 

volume of the enclosure, a direct proportionality between volume and explosion pressure was 

observed. This was due to the increase in internal surface area accompanied by a reduction in volume, 

resulting in improved heat transfer. In particular, the increase in surface area resulting from the use 

of expanded metal grids as internal pressure relief confirmed the surface dependance with a pressure 

reduction of 49 %. Furthermore, a linear relationship was established between the system energy, 

consisting of the energy released by the cell and the chemical energy of the gas atmosphere, and the 

pressure energy after TR. 

Keywords: thermal runaway of lithium-ion batteries, flameproof enclosures, explosion pressure 

relief, gas explosion, internal surface area, heat transfer 

Introduction 

Lithium-ion batteries (LIB) are widely used as a flexible and efficient energy storage technology. 

Due to their high energy and power density and long lifespan, they can be used in a wide range of 

applications (Rahimi, 2021). In general, LIBs are a safe way of storing energy, which is reflected in 

the estimated failure probability of <1:106 (Larsson, 2017). Due to the many areas of application, the 

quantity of LIBs worldwide is growing at a high rate. As a result, the number of incidents associated 

with thermal runaway (TR) is also rising. Between 2016 and 2022, for example, the incidents in 

Vancouver increased fivefold (Little, Karamali, 2022). The TR describes the exothermic reactions 

between different components of the LIB, resulting in mechanical, thermal and chemical loads for 

the periphery (Essl et al., 2020). This poses a particularly high risk if the gas atmosphere surrounding 

the LIB contains a flammable or explosive mixture. A TR in such an environment, for instance a 

mine, can lead to the ignition of the entire surrounding combustible atmosphere due to the energy 

released and thus to a massive increase in the damage caused (Dubaniewicz, DuCarme, 2013; 2014). 

In hazardous areas, the standard IEC 60079-0 therefore provides further measures in the form of 

several types of ignition protection, including the "flameproof enclosure" (International 

Electrotechnical Commision, 2014). This type of protection involves an enclosure surrounding the 

LIB, which serves to protect the environment from the consequences of the TR. Flameproof 

enclosures are characterized, amongst other parameters, by thick walls, enabling them to withstand 

high material loads (Spörhase et al., 2022). The material stress caused by the TR is directly dependent 
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on the free gas volume of the encapsulation. Small volumes in particular lead to high pressures 

(Dubaniewicz et al., 2022). It is unclear whether the material stress can be reduced by simply 

increasing the volume, or whether there are other factors whose lack of consideration could result in 

a critical material stress. The case of the simultaneous occurrence of a gas explosion of a surrounding 

fuel-air mixture and the TR is also of interest, as the coincidence of both phenomena happening must 

be considered in potentially hazardous areas. In this work, the enclosure volume, the inner surface 

and the composition of the gas atmosphere are therefore varied. The effects on the resulting material 

stress are analyzed using mechanical and energetic variables. 

1. Experiments 

All tests were carried out in the "CUBEx" flameproof enclosure (type: 8264, Company: 

R.STAHL AG, 480x340x360 mm) according to the test arrangement shown in Fig. 1. The measured 

variables temperature (red), static pressure (blue) and material strain on the outer wall of the enclosure 

(green) were recorded. 

 
Fig. 1. Schematic representation of the experimental setup 

An oscilloscope (type: DL850, company: Yokogawa) and a data acquisition system (type: 

34970A Data Acquisition/Switch Unit Family including 20-channel multiplexer 34901A, company: 

Keysight Technologies/Agilent) were used to acquire the measurement data. The material strain was 

used to verify the measured maximum pressure, which is why the measured strain is listed in Table 

4 but will not be discussed in detail. The temperature measuring points are labelled with 

thermometers. In addition, an explosive atmosphere was created by adding different fuel gases using 
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mass flow controllers and purging with the gas mixture until the gas volume in the housing was 

exchanged five times. Due to the deposition of particles from the TR events on the enclosure walls, 

it was not possible to check the composition of the mixture. Overheating at a constant temperature 

rate was selected as the misuse mechanism in all tests. As can be seen in Fig. 1, the cell was placed 

on a copper block which featured a heating element on the inside (type: MFH14 or a high-temperature 

ceramic heating element, company: Paul Rauschert Steinbach GmbH). 

1.1. Assessment of the material stress 

The material strain recorded using a strain gauge was utilized to assess the material stress. The 

material load and strain are proportional to each other in case of static load and dynamic load due to 

a gas explosion (Spörhase et al., 2022). Two methods are used to further understand why the measured 

maximum strains εmax occur. According to the standard IEC 60079-1, the maximum pressure pmax and 

the pressure rise time (PRT, defined between 10 % – 90 % of pmax) represent comparative parameters 

(International Electrotechnical Commision, 2014). Furthermore, an energetic analysis of the 

measurement data was carried out. 

The flameproof enclosure is not isolated from the periphery. Hence a continuous exchange of energy 

and power occurs. Furthermore, mass can be transferred into the periphery through leaks. To 

understand this in more detail, a simplified energy balance is used (see Fig. 2). Energy inputs are 

shown in green and power losses in red. The gas volume inside the flameproof enclosure serves as 

the control volume. The mixture of energies and powers is chosen to express the fact that the total 

energy built up in the system is suddenly reduced due to different power losses. The instantaneity is 

emphasized by the time-dependent representation of the energy loss. 

 

Fig. 2. Schematic representation of the control volume (dashed line) 

The progressive heating due to various exothermic reactions during the TR releases energy through 

the cell (EC). EC is defined according to equation (1), where mC and cC denote the mass and specific 

heat capacity of the cell, Tmax the maximum temperature on the cell surface and TTR the temperature 

at the beginning of the TR (Jiang et al., 2021). 

𝐸C = 𝑚C ∙ 𝑐C ∙ (𝑇max − 𝑇TR) (1) 

If an explosive atmosphere is provided in the housing, the combustion of the gas introduces additional 

energy into the system (EGas). This intake can be calculated using equation (2), where mGas is the mass 

of the fuel in the gas volume, ΔHGas is its lower heating value and ηGas is the associated empirical 

explosion efficiency. For the latter, a value of 8.5 % is assumed as the mean value from the literature 

data 2 - 15 % (Chi et al., 2021). As the literature values regarding the empirical explosion efficiency 
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differ greatly from each other, this value is only an estimate and is not considered in the measurement 

uncertainty of the chemical energy of the fuel gases. 

𝐸Gas = 𝑚Gas ∙ Δ𝐻Gas ∙ 𝜂Gas (2) 

Due to the lack of thermal insulation, energy can be released to the environment through thermal 

conduction (�̇�cond), convection (�̇�conv) and radiation (�̇�rad). Equation (3) is used to calculate the 

conductive heat transfer, which takes into account the thermal conductivity of the material λ, the 

surface under consideration A, its thickness dA and the temperatures of the inner and outer walls of 

the housing Ti and To (Incropera et al., 2007). The following thermal conductivities apply to the 

materials stainless steel and aluminum: 𝜆S = 15 W∙m∙K-1
 and 𝜆A = 140 W∙m∙K-1 (Xometry Europe 

GmbH, 2021). 

�̇�cond = 𝜆 ∙ 𝐴 𝑑A ⁄ ∙ (𝑇i − 𝑇o) (3) 

The calculation of the convective heat transfer furthermore requires the temperature of the free gas 

volume 𝑇∞ and the heat transfer coefficient α (Incropera et al., 2007). The heat transfer coefficient is 

estimated at a value of 5 W ∙m-2∙K-1, which corresponds to the value range for free convection 

(García et al., 2022).  

�̇�conv = 𝛼 ∙ 𝐴 ∙ (𝑇∞ − 𝑇i) (4) 

Heat transfer by radiation is neglected, as the contribution is small compared to that of conduction 

and convection (Incropera et al., 2007). The inherent property of flameproof enclosures of lacking 

gas tightness can also lead to a loss of mass to the environment. The leakage rate �̇�leak according to 

equation (5) depends on the enclosure volume V and the pressure difference Δp over a time interval 

Δt (DIN Deutsches Institut für Normung e. V., 2018).  

�̇�leak = 𝑉 ∙ Δ𝑝 Δ𝑡⁄  (5) 

For a summarized view of the most important influencing parameters in the energy balance, the 

system energy ES and power loss PL are defined according to equations (6) and (7). PL incorporates 

material-specific parameters as well as various temperatures and the pressure inside of the enclosure. 

It should be noted that all loss mechanisms contained in PL occur simultaneously. 

𝐸S = 𝐸C + 𝐸Gas (6) 

𝑃L = �̇�cond + �̇�conv + �̇�leak (7) 

In order to further create the possibility of relating ES to the energy resulting from pressure, the 

relative pressure energy EP,rel. is introduced according to equation (8). It can be determined using the 

pressure difference between the maximum explosion pressure pmax, the initial pressure at the start of 

the experiment p0 and the enclosure volume V (Baehr, Kabelac, 2016). 

𝐸P,rel. = (𝑝max − 𝑝0) ∙ 𝑉 (8) 

1.2. Key data of the used LIB 

The key data of the selected LIB are listed in Table 1. All cells are initially overcharged to a voltage 

of 4.62 V with a current of 3 A (1 C rate) before the start of the test. This procedure serves to intensify 

the TR due to the additional amount of charge (Essl et al., 2020). The subsequent voltage dip after 

the end of the overcharging process results in a state of charge (SoC) range of 90-105 % at the start 

of the test. The SoC was determined by using the coulomb counting method.  
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Table 1. Key data of the cell used  (Jiang et al., 2021; LG Chem, 2015) 

Cell INR18650HG2 

Manufacturer LG Chem  

Format 18650 

Cell chemistry LiNi0.8Mn0.1Co0.1O2 

Maximum weight / g 48 

Nominal capacity / Ah 3.00 

Cut off voltage / V 4.20 

Specific heat capacity / J∙kg-1∙K-1 1020 

1.3. Variation of the experimental setup 

In the course of the experiments, two test parameters are changed: the free volume of the flameproof 

enclosure and the composition of the gas atmosphere it contains. 

1.3.1. Variation of the free volume 

Four test configurations are analyzed, which are designated SAV-xx-xx on the basis of their 

surface-to-volume-ratio (SA/V-ratio) and the free volume V. The corresponding free volumes, inner 

surfaces A and the SA/V-ratio are listed in Table 2. Various aluminum components and expanded 

metal grids (used for internal pressure relief) are placed inside the housing to vary the volume. 

Table 2. Key data for the different  enclosure configurations (R.STAHL, 2015) 

Description V / l A / m2 SA/V-Ratio / m-1 

SAV-339-5 4.7 ± 1.7 1.60 ± 0.0088 339 ± 121 

SAV-38-22 21.6 ± 1.0 0.83 ± 0.0005 38 ± 2 

SAV-275-37a 37.3 ± 1.0 10.24 ± 0.0004 275 ± 7 

SAV-18-38b 38.1 ± 1.0 0.68 ± 0.0004 18 ± 1 
aincluding expanded metal grids 
bThis volume corresponds to the empty volume of the housing including all permanently installed test setups, such as the gas inlet and outlet. 

1.3.2. Fuel-air mixtures 

An ignitable atmosphere is generated in mixture compositions in accordance with the standard 

IEC 60079-1 in a ratio of (31.0 ± 1.0) vol.-% for hydrogen (H2) and (4.6 ± 0.3) vol.-% for propane 

(C3H8) with air (International Electrotechnical Commision, 2014). The gases were selected on the 

basis of their properties with regard to the maximum explosion pressure, which is particularly high 

for C3H8 (see Table 3), and the pressure rise time (PRT), which is particularly short for H2 

(EC-Project SAFEKINEX, 2006). Table 3 provides an overview of the relevant parameters of both 

gases, listing the lower heating value ΔHGas, the maximum absolute explosion pressure pmax and the 

autoignition temperature (AIT).  Only the test configuration SAV-18-38 (maximum volume) is used 

to analyze the influence of the gas atmosphere. 

Table 3. Properties of the fuel gases (at p0 = 1 bar, T0 = 20 °C) (Database BAM-Project CHEMSAFE, 2016; 

Lendt, B., Cerbe, G., 2016) 

Fuel gas ΔHGas / kJ∙kg-1 pmax / bar AIT / °C 

H2 119972 8.3 560 

C3H8 46354 9.4 459 
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2. Results and discussion 

In the following sections, the results are discussed using the mean values from three tests in each 

case. For all measured variables except the PRT, only the maximum values over the TR are considered 

and the mean values are calculated from these. Table 4 provides an overview of all relevant mean 

values, whereby the tests labelled G-xx refer to the variation of the gas atmosphere (see section 1.3.2). 

In all tests, the pressure is proportional to the strain and therefore to the material stress. This 

observation is consistent with data on gas explosions (Spörhase et al., 2022). The energy input is used 

as a measure of the thermal load. 

Table 4. Overview of all relevant test data 

Description pmax / bar εmax / μm∙m-1 PRT / ms EC / kJ EGas / kJ ES / kJ PL / kW 

SAV-339-5 4.1 ± 0.3 176 ± 20 22 ± 6 6 ± 2 / 6 ± 2 299 ± 178 

SAV-38-22 4.7 ± 0.3 241 ± 18 81 ± 27 10 ± 1 / 10 ± 1 106 ± 22 

SAV-18-38 5.3 ± 0.4 299 ± 32 113 ± 16 14 ± 5 / 14 ± 5 32 ± 2 

SAV-275-37 3.0 ± 0.1 122 ± 10 117 ± 30 12 ± 1 / 12 ± 1 385 ± 42 

G-air 5.8 ± 0.9 307 ± 48 121 ± 30 17 ± 3 / 17 ± 3 70 ± 5 

G-H2 8.0 ± 0.1 406 ± 12 7 ± 1 16 ± 1 11 ± 0 27 ± 1 31 ± 3 

G-C3H8 8.2 ± 0.0 423 ± 5 43 ± 6 14 ± 2 14 ± 0 28 ± 2 84 ± 19 

2.1. Influence of the free volume and inner surface area 

The gas development resulting from exothermic reactions inside of the cell during the TR leads to an 

increase in pressure, which is measured and used as a comparative value between the test 

configurations in the form of the maximum absolute pressure pmax. Fig. 3 shows the experimentally 

determined values and data according to Dubaniewicz et al. (2022) for pmax as a function of the free 

volume V (left) and the inner surface area A (right). 

 
Fig. 3. Maximum pressure pmax as a function of enclosure volume V and inner surface A (Dubaniewicz et al., 

2022; Dubaniewicz, 2023) 

As can be seen from Fig. 3 (left, red), an increase in volume in the case of the data collected here 

results in an increase in pmax, while an increase in surface area leads to a reduction in pressure. An 

eightfold increase in volume accompanied by a reduction in surface area by a factor of approx. 2.4 

from SAV-339-5 to SAV-18-38 leads to an increase in maximum pressure of 29 %. In contrast, 

164



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

according to Dubaniewicz et al. (2022), both an increase in volume and in surface area resulted in a 

reduction of pmax. With regard to the influence of volume, there is consequently a contradiction 

between the current literature and the experimental data recorded here. The background to this 

contradiction is the inversely proportional behavior of volume and surface area in the present work, 

which is caused by the type of volume reduction resulting from the addition of aluminium 

components. The additional components in the housing lead to an increase in the internal surface area. 

In contrast, these variables behave proportionally to each other in the experiments by Dubaniewicz 

et al. (2022) (self-similarity). This results in varying behavior with regard to the energy exchange 

between the housing and the periphery. However, as the enclosure volume also has an influence on 

the material load and stress, the SA/V-ratio is considered as a comparative value in the following. 

2.1.1. Energy balance of the TR 

The energy of the system ES increases due to the gas development during the TR of the cell. The 

larger the free volume V or the smaller the SA/V-ratio, the higher the ES in the experimental setup 

used becomes (Fig. 4, left). This is a direct consequence of the amount of oxygen in the gas volume, 

which is decisive for the exothermic oxidation of the cell's electrolyte and thus the release of energy 

in the form of heat (Feng et al., 2018). An eightfold increase in the enclosure volume results in an 

increase in ES by a factor of approx. two. The energy input and with it the thermal load on the material 

increases with the volume, provided the gas atmosphere in the housing contains additional oxygen 

and the amount of oxygen increases with the volume. The surface dependence of the maximum 

pressure is in turn a consequence of the heat transfer behavior. As equations (3) and (4) show, both 

heat conduction and convection are influenced by the surface area. The increase in the internal surface 

area leads to enhanced heat transfer and, as a result, a rise in power loss PL (see Fig. 4, right). 

 

Fig. 4. System energy ES and power loss PL as a function of the SA/V-ratio 

Increasing the surface area from 0.68 m2 to 1.60 m2 results in a growth in PL by a factor of nine. The 

energy input is therefore inversely proportional to the power loss and the SA/V-ratio. The enclosure 

configuration with the smallest surface area and correspondingly smallest SA/V-ratio therefore has 

the highest ES. There is a linear dependency between ES and the maximum pressure pmax or the 

maximum strain εmax. The smaller the SA/V-ratio, the greater the material stress that occurs. 

Accordingly, the material stress can be reduced by using expanded metal grids (SAV-275 37). These 

act as internal pressure relief. The grids can be used to increase the internal surface area by a factor 

of 15 to 10.2 m2 compared to the SAV-18-38 configuration. Due to the increase in surface area, a rise 
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in PL and consequently a reduction in system energy can be observed. This results in a halving of the 

maximum pressure. The internal pressure relief is therefore capable of reducing the thermal load and 

material stress caused by the TR of a LIB. The results thus show that the material stress cannot solely 

be estimated on the basis of the free volume as the inner surface has a more significant influence. The 

statements made by Dubaniewicz et al. (2022) cannot be generalized, but are valid for the case of 

self-similar enclosures (proportionality between free volume and inner surface).  

2.1.2. Severity of TR 

As can be seen from the PRT values in Table 4, an increase in the free volume V from SAV-339-5 to 

SAV-18-38 results in a fivefold increase in PRT. This corresponds to a reduction in the severity of 

the TR (International Electrotechnical Commision, 2014), which is in contrast to the conclusions 

drawn from section 2.1.1. However, since the measured pressure values could be verified using the 

strain measurement values, the assessment of the strength of the TR of a LIB and the resulting material 

stress based on the maximum pressure is the more meaningful way. In conclusion the material stress 

increases with increasing volume or decreasing inner surface area (decreasing SA/V-ratio) in the case 

of an inverse proportionality between volume and surface area. 

2.2. Influence of explosive gases 

In all the tests that included a fuel gas/air atmosphere in addition to the TR of the LIB, the latter was 

ignited by the TR. Since the AIT (see Table 3) are only reached in the case of G-C3H8, ignition 

probably occurs via sparks and the ejection of hot particles by the LIB and not due to the surface 

temperature of the cell or the copper heating block. An increase in pressure due to the fuel gas was 

observed for all fuel gas/air mixtures analyzed. This is discussed below. 

2.2.1. Superposition of gas explosion and TR 

The addition of a fuel-air atmosphere results in an additional energy input EGas (see Fig. 5, left). C3H8 

contributes more energy to the system than H2, which is why G-C3H8 has the highest system energy 

ES. Due to the linear relationship between ES and pmax, the highest pressure follows for G-C3H8 (see 

Fig. 5, right).  

 

Fig. 5. Energy input by the fuel gas EGas and the pressure pmax as a function of the system energy ES 
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Regardless of the gas used, the superposition of TR and gas explosion leads to a higher pressure than 

a pure air atmosphere (G-air) and thus to increased material stress. This is consistent with data 

according to Dubaniewicz and DuCarme (2013; 2014) on methane-air explosions and simultaneous 

TR, in which the additional gas explosion also led to an increase in pressure. The thermal load due to 

the energy released by the cell EC assumes the highest values for G-air, as the amount of oxygen 

present is greatest there compared to G-H2 and G-C3H8. The speed of the TR is determined by the 

properties of the fuel gas, as can be seen from the PRT (see Table 4). G-H2 produces the fastest 

pressure rise, whereas G-air has the highest PRT. According to the standard IEC 60079-1, the highest 

material stress results for G-H2. However, the material strain also shows that the material stress should 

be assessed on the basis of pmax and therefore G-C3H8 has the highest stress. 

2.2.2. Influence of the LIB on the material stress in case of combined phenomena 

The influence of the TR of a LIB with a capacity of 3 Ah on the maximum pressure is low. This can 

be shown by means of tests of gas explosions without TR (V-C3H8 and V-H2). The additional TR 

results in an approx. 11 % higher pressure in the case of H2 and a 5 % higher pressure in the case of 

C3H8 than was achieved in the tests where only a gas explosion was present. The material stress for 

small cell capacities is therefore determined by the gas explosion. Within the scope of the 

measurement uncertainty, the additional TR in an H2-air-atmosphere does not lead to any change in 

the PRT. However, a decrease of the PRT due to the TR can be observed between G-C3H8 and 

V-C3H8. The superposition of both phenomena thus leads to a faster pressure rise. The properties of 

the respective fuel gas also come into play here. H2 is generally characterized by a faster pressure rise 

than C3H8 (see section 1.3.2). However, both fuel gases represent the faster process compared to the 

TR of a LIB. Depending on how much time the gas explosion itself takes, the influence of the TR on 

the duration of the combined behavior of the gas explosion and the TR changes. 

2.3. Overview of all experiments 

Using the relative pressure energy EP,rel. (see equation (8) resp. Δp∙V) and the system energy ES (see 

equation (6)), a final comparison of all experiments can be made between the energy input and the 

resulting energy due to the pressure, as shown in blue in Fig. 6. 

  

Fig. 6. Overview of the relative pressure energy EP,rel. (blue) and the PRT (red) of all experiments as a 

function of the system energy ES. Each measurement series is symbolically marked. 

As can be seen, there is a linear dependency between the system energy and the relative pressure 

energy regardless of the measurement series. A high system energy results in a high relative pressure 
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energy and therefore a high material stress. The lowest values are achieved for the test configuration 

SAV-339-5, whereas the highest values are obtained by the additional provision of a fuel gas-air 

atmosphere (in particular C3H8). As can be seen by plotting the PRT as a function of the system 

energy (see Fig. 6, red) a statement about the material stress using this variable is not meaningful (see 

section 2.1.2). Overall, the system energy increases by almost 400 % (approx. 22 kJ) between these 

limits, which results in an increase in the relative pressure energy of almost 2000 % (approx. 25 kJ). 

Fig. 6 demonstrates the validity of the data analysis based on the system energy, as developed in this 

work, for a wide range of test scenarios. A consideration of the system energy therefore enables the 

comparison of various conditions and the estimation of the effect of a TR on the enclosure. 

3. Conclusions 

The TR of a LIB was experimentally investigated in a flameproof enclosure whilst varying the free 

volume and the composition of the gas atmosphere inside the enclosure. The increase in the free 

volume with a simultaneous reduction in the internal surface area caused an increase in maximum 

pressure. This rise in pressure was the result of the increased system energy and reduced power loss. 

An increase in the internal surface area consequently leads to pressure relief. This can be confirmed 

in particular by the significant reduction in pressure due to the enlarged surface area of the internal 

pressure relief. Extrapolation of the material load and stress based solely on the free volume is 

therefore not possible in general. However, an increase in the free volume in an air atmosphere created 

a bigger thermal load. The superposition of the TR and a gas explosion resulted in a growth in the 

maximum pressure. C3H8 led to the highest pressure among the gases analyzed, whereas H2 showed 

the fastest increase in pressure (PRT). If the energy of the fuel gases is also taken into account in the 

system energy term, a linear relationship is found between system energy and maximum pressure. 

Comparative tests without TR showed that the additional TR of a LIB with a capacity of 3 Ah was 

only accompanied by a slight increase in pressure. The gas explosion was therefore decisive for the 

maximum pressure. A linear relationship between the system energy and the resulting pressure energy 

was observed across all experiments. It is therefore possible to describe various test scenarios using 

a simplified energy balance. The correlations determined here between the material stress and the 

volume as well as the inner surface area have shown that the latter must be taken into account to 

predict the pressure triggered by the TR. As a result the dependencies according to Dubaniewicz et 

al. (2021) and Dubaniewicz et al. (2022) cannot be generalized. In the future, such a general 

quantification of the material stress as a function of the housing geometry and the LIB should be 

sought. Furthermore, both individual LIB and battery packs should be examined in the future. 
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Abstract 

As the European Union tries to develop important LIB production capacity by supporting the 
development of many gigafactories, new materials are under investigation to enhance the Lithium-
ion batteries (LIBs) performances. A promising way onwards seems to be the optimization of the 
chemical composition of LIBs using nanomaterials (NMs). NMs most frequently used as active 
materials for the anode are silicon, lithium titanate oxide (LTO) and graphite. In addition, carbon 
black (CB) is used as an additive to increase the conductivity and the electrical performance of LIBs. 
Even if NMs are beneficial for LIB performances, the reduction of the particle size might induce an 
explosive behaviour of the powder used during manufacturing. For this reason, a study on crucial 
NMs safety was conducted to evaluate both physicochemical characteristics and relating explosivity 
risks of those NMs to ensure their safe production, handling and use, including in the gigafactories 
under construction all over Europe. Firstly, the characterization of the pristine NMs was performed 
(i.e., median particle size (d50), and specific surface area (SSA)). Then, explosion parameters were 
assessed (i.e., minimum explosible concentration (MEC), maximum explosion pressure (Pmax) and 
deflagration index (Kst)) according to the standards. For LTO materials, no explosivity is observed 
due to the lack of combustibility and absence of any explosion-prone chemical group. A rise in the 
explosion's parameters was noted with the material's reduction in size from micro to nanoscale. In 
general, for the NMs, a smaller concentration of combustible dust mixed with air is needed for a 
deflagration to occur. This deflagration leads to higher maximum pressure values that in addition are 
set faster. For example, the micro-C exhibited no explosive behaviour, while the nano-C showed 
weak explosive severity (Kmax = 63 bar m/s). Consequently, the utilisation of nanomaterials in the 
production of LIBs necessitates that the risk assessment be conducted with due consideration of the 
heightened explosion risk that is due to their use. 

Keywords: nanomaterials, NMs, Lithium-ion batteries, LIBs, explosion, Pmax, Kst. 

 Introduction 

The available active powder materials for the anode and the cathode are limited by pore size and 
volume density. The current electrode active materials have micro-sized dimensions that limit the 
intrinsic diffusivity of the Li-ion intercalation in the solid state on the anode and that can pass through 
the separator. To enhance both the intercalation/deintercalation and the charge/discharge rates, the 
micro powders used as active materials can be substituted with either the same or different materials, 
thereby achieving nano-scale driven performance (Jiang, Hosono, and Zhou, 2006). Nanomaterials 
(NMs) have a smaller size, resulting in a shorter diffusion length and a higher contact area between 
active materials and electrolyte (Corcione and Frigione, 2012). This can enhance the performance 
and energy storage capacity of batteries while reducing their dimensions. Table 1 reports the different 
NMs currently under investigation for use as materials for the positive or negative electrode. NMs 
can take on various morphologies, including nanoparticles (NPs), nanotubes (NTs), nanowires (NW), 
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hollow nanosphere, and porous nanostructure. They can be used as pure materials, after mixing with 
other substances or as a coating for other materials. 

Table 1. A summary of the NMs under investigation, with the relative application and reference 

Material Application Reference 

Si Anode Wang et al., 2015 

Si Anode Chen et al., 2012 

Carbon coating on the Si surface Anode Wang et al., 2015  

Core-shell amorphous silicon-carbon Anode Sourice et al., 2016 

Mixing Si with C-based Anode Chen et al., 2012  

Mixing Si with C-based Anode Chen et al., 2017 

Si with polymer and chemical bonding Anode Erk et al., 2013 

Si with polymer and chemical bonding Anode Assresahegn and Bélanger, 2017 

Hybrid 0D and 1D Si Anode Pinilla et al., 2020 

SiO2 Anode Al Ja’farawy et al., 2021 

Li4Ti5O12 Anode Hudak, 2014 

Carbon black (CB) Anode additive Hu, Zhong and Yan, 2021 

LiFePO4 Cathode Hudak, 2014 

Table 1 shows that the research in the field of the NMs is mainly focused on the anode materials. The 
two main possibilities for NMs as anode active material are titanium (Ti) (Hudak, 2014) and silicon 
(Si) (Eshetu et al., 2021). Additives, such as the carbon black, have also been evaluated for their 
ability to enable fast charging of batteries when added to the anode composition. The principal form 
is the Li4Ti5O4, but various form of TiO2 can also be used. The cycling mechanism of Li4Ti5O12 is 
quite similar to that of LiFePO4. The process relies on Li+ insertion due to the formation of Li7Ti5O12 
at 1.55 V versus Li/Li+ . This leads to a theoretical capacity of 175 mAh/g and a high degree of 
reversibility. Lithium titanate spinel is used in a nanocrystalline or nanoparticulate state to achieve a 
higher charging rate and extended cycle life compared to the same material in micro-size. In literature, 
most studies focus on developing materials made of or with Si, to replace graphite (C) powder as an 
innovative anode. Silicon nanoparticles (Si-NPs) are chosen due to their higher gravimetric and 
volumetric capacity, which surpasses that of all other elements currently considered or studied for 
this purpose (Qi et al., 2017). This results in lighter batteries being produced. Si-NPs are an attractive 
option due to their abundance, low cost, and high theoretical capacity of 3579 mAh g-1. When reacting 
with lithium, they form the alloy LixSi, where 0 < x < 3.75. However, Si-NPs have two significant 
drawbacks. Firstly, they undergo a volume change during lithiation and de-lithiation, expanding and 
contracting by about 300 % in volume. Secondly, they have an unstable solid electrolyte interphase 
(SEI) (Li et al., 2023). The significant quantity of lithium results in substantial structural changes, 
which are expressed in volume and can reach up to 300 %. This expansion in volume represents the 
primary drawback of silicon NMs, which leads to an irreversible loss of capacity due to the continuous 
SEI formation and a poor retention capacity due to the pulverization of the active material, Si-NPs 
(Sun et al., 2022). For this reason, Si is not considered as an active material alone but is often coupled 
with other species, such as Si-NPs. Si-NPs act as a coating for carbon particles, and the mixing of Si-
NP with C-based NM help to reduce the pulverization of Si by improving its electronic conductivity 
and structural stability (Enotiadis et al., 2018). As a cathode, LiFePO4 is one of the most developed 
NMs (Hudak 2014). The material has several advantages, including low ionic and electronic 
conductivity, high theoretical capacity for full de-lithiation (170 mAh/g), and a degree of reversibility 
(between LiFePO4 and FePO4) due to the cycling mechanism.  

The performance achievement must be benchmarked against subsequent safety characteristics, 
particularly of explosivity behavior of the pristine NMs. While the explosivity behavior of micro-
sized materials is well-known, this potential hazard must be re-evaluated for NMs due to the 
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significant change in particle size distribution (Johnston, Mansfield, and Smallwood, 2017). The 
reduction in particle size results in an increase in specific surface area (SSA), which increases 
sensitivity to explosions and significantly rises their severity (Bouillard, 2015). For a better 
understanding of how the sensitivity and explosion severity of powders vary with particle size 
distribution from the micro to the nano range, please refer to Assresahegn and Bélanger (2017).  

Various parameters can be used to express the explosivity and severity of an explosion. These 
parameters can be evaluated by lab-scale standardized explosivity tests, such as the minimum 
explosible concentration (MEC), the maximum pressure (Pmax) and the deflagration index (Kst). The 
MEC and the explosivity factors, Pmax and Kmax, can be evaluated by conducting experiments inside 
a 20-L sphere apparatus, according to ISO/IEC 80079-20-2. This test describes the test methods for 
combustible dust and the determination of the explosive characteristics of dust clouds according to 
EN 14034. Part 1 determines the maximum explosion pressure (Pmax) of dust clouds; part 2 determines 
the maximum rate of explosion pressure rise ((dp/dt)max) of dust clouds; and part 3 determines the 
lower explosion limit (LEL) of dust clouds. The deflagration index (Kst), can be calculated from the 
cube-root law in Equation (1) (Bartknecht et al., 1989):  

𝐾 =  
𝑑𝑝

𝑑𝑡
∗ 𝑉 ⁄  (1) 

where V is the volume of the vessel (m3), t is the time (s), and  is the maximum rate of 

pressure rise (bar/s). 

Equation (1) provides the size-normalized maximum rate of pressure rise for a constant-volume 
explosion. The severity of the explosion can be classified as follows: a value of 0 indicates no 
explosion, values between 1 and 200 indicate a weak explosion, values between 201 and 300 a strong 
explosion, and values higher than 300 indicate a very strong explosion. 

Although MEC, Pmax, and (dp/dt)max can be easily determined, it is important to note that they are 
strongly dependent on material characteristics, such as particle size or SSA (Khudhur, Ali, and 
Abdullah, 2021). Previous studies dating back a decade have shown an increase in the ignitability and 
explosivity of combustible powders when shifting from a micro to a nano particle size distribution 
(PSD) range (Dufaud et al., 2011). The MEC of the NP material is lower compared to the micro-scale 
material and is directly proportional to the bulk density. According to Dufaud et al. (2011), the 
explosion severity of Al powder tends to increase as the SSA decreases, before reaching a peak for 1 
μm particle size. Therefore, the nanosized sample ignites at lower ignition energies and significantly 
lower dust amounts than is the micrometric sample.  

The objective of this work is to assess the risk of explosivity associated with critical nanometric 
materials that are used to enhance the performance of the new LIBs. The comparison in this study 
includes both micro and nano sized materials to evaluate the change in explosivity properties between 
these particle size ranges. The materials selected for the study included Si, C, and LTO, which are 
under investigation for the anode of LIBs. Additionally, CB was selected as the main additive. The 
explosivity parameters were evaluated using the standard test, ISO/IEC 80079-20-2. Physical 
properties characterization was conducted for all selected materials to correlate explosivity-related 
parameters with their physical properties. These assessments can improve the safety assessment of 
dust explosions in process industries, including the gigafactories currently under construction 
throughout Europe (Eckhoff, 2003).  

1. Materials and Methods 

1.1. Materials 

As a general rule in material selection, chemically similar materials were supplied at both micro and 
nanoscales. Dedicated use for the Li-ion battery field was a selection criterion, especially for NMs. 
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Regarding the micrometric reference materials, the selection process was less strict. Sometimes, the 
choice was not based solely on their proven use in batteries but also on the interest in accessing well-
characterized micro powder materials for larger applications. For example, micro LTO (Li4Ti5O12) 
for has a registration dossier available on the European Chemical Agency (ECHA) website.  

The selection process concluded by gathering the following materials: the related PSD data extracted 
from the corresponding material safety data sheet (MSDS), as shown in Table 2. 

Table 2. List of the materials considered in this work  

Materials Purity (%) and PSD Producer References 

Natural Graphite (C) 
Nanopowder/Nanoparticles 

purity: 99.9 %,  
PSD: 400 nm - 1.2 µm 

MTI Corporation - 

MesoCarbon MicroBeads 
(MCMB) graphite powder for 
Li-ion battery anode 

purity: 99.96 % 
PSD: 8.087 µm – 33.080 µm 

MTI Corporation - 

Lithium Titanate Oxide powder 
for Li-ion battery anode 

purity: > 98 % 
PSD: 0.2 µm – 34 µm 

MTI Corporation - 

Lithium Titanate Oxide  PSD: 2.26 µm - ECHA dossier (LTO, 
ECHA) 

Carbon black Monarch 1300® PSD: 13 nm Cabot Corporation Vignes et al., 2023 
Carbon black PSD: 17 µm - ECHA dossier (Carbon 

Black, ECHA) 
Silicon powder purity: 99+ % 

PSD: 50-100 nm 
IolitecNanomaterials Vignes et al., 2023 

Silicon PSD: 13.5 µm - ECHA dossier (Si, ECHA) 

The physical and explosivity properties of both micro and nano materials have been characterized.  

1.2. Methods 

The explosivity behaviour is closely linked to the physical properties of selected powders. Therefore, 
a first characterization of materials was performed at both micro and nano levels to correlate the 
obtained data in our work. 

1.2.1. Characterization of the pristine materials 

The main characteristics to be evaluated for the pristine NMs are PSD, SSA and the density. For all 
these measurements, there are standards that can be applied to unify the data obtained.  

The particle size distribution measurements were evaluated according to ISO 13320 (ISO, 2020). The 
tests were performed with a HELOS-KR instrument equipped with Quixel or Rodos dispersing units 
(Sympatec). For the analysis, the test material was first dispersed in a solution of water and 
octylphenoxypolyethoxyethanol, a non-denaturing detergent (IGEPAL®, Merck), and further shaken 
at ultrasonic frequency of 40 kHz, to maximize dispersion. The SSA of porous solids was measured 
by physical adsorption of nitrogen gas according to the Brunauer, Emmett and Teller (BET) method, 
following ISO 9277 (ISO, 2010). The SSA tests were performed with a 3-Flex (Micromeritics) 
instrument. Finally, the (skeletal) density was evaluated with helium gas according to ISO 
12154:2014. Density tests were performed using an Accupyc II 1340 (Micromeritics). 

1.2.2. Explosivity of the materials 

The parameters that define the explosivity severity of a material are MEC, Pmax, Kst. These parameters 
have to be evaluated from specific tests according to the ISO/IEC 80079-20-2 (ISO, 2016). The tests 
were performed inside a 20-L sphere (Kuhner), where the ignition source, placed in the center of the 
sphere, triggers an energy of 10 kJ for the evaluation of Pmax, Kst or 2 kJ for the determination of 
MEC.  

 

173



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

2. Results and discussion 

The physical properties and explosivity hazards of the materials, both at the micro and nanoscale 
levels, have been evaluated using the same standard procedures in order to highlight any significant 
differences induced by the three orders of magnitude change in size studied. 

2.1. Characterization of the pristine materials  

A multi-criteria physical characterization of the pristine materials was carried out, even if some 
information was already available in the MSDS, in order to confirm the reported values. The PSD 
can be qualified according to various size-related parameters related to number, weight or surface 
based criteria. d50, which reflects the median particle size distribution (50% of the total particles are 
smaller and 50 % are larger) was primarily used here for comparison. 

The results for the nano-graphite (nano-C) are reported and discussed here in detail, while the results 
for the other materials are summarised in Table 3. In particular, the PSD curve for the nano-C is 
shown in Figure 1. 

 

Fig. 1. Size distribution curve of the nano-C 

The distribution appears to be monodispersed, centered around the value of 4 µm, close to the d50 
value (3.86 µm). From the cumulative distribution curve, the so called d10 and d90 parameters, which 
fix 10 % and 90 % of the cumulative particle size distribution in the test powder, can be easily 
determined as 1.94 µm and 6.63 µm, respectively. Corresponding data can then further be used to 
qualify the particle size metric range more globally. The values indicate that the supplied "nano-C" 
nanomaterial appears to be in the micrometric particle range, in contrast to the data given in the 
relevant MSDS issued by the manufacturer. This is indicated by the fact that more than 50% of the 
particles have a size greater than the 1-100 nm range indicated by the European Commission. In fact, 
the European Commission has standardized the terms in the 10th Commission Recommendation of 
June 2022: this text defines that Nanomaterials means solid particles where 50 % or more of the 
particles in the number-based size distribution of one or more external dimensions are in the size 
range 1 nm to 100 nm (European Commission, 2020).  

This ambiguity in the interpretation of results is due to the extrinsic properties of NMs, which tend to 
agglomerate, especially when dispersed in solution, such as IGEPAL®, resulting in larger 
agglomerates. In order to reduce the ambiguity in the classification of the NMs a new parameter can 
be mathematically evaluated, which is the volume specific surface area (VSSA). This parameter is 
obtained by the combination of two physical parameters, the density and the SSA of the materials. 
The VSSA, expressed in m2/cm3, can be calculated according to Equation (2) (Dazon et al., 2020): 

𝑉𝑆𝑆𝐴 =  SSA ∗  ρ (2) 

where SSA is the specific surface area (expressed in m2/cm3) and ρ is the density (expressed in 
g/cm3). 
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If the result of Equation (2) is higher than 6 m2/cm3, the material under investigation can be considered 
as a nanoscale material (CEU, 2019). Therefore, this parameter can be used as an alternative method 
to assess whether the material is a nanomaterial or not (Bau et al., 2021). 

For the NM under investigation the ρ is equal to 2.4 g/cm3, while the SSA is equal to 9.7 m2/g. So, 
applying the Equation (2), the VSSA for the nano-C under investigation is 23.3 m2/cm3, which is 
higher than the limit of 6 m2/cm3. The materials can therefore be defined as NMs, although the PSD 
curve would suggest a different interpretation. 

Physical profiles of the other materials of interest in the research are summarized in Table 3. 

Table 3. Physical properties of various micro- and nanoscale materials, either collected from related MSDS 
or obtained experimentally  

Material PSD from MSDS  Size (d50) ρ (g/cm3) SSA (m2/g) VSSA (m2/cm3) 

Micro-CB  n.a. 17 µm  n.a. n.a. n.a. 

Nano-CB n.r. 13 nm n.r. 377 n.r. 

Micro-C 1.07 µm – 60.26 µm 17.79 µm  2.3 0.7 1.7 

Nano-C 400 nm- 1.2 µm 3.86 µm 2.4 9.7 23.3 

Micro-LTO  n.a. 2.46 µm  n.a. n.a. n.a. 

Nano-LTO 200 nm – 34 µm 1.13 µm 3.6 4.6 16.6 

Micro-Si n.r. 13.5 µm n.r. 1.3 n.r. 

Nano-Si 50 nm – 100 nm - 0.36 18.6 6.7 

n.a.: data not available from ECHA web site. n.r.: not reported. 

From the data presented in Table 3, there are some difficulties in making a detailed comparison of 
the granulometry ranges of the two selected sets of materials (micro and nano), either obtained from 
MSDS or reflected by their d50 as measured in our work. Again, this may be because the powders and 
the relative dusts of NMs may be difficult to fully disperse into primary particles, leading to the 
particles behaving as if they were coarser. This could results in a higher measured d50 values than 
those intrinsically associated with an ideal dispersion of corresponding NPs. However, this issue can 
be resolved by basing the identification of the metric range of the test materials on the VSSA 
parameter, as explained above for nano-C. This alternative method, appears to eliminate 
inconsistencies in the classification of test materials within the micro or nano range, according to their 
respective MSDS. For example, both graphite materials have a d50 of micro (17.79 µm for micro-C 
and a lower value of 3.86 µm for nano-C), the results still leave some doubts as to whether nano-C is 
a true nanomaterial. Nevertheless, a comparison of the VSSA values provides a more distinct 
differentiation between these materials. In fact, the VSSA for micro-C is equal to 1.7 m2/cm3 while 
the VSSA for nano-C is equal to 23.3 m2/cm3. In other words, the first VSSA value is well below 6 
m2/cm3, while the second VSSA value is well above 6 m2/cm3. This  confirms the nano range in the 
second case and micro range in the first one, in accordance with the material designation. Similarly, 
the value of VSSA calculated for the nano-LTO and e nano-Si confirms their classification as NMs. 

From previous results it can be concluded that analytical techniques, specifically laser diffraction, can 
be used to evaluate the particle size distribution, but it is not necessarily an adequate technique for 
the nanometric range of PSD, especially since it has not been developed specifically/exclusively for 
this range of particles. It can certainly give a general trend, but the results needs to be confirmed by 
e.g. dynamic light scattering (DLS) or transmission electron microscopy (TEM). Indeed, if the 
particles are not fully dispersed, the results obtained may be somewhat biased by particle 
agglomeration, depending on the particle morphology. For instance, cylindrical morphology may lead 
to interpretation problems. Therefore, it can be concluded that at the moment the mathematical 
evaluation by VSSA is the most effective technique to confirm the nano-size dimension of the 
materials, as  defined in the NanoDefine project (Mech et al., 2020). An unique classification method 
of the NMs must be drawn up in order to obtain a uniform classification.  
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These assessments are of fundamental importance for the correct characterisation of the materials 
during the production steps, such as quality control. Thay are also of great significance in terms of 
safet, as they enable the assessment of the risk of explosivity. 

2.2. Explosivity of the pristine materials 

The explosivity tests were carried out according to the relative standard procedures on all the pristine 
materials, however only the results for the nano-C are reported in detail, while for the other materials 
the results are reported in Table 4. The key parameters that qualify the sensitivity and severity of a 
potential ATEX generated by the nano-C, are shown in Figure 2. 

 

(a) 

  

(b) (c) 

Fig. 2. Graphs of the explosivity parameters of nano-C: (a) MEC, (b) Pmax, (c) (dp/dt)max 

From Figure 2a it is possible to determine the MEC, which for the nano-C is equal to 80 g/m3. This 
result indicates that is from this value of concentration the nano-C can generate an ATEX. In fact, by 
examining the profile over the whole concentration range (Figure 2b), Pmax is found to be of the order 
of 7.1 barg. The maximum rate of explosion pressure rise (dp/dt)max of nano-C dust is found to be 
around 234 ± 47 bar/s (Figure 2c). From this last parameter the explosivity severity can be quantified 
according to Equation (1) and by the associated criteria. The resulting Kst is 63 ± 13 bar m/s which 
corresponds to a weak explosion. 

The same parameters for the other materials at different size ranges are reported in Table 4.  
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Table 4. Explosivity parameters for the various micro- and nanoscale materials  

Material MEC (g/m3) Pmax (barg) 𝒅𝒑

𝒅𝒕 𝒎𝒂𝒙
 (bar/s) Kst (bar m/s) Explosivity severity 

Micro-CB  125 3 n.a. 6 Weak 

Nano-CB 70 7.8 337 91 Weak  

Micro-C 0 * * * Nil 

Nano-C 80 7.1  234 63 Weak  

Micro-LTO  n.a. n.a. n.a. n.a. n.a. 

Nano-LTO 0 * * * Nil 

Micro-Si n.r. 7.8 170 46 Weak 

Nano-Si 135 7.9 249 68 Weak 

n.a.: not available in the ECHA dossier. n.r.: not reported. *: not conducted, due to the MEC = 0. 

From a first comparison of the data presented in Table 4 reveals a consistent trend across  the 
parameters, with the exception of LTO. It can be observed that downscaling the PSD of the materials, 
from micro to nano, results in an increase in the sensitivity or severity of the explosion. Specifically, 
the MEC value decreases with decreasing dimensions, while for Pmax and Kst,  an increase in these 
parameters occurs when the dimensions of the materials decrease. In general, therefore, for NMs, a 
lower concentration of dust is required for a deflagration to potentially occur, and this deflagration 
leads to higher pressure values and faster rate of pressure rise. Finally, the evaluation of the 
explosivity severity resulting from the application of Equation (1) and the associated criteria  is given 
in Table 4. 

The most significant difference in terms of explosivity parameters is obtained by comparing the 
micro-C and nano-C materials. In fact, the micro-C dispersed inside the 20-L sphere does not generate 
an ATEX (MEC = 0 g/m3), whereas the nano-C material can cause an explosion at a concentration at 
least equal to the MEC value (80 g/m3). The other explosivity parameters, i.e., (dp/dt)max and Pmax, 
for the micro-C were not available due to the non-explosivity of the materials. So, the explosivity 
severity of the micro-C can be classified as nil (Kst = 0 bar m/s), while that of  nano-C is classified as 
weak. 

Both Si and CB also exhibit , albeit to a lesser extent than C,  an increase in explosivity behavior as 
the particle size range shifts from micro to nano. With regard to CB, the MEC obtained passes from 
125 g/m3 for the micro-CB to 70 g/m3 for the nano-CB, representing a reduction of one order of 
magnitude. In any casee, the difference in the Pmax obtained for the two sizes is not significantly 
different (3 barg for micro-CB vs 7.8 barg for nano-CB). The resulting Kst values for both dimensions 
are included in the range between 1 and 200 bar m/s, indicating that  the explosivity severity of micro 
and nano CB is classified as weak. 

 In the case of Si, the differences between the various explosiveness parameters are not significantly 
different, which lead to the same final classification. Consequently, both Si materials lead to a weak 
explosion. Thus, for the Si and the CB, the transition from the micro to the nanoscale shows a decrease 
in MEC, but since Kst remains in the same order of magnitude on both metric scales, i.e. less than 100 
.bar m/s, a weak explosion severity is both cases.  

Finally, the comparison between the micro-LTO and the nano-LTO remains complex due to lack of 
data for the micro material (no data available on the ECHA website for this material). As regards the 
LTO material, the explosion risk is indeed practically non-existent, whatever the PSD. The 
explanation lies in two facts: according to the chemical formula of LTO, the material does not have 
any significant combustibility property, thus suppressing any dust explosion hazard. In addition, this 
material does not contain any explosion-prone chemical group, which therefore cannot explode per 
se. A similar trend has been observed for the nano-LTO, which, when dispersed in air, does not 
generate an explosive atmosphere as the MEC is zero and even the ignition temperature is higher than 
1000 °C indicating the thermal stability of the LTO material.  
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These assessments are of great importance for the increased awareness of the explosion risk of 
powders used in process industries, such as the gigafactories under construction around the world and 
in Europe. Conventional processing for the production of a lithium-ion cell consists of three steps: 
(1) electrode production, (2) cell assembly, and (3) cell formation (Örüm Aydin et al., 2023). The 
phase that is most affected by the variation of the material size and its relative explosivity is that of 
the electrode production. In fact, in this phase, the different pure powders of the active material and 
the conductive agent, previously dosed, are placed inside the mixer and added to the electrode slurry, 
the so-called binding solution. Subsequently, the mixture is degassed and then pumped out so as to 
obtain a uniform, homogenous coating over the current collector. Finally, several drying steps are 
conducted in the oven. The proposed procedure is general, as each manufacturer then applies different 
operating conditions and/or different treatments. In any case, the transition from micro-materials to 
NM requires an update of the technical procedure and/or instruments used. In particular, the tools 
used during the mixing of pure NMs must be adapted to the pressure and must avoid the generation 
of an ATEX atmosphere within the plant at any stage of the process. 

3. Conclusions 

On the anode side, to improve the performance of LIBs, nano-Si, nano-LTO and nano-C are the most 
studied active materials, while nano-CB can be used as additive to enhance the conductivity. The 
increase in the performance is accompanied by a potential increase in explosivity risk during the 
manufacturing phases, which is strongly correlated with the decrease in particle size.  

Firstly, a characterization of the materials, both at micro and nano size, was carried out to obtain more 
detailed information on the granulometry of the particle in the powder, i.e., d50. Anyway, in the case 
of NMs the evaluation of this parameter can be affected by an error, since the powders and relative 
dusts of NMs can be difficult to disperse completely into primary particles and therefore behave as 
coarser particles. So, the classical analytical technique, such as laser diffraction, needs additional 
confirmation by DLS or TEM. An alternative mathematically method, based on the determination of 
the VSSA, has been developed to observe the real differences in the PSD of the materials and to 
confirm the classification of selected materials as NMs (VSSA > 6 m2/cm3). By this mathematically 
method the ambiguity between the experimental data and the data given in the relevant MSDS issued 
by the manufacturer were solved. 

In terms of explosion risk, the key parameters, i.e., MEC, Pmax and Kst, were evaluated according to 
the relevant standard procedures. By reducing the size of the material, from micro- to nano-size, an 
increase in explosion severity for all the NMs, except for LTO, was observed. This behaviour is 
increasingly evident from nano-CB to nano-Si up to the extreme case of nano-C. In fact, regarding 
the graphite, the micro-C does not show any explosive behaviour (MEC = 0 g/m3) while the nano-C 
shows a weak explosive severity (Kst=63 bar m/s) associated to a MEC of 80 g/m3. Finally, both nano 
and micro LTO showed zero risk of explosion due to the non-combustible nature of the material. In 
conclusion, the increase in the risk of explosivity, due to the size reduction, is confirmed in terms of 
sensitivity and severity of explosion by the determination of the explosivity parameters.  

These assessments are fundamental both for a correct characterization of the materials during the 
production and assembly phase of the cells and for a greater awareness of the risk of explosion of the 
NMs used in the process industries such as the gigafactories under construction all over the world as 
in Europe. 

A future application of this work could be to consider not only the pristine single materials but also 
the coupled NMs, such as Si and CB together in the same formation ratio used in the Li-ion cell 
anode. In fact, the anode will not consist of a single NM, but of the coupling of two or more NMs and 
additives to achieve the best possible performance. 
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Abstract
In this study, experimental measurements and three-dimensional numerical simulations were used to
characterize the flow field inside our laboratories’ Autoignition Temperature (AIT) facility based on
the ASTM-E659 standard. Within the flask, small surface temperature differences, along with the
downward movement of air through the center of the neck, create a single dominant toroidal vortex
that transports fluid upwards along the walls and downward along the center line. Increasing the
height of the flask holder caused the average temperature to increase and the magnitude/frequency
of fluctuations to decrease. Studies of fuel-air mixing of ethene (C2H4), n-hexane (nC6H14), and n-
dodecane (nC12H26) found that the lighter fuels more readily diffuse into air whereas the heavier fuels
are more strongly influenced by buoyancy effects and take longer to mix. Further, in some cases the
mixing time will be comparable to the time to ignition and long ignition times may result in significant
quantities of fuel molecules escaping from the open top of the flask.

Keywords: Thermal Ignition, Standardized Tests, Heat Transfer, Fluid Mechanics, Safety

1 Introduction
The minimum autoignition temperature (AIT) of a fuel in hot air is used to evaluate the flammability
and fire hazards of combustible gases and liquids. Early work to create standardized tests (Setchkin,
1954, Zabetakis et al., 1954)) has led the test methods which have evolved into the modern day
ASTM-E659 (2005) standard in North America and its current international equivalent, ISO/IEC
(2017). During an ASTM-E659 test, a small quantity of liquid fuel is injected into 500 mL flask
containing hot air at atmospheric pressure. The AIT temperature is the minimum temperature for
which ignition is observed within a limited time period in a series of trials varying the fuel amount
and flask temperature following the procedure set out in the standard.
Many authors have since used the ASTM-E659 standards to characterize AITs for various liquid
fuels. The reported AITs from extensive testing are tabulated in combustion safety databases, such as
the Chemical Hazard Response Information System (CHRIS) and CHEMSAFE (Guard, 1999, Zakel
et al., 2019). Recent experimental results of Martin and Shepherd (2021) emphasized that a wide
range of ignition behaviors can occur, which could be categorized into at least four distinct modes.
Measured AITs are also found to be sensitive to the specifics of the measurement technique, with
variability often exceeding the precision of published data.
Recent experiments with our own ASTM-E659 apparatus indicate that the transient heat transfer
and fluid motion inside the flask could significantly impact AIT measurements. The focus of this
study is to investigate the effect various experimental setups conforming to the ASTM-E659 standards
could have on the flow field inside the flask and temperature measurements used to report AITs. The
temperature profile along the axis of symmetry inside the flask was characterized experimentally and
compared with three-dimensional, unsteady numerical simulations. The influence of the mixing zone
between outside air and the flask interior was identified as a key factor in determining the mean and
fluctuating temperature profile in the flask. Numerical simulations of fuel-air mixing studies were
conducted to characterize the transient mixing process that takes place after fuel is introduced into the
flask.
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2 Experimental Methods
For our study, we adapted the experimental setup used by Martin et al. for the characterization of the
AITs for Jet A and surrogate jet fuels (Martin and Shepherd, 2021, Martin, 2023). This apparatus was
constructed following the ASTM-E659 (2005) standard. Figure 1 shows a picture and a cross-section
drawing of the setup.

Fig. 1: Experimental apparatus

The apparatus is composed of a Mellen CV12 crucible furnace with a 133 mm diameter and 200 mm
deep cylindrical volume, which controllably heats up a 500 mL round bottom, borosilicate flask up
to 1250 °C with a PID controller (Love Controls series 16B) system accurate to 1 °C. The flask is
suspended in the furnace by a ceramic holder molded from silica-based Cotronics Rescor 750. The
flask and ceramic holder are covered by aluminum foil to reflect the radiation inside the flask and
reduce heat loss.
The temperature of the flask surface is measured with three 34 gauge, type K thermocouples inside
a mineral-insulated metal sheath, set at positions T1, T2, and T3 (see Figure 1). The thermocouple
conventionally used to measure the air temperature, T4, in ignition experiments was removed and
replaced with a 36 gauge, type K thermocouple attached to a Velmex slide (NEMA 17, 155 mm
travel) capable of precise vertical resolution. This allowed temperature measurements to be taken
at various heights within the apparatus. The temperature variation is recorded with a NI 9213 16-
channel, 24-bit, 75 Hz thermocouple data acquisition module from National Instruments, connected
to a cDAQ-9171 CompactDAQ Chassis. We sampled each height for 120 s and waited an additional
120 s between measurements to allow unsteadiness effects caused by the movement of the internal
thermocouple to dampen.

3 Numerical Methods
The transient, three-dimensional fluid motion, heat transfer, and mixing were numerically simulated
by solving the Navier-Stokes equations of a multi-component ideal gas mixture. The equations of mo-
tion Eqn. (1)-(4), boundary and initial conditions were implemented in OpenFOAM using the PISO
algorithm. We only considered non-reacting flow and did not attempt to model chemical reactions or
the actual autoignition process in this study.

 

15th International Symposium on Hazards, Prevention and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 183



3.1 Geometric Model and Meshing

The flask and ceramic holder of the ASTM setup shown in Figure 1 were carefully measured and
modeled in Solidworks to provide a suitable framework for simulation. The interior geometry was
then meshed in three dimensions using the OpenFOAM tool, snappyHexMesh, prioritizing uniform
hexahedral cells. A grid-independent solution, as determined from a statistical analysis of the un-
steady flow, could be achieved for a grid of 6 million cells resulting in cell sizes of approximately
600 µm. In addition to modeling the flask and ceramic holder, a rectangular region above the flask
(not shown in Figure 2) with open boundaries was included to model the exchange of gas between the
flask and the surrounding atmosphere.

CAD Modeling Numerical ModelingExperimental Apparatus

Fig. 2: Numerical Modeling of the ASTM apparatus

3.2 Governing Equations

The governing equations we simulated were the variable-density Navier-Stokes equations for a New-
tonian fluid with temperature-dependent transport properties and buoyancy forces in the momentum
equation.

∂ρ

∂ t
+∇ · (ρu) = 0 , (1)

∂

∂ t
(ρu)+∇ · (ρuu+ pI) = ∇ · τ +ρg , (2)

∂

∂ t
(ρYi)+∇ · (ρYiu) =−∇ · (ρYiVi) i = 1,2, . . . ,K , (3)

cP
∂

∂ t
(ρT )+ cP∇ · (ρuT ) =−∇ · (λ∇T )−ρ∇T ·

K

∑
i=1

cP,iYiVi , (4)

where t is time, ρ is the mixture density, p is the pressure, u is the velocity, g is the acceleration due
to gravity, T is the temperature, cP is the specific heat at constant pressure, λ is the mixture thermal
conductivity, Y is the mass fraction, V is the correction diffusion velocity, and τ is the viscous stress
tensor written as:

τ = µ(∇u+(∇u)T )− 2
3

µ(∇ ·u)I (5)

where I is the identity matrix. The subscript, i, indicates the individual species, and K is the total
number of species. For simulations in air, the species conservation equation and mass diffusion term
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in the energy equation were omitted. The ideal gas equation of state was used to calculate the density
of the mixture.
The diffusion velocities are calculated according to Chapman and Cowling (1990) using Fick’s law,
including a contribution by thermodiffusion (Soret effect) as:

Vi =−Di

Yi
∇Yi −

DiΘi

Xi

1
T

∇T (6)

where Xi is the mole fraction, and Θi is the thermodiffusion ratio of species i. The individual-species
mixture-averaged diffusion coefficients, Di, are calculated according to Curtiss and Hirschfelder
(1949) as:

Di =
1−Yi

∑
N
j ̸=i

Xi
D ji

(7)

where D ji are the binary diffusion coefficients. To ensure the conservation of mass, a correction
diffusion velocity is applied to Vi in Eqs (3) and (4) as described by Coffee and Heimerl (1981) as:

VC
i = Vi +VC . (8)

3.3 Initial and Boundary Conditions

Figure 3 shows the temperature boundary condition on the flask and holder as a function of height. A
piece-wise linear profile in height z was imposed on the surface of the flask and was assumed constant
in the holder section due to the large ceramic mass being held inside the furnace. These temperatures
correspond to experimentally measured flask surface temperatures T1, T2, and T3. A no-slip condition
was imposed on the walls.

z

T𝑇! 𝑇"𝑇#

H

Fig. 3: Height-varying temperature boundary condition

The simulations were initiated from rest at room temperature and continued until the temporal flow
field became statistically stationary. Flow characterization and mixing simulations used this resultant
flow field as an initial condition.
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3.4 Test Conditions

The initial and boundary conditions were used to characterize a dry air flow field for various height
ceramic holder pieces within the specs of the ASTM-E659 standard, which are summarized in Table
1. The inner diameter for all holders was 38.1 mm.

Table 1: Geometric holder configurations
Case Holder Height H (mm)

A 57.15
B 114.3
C 228.6

Case B corresponds to the dimension of the ceramic holders used in our laboratory and was used to
numerically examine fuel mixing within the flask for gaseous ethene (C2H4), n-hexane (nC6H14), and
n-dodecane (nC12H26). The ASTM-E659 standard with an open flask is intended for liquid or solid
substances. Ethene was examined in order to investigate the effect of lighter, more diffusive fuels
on the mixing process and efflux. Although the ASTM standard uses a closed flask for gas testing,
the ISO/IEC (2017) international standard allows the testing of gas in an open flask similar to the
ASTM liquid apparatus. The syringe injection process was not simulated, but instead, a 15 mm ball
of fuel was initialized into a fully established flow field at the internal flask temperature. The resulting
evolution of the composition (without reaction) was characterized as a function of time and space.

4 Results and discussion
4.1 Experimental Validation

To validate the numerical model, temperature measurements were digitally recorded and temporally
averaged for a series of points on the vertical center line of the experimental apparatus and compared
with values from the equivalent numerical simulation of case B. The position 0 mm corresponds to
the bottom of the flask. Figure 4 (left) compares the average temperature between the experiment and
the simulation. The vertical dashed lines indicate the top of the lower, spherical part of the flask (98
mm) and the upper neck of the flask (159 mm). A variation of 4 K was seen across the lower portion
of the flask. Through the neck, a more significant 75 K temperature variation was seen due to the
mixing region at the exit of the flask and within the ceramic holder. Above the flask, the temperature
decreases with increasing height, approaching the value of the cold ambient air above the setup.
Comparing the average temperature between the simulation and the experiment within the lower part
of the flask, the maximum deviation was only 1.5 K for any measured position. However, larger devi-
ations in the temperature profile inside the ceramic holder can be observed. The surface temperature
profile within the ceramic holder was not measured and was assumed to be spatially uniform in the
simulation. This assumption is likely the source of discrepancy between simulation and experiment
in this region.
Computed and observed temporal temperature fluctuations are shown in Figure 4 (right) at heights of
9, 47.1, and 159.5 mm along the flask center line. These heights correspond to the bottom, middle,
and region immediately above the top of the flask. In the simulations, fluctuations up to 5 K are
observed at the bottom of the flask and up to 12 K at the center of the flask. Immediately above the
top of the flask, the flow is very unsteady. Fluctuations up to 80 K are observed with durations of
approximately 0.1 s. The experimentally measured fluctuations for all heights are significantly less
than those simulated, only 20 K at most above the flask in the ceramic holder. This difference is
due to the slow response time of the thermocouple used for the measurements, estimated to have a
characteristic step response time of τ = 1 s to reach 67% of the final value. This is at least an order
of magnitude slower than the fluctuations observed in the simulations and accounts for the observed
differences.
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Fig. 4: (Left) Average temperature along the vertical center line of the flask, comparing simulation
and experiment. (Right) Comparison of temperature fluctuations at selected heights between the
simulation (solid lines, –) and experiment (dashed lines, - -)

4.2 Effects of holder height

The ASTM standard allows users flexibility in the construction of the apparatus and in particular, the
dimensions of the ceramic holder and the location of the flask within the furnace. We examined the
influence of the three insulating holder heights shown in Table 1 on the fluid motion. The motion was
simulated for 50 seconds after stationary statistics were achieved that were independent of start-up
behavior. Figure 5 plots on a vertical cross-section through the center line the average temperature
field and projected (surface) streamlines. For all three cases, a toroidal vortex is observed within
the bottom of the flask. The flow is in the unsteady but laminar regime with an estimated Reynolds
number (based on flask diameter and maximum center line gas velocity) of Re ≈ 120. Flow is driven
by both the temperature distribution in the flask and, more importantly, the flow of colder, more dense
air penetrating down the ceramic holder through the center of the flask and an upward counterflow
of hot air circulating from the bottom portion of the flask upward along the hot walls. Circulation
cells commonly observed in natural convection flows within nonuniformly heated slots or cavities are
observed above the flask within the ceramic holder. As the holder height is increased, the number of
cells increases, from 2 to 10. The averaged flows are approximately axisymmetric but evidence of the
three-dimensional motion and symmetry-breaking can be observed in the surface streamline patterns.
Examining the average temperature field, an unstable vertical stratification is apparent within the
holder, with temperature decreasing with increasing height, as shown in Figure 6 (left). Modest
variations in temperature can be observed within the round portion of the flask, case A was on average
7 K lower than case C. The temperature variations within the neck of the flask decrease with the
increasing height of the ceramic holder. This is due to the increased mixing and longer residence time
of the cold ambient gas as it plunges down through the longer holders into the flask. The cold air
above the furnace has to travel further to reach the flask in case C compared to case A. The average
downward velocity, Figure 6 (right), is lower in case C than in case A leading to a longer mixing
time and greater heat transfer. Therefore, larger average temperatures are observed as the holder
height increases. Transverse velocities along the center line (not shown) are two orders of magnitude
smaller than the vertical component.
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Fig. 5: Average temperature field and surface streamlines along a vertical cross-section of the domain
for the three holder heights
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Fig. 6: (Left) Average temperature profile and (Right) Average vertical velocity along the vertical
center line for the three holder heights

While averages can be informative about the large-scale features of the flow, temperature fluctuations1

are important for unsteady reactive flow problems since reaction rates strongly depend on temperature.

1Correlations between temperature and composition and conditional averages of reaction rates are also important but we
only examined non-reacting aspects of the flow in this study.
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Table 2 gives the temporal temperature statistics in the center of the flask. This location is consistent
with the nominal location of thermocouple T4, used by the ASTM-E659 standard to monitor and
characterize the temperature within the flask during ignition experiments. Case A had the largest
temperature standard deviation (8 K) and largest absolute fluctuation size (38 K), while case C had
the smallest standard deviation (0.9 K) and absolute fluctuation size (3 K). This is expected since the
residence times of downward moving cold air are smaller in the shorter flask holder as compared to
the taller holders.

Table 2: Statistical analysis of temperature at the center of the flask for the three holder heights
Case Tavg (K) Tstd (K) Tmin (K) Tmax (K)

A 515.6 8.00 477.2 522.1

B 520.6 3.30 494.3 523.6

C 522.8 0.90 519.7 524.1

The temporal average temperature was computed for all cells within the spherical portion of the flask.
A histogram was obtained by binning the average temperature field. This is directly related to the
probability distribution as the computational volumes are essentially identical in size and uniformly
distributed. Figure 7 plots the distributions for the three holder heights. The location of the temper-
ature at the center of the flask, T4, is indicated with vertical lines. For the shortest holder, case A,
the distribution is broadest, spanning 15 K, whereas cases B and C are narrower, spanning 9 and 8 K,
respectively. These trends are consistent with the fluctuations reported in Table 2. With decreasing
holder height, the flow fields become less steady and more cold air enters the flask, broadening the
temperature probability distribution. For all holders, T4 is on the left tail of their respective distribu-
tions with values of T4 up to 5 K less than the median temperature. The implications for the reported
AIT are discussed in Section 5.
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Fig. 7: Flask average temperature probability distributions for the three holder configurations. Flask
center temperatures, T4, are also indicated.
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4.3 Fuel Mixing

During an ignition experiment, fuel is injected from a syringe through a thin needle into the flask.
Depending on the temperature, ignition can occur at a range of times following injection and with
different extents of mixing depending on the fuel density and diffusivity. Understanding how the
fuel distribution evolves within the flask following injection is also relevant to explaining the various
modes of ignition that have been observed (Martin and Shepherd, 2021).
To study the effect of mixing, a ball of fuel in its gaseous phase was initialized near the bottom of the
flask in an established dry air flow field. The temperature of the fuel sphere was set to be equal to
the local air temperature at the time of injection. We acknowledge that a more complicated situation
exists for liquid fuels, with droplets and two-phase mixtures emerging from the needle. The flow
momentum, droplet vaporization, impact on the flask surface, and droplet dynamics, including the
Leidenfrost effect, will influence the mixing behavior. Chemical reactions will also begin to take
place concurrent with the mixing process. We have drastically simplified the problem to enable a
preliminary analysis.
The evolution of fuel concentration over time was computed for three fuels of very different sizes and
molecular weights. Figures 8 and 9 plot the mole fractions of C2H4 and nC6H14 on a vertical cross-
section through the center of the flask over time. The color bar is updated at every instance in time
so that the mixing characteristics can be visualized. For the C2H4 case, the fuel initially rises slightly
before being fully mixed in the flask within 30 seconds. The nC6H14 and nC12H26 (not shown) cases
mix very differently than C2H4. For the heavy molecules, the fuel initially sinks to the bottom of the
flask before diffusing upwards and becoming fully mixed over a much longer period, 100-200 s.
The effect of varying the fuel molecular weight can be characterized by the density of the fuel sphere,
ρF , the Froude number based on peak center line speed U , flask diameter d, and density normalized
density difference ∆ρ/ρF = (ρF −ρ)/ρF between the fuel volume and surrounding air

Fr =
U√

gd|∆ρ|/ρF
· sign(∆ρF) ,

and the Schmidt number based on the mixture viscosity µ and fuel diffusivity DF in the surrounding
fuel-air mixture

Sc =
µ

ρDF
.

Representative values for each fuel are shown in Table 3. Because all the cases were initialized at
the same temperature and pressure, the initial density of the ethene sphere is slightly smaller than
the ambient air density (0.69 kg·m−3) and the initial density of the n-hexane and n-dodecane spheres
are larger than ambient. As a consequence, Ethene is slightly buoyant with Fr < 0 and the flow is
dominated by convection. The unstable fuel sphere is convected throughout the flask and the distorted
volume rapidly mixes by diffusion. The n-hexane and n-dodecane are dominated by buoyancy with 1
≫ Fr > 0. The initial negative buoyancy results in the fuel spheres settling to the bottom of the flask
and then slowly diffusing upward with a stable interface between the fuel-air mixture and air.

Table 3: Molecular weight, Lennard-Jones parameter, fuel sphere density, Schmidt number, and
Froude numbers for the three tested fuels

Fuel WF [kg· kmol−1] σF [nm] ρF [kg·m−3] Sc Fr

C2H4 28 0.39 0.65 0.93 -0.27
nC6H14 86 0.59 2.00 1.8 0.059
nC12H26 170 0.76 3.95 2.6 0.053

The degree of "mixedness" can be studied to quantitatively assess how quickly the fuels mix within the
flask. The intensity of segregation can be defined in terms of the coefficient of variation as described
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Fig. 8: C2H4 mole fraction temporal evolution on a vertical cross-section within the flask
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Fig. 9: nC6H14 mole fraction temporal evolution on a vertical cross-section within the flask

in Kukukova et al. (2009) as:

cv =

√√√√ 1
N

N

∑
i=1

(
Xi −X

X

)2

(9)

where Xi is the fuel mole fraction for a given computation cell, X is the volume average fuel mole
fraction, and N is the total number of cells in the domain. The coefficient of variation, cv, can be
normalized by the initial cv(0) to obtain a value between 0 and 1. Given that cv computes the standard
deviation over the mean, the value is largest for a perfectly unmixed state and will decay to 0 for a
completely homogeneous mixture. As cv is dimensionless, it can be readily compared between the
different fuel cases. Figure 10 plots cv against time for the three fuels. In very early times, the
mixedness of n-hexane and n-dodecane decays more rapidly than ethene. This is caused by the strong
buoyancy force that immediately drives the heavier fuels to the bottom of the flask. However, as
time continues, ethene cv reaches a steady value near zero significantly faster than for n-hexane and
n-dodecane.
The effect of diffusivity on mixing can be understood by examining the estimated Schmidt numbers,
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Sc, in Table 3. The increase in Sc with increasing fuel molecular weight is primarily due to the
decrease in diffusivity with increasing fuel molecule size, although there is a small contribution (15%)
from the difference in mixture kinematic viscosity. For example, consider how the binary diffusion
coefficient (Kee et al., 2005) depends on both the molecular weights Wi and effective collision cross
sections σ2

FA

DFA ∝
1

σ2
FA

√
1

WF
+

1
WA

where σFA = (σF +σA)/2 and σA = 0.35 nm. The increase in molecular size σF and decrease in
diffusivity for the larger fuel molecules results in an increase in the time to mix, all other factors
being the same. This accounts for the differences in the mixing rate of n-hexane and n-dodecane.
Taking a 5% level of cv conventionally used in industry to characterize mixing time, the time to mix
was = 11, 59, and 104 s for C2H4, nC6H14, and nC12H26, respectively. Previous work from Martin
(2023) shows that nC6H14 and nC12H26 can ignite before these times in some ASTM test conditions.
In those cases, it is probable that ignition occurs before the fuel is fully mixed inside the flask.
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Fig. 10: Coefficient of variation (9) over time for C2H4, nC6H14, and nC12H26

The number of fuel moles, n, within the flask can also be tracked over time by integrating spatially
over the number of cells. This is shown in Figure 11. Since the same volume, pressure, and temper-
ature were initialized, n is initially the same for all three cases. After 3 seconds, ethene molecules
begin leaving the flask and the number of moles rapidly decreases over the next several seconds. After
26 s, 10% of the fuel has escaped into the holder and ambient air above. For n-hexane and n-dodecane
cases, a 10% loss of fuel takes significantly longer at 117 and 173 s, respectively. The much slower
loss of the larger, heavier fuel molecules is a consequence of the stable stratification, resulting in a
much longer time for the fuel-air interface to reach the top of the flask, diffuse into the neck of the
flask, and, ultimately, escape. For all cases, the time to lose 10% of the fuel molecules is longer than
the time for the intensity of segregation to drop below 5%. Thus, the fuel molecules remain mostly
within the flask prior to complete mixing, even for the smaller, lighter C2H4 case. Martin (2023)
observed ignition of n-hexane and n-dodecane up to approximately 70 and 170 seconds, respectively.
It’s probable that less than 10% of the fuel leaves the flask before he observed ignition.
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Fig. 11: Number of fuel moles normalized by the initial value within the flask over time

5 Implications for AIT experiments
Our results (Figure 7) indicate that various setups, all conforming to the ASTM-E659 standard, can
have significantly different temperature distributions. A range of temperatures can exist within the
flask and will not be captured by the single point of measurement at T4. Further, the size of fluctu-
ations and general unsteadiness are different for the three cases we considered. This indicates that
investigation and consideration of variations between apparatus construction is needed when evaluat-
ing reported results. The existence of a range of temperatures within the test flask indicates that care
is needed in interpreting the values of AIT based only on the measurements of T4.
We observe that fuel dispersion inside the flask is affected by the flow field and the fuel’s physical
properties, such as the density and diffusion coefficient. For short-duration tests, ignition could occur
in a poorly mixed atmosphere before the fuel is perfectly dispersed, while for long-duration tests,
loss of fuel could influence the AIT. Competing mixing and chemical timescales could cause AIT
comparisons between different fuels to be misleading unless these factors are taken into account.

6 Conclusions
Experimental measurements and three-dimensional numerical simulations with realistic transport
properties were used to characterize the flow field inside our ASTM E659 Autoignition Tempera-
ture (AIT) facility. Within the test flask, small surface temperature differences along with downward
movement of air through the center of the neck create a single dominant toroidal vortex that transports
fluid upwards along the walls and downward along the center line. Temperature measurements were
made along the vertical center line in our AIT facility and were compared to a numerical simulation
of the same geometry. A maximum variation of 4 K (0.7%) was observed in the average tempera-
ture within the flask. Above the flask, larger deviations between the simulation and experiment were
observed due to the isothermal boundary condition used on the numerical model. For all measured
locations, experimental temperature fluctuations were significantly smaller than those seen in the sim-
ulation at the same location, These discrepancies are attributed to the the slow response time of the
thermocouple used in the experimental measurements.
A parametric study of the ceramic holder heights was carried out numerically to observe the effect on
the resultant flow field. While the same toroidal vortex was seen within the bottom of the flask for all
cases, the flow into the flask decreased and the number of convective cells seen on average increased
with holder height. As a result, the average temperature for any given location along the vertical
center line increased with increasing holder height. At the center of the flask, the average temperature
for case A (shortest) was 7 K lower than for case C (tallest). Similarly, the absolute fluctuation size
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decreased from 8 K with the shortest holder to 0.9 K for the tallest holder.
A parametric study was carried out to observe the effect of varying fuel molecule size and molecular
weight on the mixing process within the flask. For the smallest molecule, ethene, complete mixing can
occur in only 11 s due to minimal buoyancy effects and small Schmidt number. Heavier fuels, such
as n-hexane and n-dodecane, consequently have much smaller, positive Froude numbers. Therefore,
gravity initially plays a dominant role in forcing the fuel to the bottom of the flask. With significantly
larger Schmidt numbers, these fuels diffuse much more slowly in air with mixing times of 59 and 104
s respectively, compared to ethene. A 10% loss of fuel molecules was observed after 25, 119, and 180
s for ethene, n-hexane, and n-dodecane, respectively. Therefore for all fuels studied, significant loss
of fuel from the flask only occurs after complete mixing is obtained.
Our study has identified a number of factors that are important to consider in interpreting AIT data
from the ASTM-E659 apparatus. We observe that both the construction of the apparatus (with the
allowable specification of the standard) and the fluid motion induced by buoyancy can have a signif-
icant influence of gas inside the flask prior to ignition. The observed variability in temperature and
fuel concentration may have an influence the measured autoignition temperatures and ignition delay
times with implications for application to hazard assessment.
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Abstract 

Recently, the industrial applications adopting toluene as a solvent have been largely extended, 

including some solutions within the framework of the energy transition and energy storage 

technologies. The potential use of this flammable compound in a different set of operative conditions 

and compositions requires a comprehensive and complete knowledge of its fire behaviour. To this 

scope, an experimental campaign devoted to the quantification of the mass burning rate and the heat 

release rate derived by a small-scale pool fire was carried out for the case of toluene. An innovative 

procedure was developed for this scope and implemented at different boundary conditions. More 

specifically, the specimen was exposed to air and heat fluxes between 7 – 50 kW/m2, at a constant 

sample surface of 0.01 m2, an initial sample thickness of 0.01 m, and a distance between the sample 

and the horizontally oriented conical-shaped heater of 0.025 m. Measurements were compared with 

data from the current literature, when available. The collected data were, then, further utilized to 

obtain the most relevant safety parameters. Specific insights were provided on the formation of the 

main products, including soot tendency. Based on the collected data a simplified kinetic model 

suitable for the computational fluid dynamics was proposed to reproduce the chemistry of the system. 

 

 

Keywords: Pool fire; Toluene; Soot; Solvents; Mass burning rate; Heat release rate. 
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1. Introduction 

The use of hydrocarbon-based solvents has been largely adopted for several industrial processes either 

to control the temperature within reactors or to separate undesired substances from the main products. 

Among the others, toluene is intensively adopted in industrial processes (Pich et al., 2006). In 

addition, toluene has been largely considered as a component for surrogate mixtures suitable for the 

numerical and experimental characterization of traditional and bio-based fuels, including gasoline, 

diesel, and biodiesel (Pio et al., 2019). More recently, the use of this compound has been also 

suggested within the hydrogen supply chain because of the implementation of the liquid organic 

hydrogen carrier (LOHC) strategy (Niermann et al., 2019) within the framework of energy transition. 

Besides, the physical and chemical properties of toluene have promoted its inclusion as an additive 

in liquid electrolytes for the development of innovative energy storage solutions (Choi et al., 2008). 

Toluene is a toxic and flammable compound, having a boiling temperature of 110.6 °C and a flash 

point of 4 °C (Luning Prak et al., 2022). Therefore, the use of toluene in several industrial processes 

as well as a component of surrogate mixtures for fossil- and bio-derived fuels requires an accurate 

evaluation of the safety aspects involving an accidental release in the atmosphere. Nevertheless, most 

of the available literature has explored the evaluation of mixtures containing toluene, with a limited 

set of data for the characterization of the flame behaviour of pure toluene (Liaw et al., 2022). 

Considering thermodynamic properties and the overall reaction rate of toluene in air, a pool fire 

represents the main concern in the case of accidental release excluding the environmental impacts 

and the dispersion of its vapour in the atmosphere. From a phenomenological point of view, pool fires 

are heterogeneous reactive scenarios resulting in diffusion flames characterized by buoyancy flow, 

chemical reactions, convective mixing, and turbulence, as described in detail elsewhere (Babrauskas, 

1983). Typically, the evaluation of safety aspects of a pool fire is based on the characterization of the 

mass burning rate (MBR) and the heat release rate (HRR) of the analysed fuel. Generally speaking, 

these parameters can be assessed starting from the chemical and physical properties of the 

investigated fuels together with boundary conditions representative of the analysed scenarios. Among 

the others, the effects of the atmospheric conditions and the pool size are worth to be mentioned. The 

former is particularly relevant to assess fire shape and tilt angles, typically evaluated by well-

established correlations (Hu, 2017), whereas the latter significantly affects the combustion regime as 

well as the MBR, as reported in a pioneering study by Hottel (Hottel, 1959). In this sense, a recent 

tendency is to consider bench scale tests providing a trade-off between the measurability of the 

desired parameters, the techno-economic requirements, and the repeatability of the experimental 

campaign, as testified by the recent analysis on heptane-toluene mixtures (da Silva et al., 2023). 

Besides, a pool diameter ranging from 2 cm to 10 cm is typically associated with a transition from a 

laminar-dominated to a turbulent-dominated flow regime, allowing for the evaluation of peculiar 

phenomena associated with fire dynamics (Drysdale, 2011). From a thermal point of view, this range 

of pool diameter includes also the transition from a conduction-controlled to a convection-controlled 

heat feedback mechanism (Tu et al., 2016). 

Regardless of the investigated size of the initial pool, a recent literature review collecting the current 

methodology and understanding of the dynamic of pool fires has indicated the evaluation of the soot 

formation as one of the main challenges to tackle shortly for a correct and robust evaluation of the 

flame properties (Chen et al., 2023). In this sense, it is worth mentioning that the chemical structure 

of toluene makes the system prone to producing soot precursors and particles (Blanquart et al., 2009). 

Hence, based on the combustion properties of toluene (Dobashi et al., 2000), proper quantification of 

the soot tendency and production rate shall have beneficial impacts on the estimation quality of the 

abovementioned safety parameters (Guo et al., 2023). However, most of the available literature 

covering the characterisation of mixtures containing toluene is oriented toward the assessment of the 

impact of its presence within exhaust gases on the environment or the normal operation of diesel 

engines as well as the chemistry of liquid blends with other hydrocarbons (e.g., heptane, dodecane) 

in the view of surrogate mixtures (Zhou et al., 2017).  
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For these reasons, an experimental campaign devoted to the characterization of the main flame 

properties of an ignited pool of toluene was carried out. A modified procedure was developed to allow 

the utilization of a cone calorimeter test for the characterization of the fire behaviour of liquid species 

at a bench scale. Different boundary conditions were tested. Results were compared with the existing 

literature including experimental and numerical analyses and correlations.  

 

2. Methodology 

In this work, a pool of toluene (≥ 99%), having dimensions Length x Width x Height equal to 10 cm 

x 10 cm x 1 cm, was exposed to different external heat fluxes (i.e., 7, 15, 25, 35, and 50 kW/m2) and 

immediately ignited with an electrical sparkler at 10 kV. Several physical and chemical properties 

were monitored during the tests, including the heat release rate (HRR), smoke production rate (SPR), 

mass burning rate (MBR), and the composition of exhaust gas. More specifically, the HRR is 

calculated based on oxygen depletion, in compliance with the methodology described within the 

ASTM E 1354/ISO 5660 standards (ISO 5660-1, 2019). A load cell was adopted to measure the mass 

profile during the test. The time evolution of the sample mass was used for the evaluation of the MBR. 

The exhaust gases were conveyed in a dedicated duct with a constant flow of 24 L/s. The amount of 

oxygen, carbon monoxide, and carbon dioxide within the gaseous stream were detected by 

paramagnetic and IR analysers, whereas a laser photometer beam (He-Ne beam) was adopted for a 

qualitative assessment of the presence of particulate matter. In this view, the optical density was 

calculated according to Burgers' law for light attenuation (Equation 1)  

𝐷 = log (
𝐼0

𝐼
) = exp(−𝑘𝐿) 1 

 

where the overall light intensity (I, [-]), the initial overall light intensity (I0, [-]), and the extinction 

coefficient (k, [m-1]) derived from direct measures, whereas the length of the light beam (L, [m]) was 

0.11 m. In addition, the temperature profile within the liquid was monitored during the test through 

K-type thermocouples. For the sake of completeness, the adopted experimental system is reported in 

Figure 1. 

 

Fig. 1. Overall schematic configuration of cone calorimeter apparatus. 
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Considering the investigated phase, the characterization of the liquid-vapour transitions is paramount 

to guarantee accurate and robust evaluations of the consequences. Therefore, the collected data were 

adopted for the evaluation of the boiling transition time (BTT) under direct evaluation and different 

assumptions for indirect assessment. BTT is defined as the time between the exposure of the sample 

to the onset of boiling phenomena. This parameter is typically visually individuated and associated 

with an inflection point in the mass burning rate profile versus time (DiDomizio et al., 2021). 

Conversely, in this work, the combination of visual inspections and direct measurements of the 

temperature profile within the liquid phase was adopted for the determination of BTT at the 

investigated conditions. 

The collected data were also adopted for the development and quantification of a simplified kinetic 

mechanism, which includes the total oxidation of toluene (Equation 2), the partial oxidation of toluene 

to CO and H2O (Equation 3) and the production of soot and H2 (Equation 4). For the sake of 

simplicity, the chemical composition of soot was assumed as C, in agreement with the approach 

reported by McGrattan (McGrattan, 2006).  

C7H8 + 9 O2 → 7 CO2 + 4 H2O 2 

C7H8 + 11/2 O2 → 7 CO + 4 H2O 3 

C7H8 → 7 C(s) + 4 H2  4 

 

The extent of reactions for the first two reactions were derived from the direct measures of CO2 and 

CO, whereas the value corresponding to the last reaction was calculated based on the measured profile 

of the sample mass, assuming a complete conversion of toluene. The HRR potentially deriving from 

the quantified kinetic mechanism (HRRc) was compared with the measured values (HRRm) to assess 

the validity of the posed assumptions. To this scope, the required thermodynamic properties were 

calculated based on dedicated databases (NIST, 2024). 

3. Results and discussion 

In light of the experimental findings, the following section presents a comprehensive analysis of the 

results obtained, elucidating the key observations and insights derived from the conducted 

experiments. Figure 2 shows the measured heat release rate (HRRm) and mass burning rate (MBR) 

profiles experimentally obtained in this work as a function of time for different external heat fluxes.  

 

 
Fig. 2. Measured heat release rate (a) and mass burning rate (b) of toluene obtained at different external heat 

fluxes (7, 15, 25, 35, and 50 kW/m2). 
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Regardless of the adopted heat fluxes, three phases can be distinguished in the power production of 

toluene pool fire: growth, pseudo-steady state, and decay. At first, an abrupt increase of HRR can be 

observed, due to the low flash point temperature (4 °C) (NIST, 2024) and the presence of an ignition 

source. After the initial heating phase, where the enrichment of the atmosphere in terms of the vapour 

fraction of toluene leads to an increasing phase, a pseudo-steady state emerges. Subsequently, the 

HRR exhibits a gradual decay, resulting in a complete extinction of the flame. Throughout the 

experiment, fluctuations in the HRR profile can be observed. These fluctuations denote the dynamic 

nature of the combustion and may be attributed to variations in the availability of oxygen, boil-over 

phenomena regarding the liquid sample, changes in the fuel-air mixture, or the combined effects of 

local turbulence and combustion kinetics. Similar trends and observations can be applied also to the 

measured profiles for the mass burning rate.   

On the contrary, the temperature measurements within the liquid exhibit minimal susceptibility to 

scattering or fluctuations. This occurs because the liquid state represents a more controlled 

environment, mitigating the impact of the turbulence-induced perturbations. It is worth mentioning 

that during the pseudo-steady state phase, the liquid surface temperature reaches an almost constant 

temperature in proximity to the boiling point. In a broader context, it was observed that the 

vaporization rate increases with the temperature of the liquid, and this relationship persists even with 

higher external heat fluxes. Besides, the obtained results indicate that the entire volume of fuel heats 

rapidly, causing a sequential transition from ignition to boiling, to flame extinction as the fuel is 

consumed. This chain of events is typical of the thin-layer behaviour described by (DiDomizio et al., 

2021). 

The combination of the measured profiles can be used to generate further insights on the 

phenomenological aspects as well as on the main parameters to be considered for numerical 

simulations of toluene pool fire. Considering that this work is mostly focused on the characterization 

of safety aspects related to the investigated scenario, particular emphasis will be provided to the 

growth and pseudo-steady state phases. More specifically, the former will be analysed in terms of the 

dynamic of liquid-vapour transitions and peak in power production, whereas the latter will be 

characterized in terms of duration, averaged HRR, MBR, and product composition. 

At first, the collected data were adopted for the evaluation of the bulk boiling phase time span (BBP) 

and transition based on inflection point of mass burning rate as well as the measured temperature, as 

reported in Table 1.  

 

Table 1. Measured bulk boiling phase time span (BBP), boiling transition time obtained by thermocouples 

(BTTT), boiling transition time obtained by the inflexion point of mass burning rate profile (BTTMBR), time of 

the peak of HRR (tpHRR) and time of steady-state phase (tss). 

Heat flux [kW/m2] BBP, [s] BTTT, [s] BTTMBR, [s] tpHRR, [s] tss, [s] 

7 33 134 155 115 65 

15 29 123 120 95 65 

25 24 108 95 90 65 

35 20 88 75 40 60 

50 16 78 70 30 60 

 

The boiling transition times obtained from mass burning rate profiles (BTTMBR) were compared with 

boiling times measured by thermocouples (BTTT). The comparison underscores a good agreement 

between the two values, discouraging the use of a visual inspection as a qualitative procedure for the 

determination of the boiling transition time. In addition, the realization of a sooty flame, as in the case 
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of toluene, can have a detrimental effect on visual inspection. Therefore, it is possible to conclude 

that this approach has larger uncertainties and possible inconsistency if compared with strategies 

based on direct measurable parameters such as MBR and temperature profiles. It is worth noting that 

the time of the peak of HRR (tpHRR) is significantly affected by the external heat flux provided to 

the sample, whereas the duration of the pseudo-steady state phase (tss), identified by mass burning 

rate profiles to limit the experimental fluctuations, is less sensitive to the external heat flux. From the 

conducted tests, it was possible to visually observe the development of phenomena such as boiling 

and boilover under different thermal flow conditions, noting the progression of a flame characterized 

by different shapes and dynamics depending on the specific condition of interest, as depicted in Figure 

3. 

 

 
Fig. 3. Toluene pool fires by cone calorimeter at different heat fluxes (7, 15, 25, 35, 50 kW/m2). 

 

Subsequently, the key parameters obtained under stationary conditions are detailed in Table 2, in 

order to analyze the reactivity and efficiency of toluene within the studied framework. 

 

Table 2. The peak of Heat Release Rate (pHRR), Effective Heat of Combustion (EHC), and Mass Burning Rate 

(MBR) obtained in this work at steady-state conditions for different heat fluxes. 

Heat flux 7 kW/m2 15 kW/m2 25 kW/m2 35 kW/m2 50 kW/m2 

pHRR (kW/m2) 1788 2264 2575 2784 2677 

EHC (kJ/g) 33.9 34.9 35.5 37.4 29.6 

MBR (g/s) 0.47 0.59 0.66 0.76 0.85 

 

An increase in the external heat flux provided to the sample leads to a larger MBR, in compliance 

with expectations for liquid hydrocarbon fuels (Rantuch et al., 2019), where an increase in the external 

heat flux accelerates pyrolysis/evaporation/boiling, enhancing the availability of flammable 

compounds in the vapour phase. This phenomenon may suggest an increase in the combustion 

kinetics, resulting in heightened reactivity and increased power production. However, this trend is 

not representative of the peak of heat release rate (pHRR), which experiences consistent growth until 

35 kW/m² where a maximum value is reached. Similarly, the effective heat of combustion (EHC) 

shows a proportional rise in heat flux with a decrease at 50 kW/m2. This discrepancy can be attributed 

to a facilitated and more complete breakdown of toluene molecules once larger thermal energy is 

provided. Under this assumption, a reduced production of small oxidized species and a larger amount 

of long-chain compounds shall be expected. Therefore, to corroborate this explanation, Table 3 shows 

the averaged values of CO2 and CO yields obtained experimentally at the steady-state phase. Based 

on the kinetic mechanism reported in the methodological section, soot yield was calculated from the 

7 kW/m2 15 kW/m2 25 kW/m2
35 kW/m2 50 kW/m2
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measured values of yields and MBR. For the sake of completeness, the optical density, the measured 

and calculated HRR at the steady state were also reported.  

 

Table 3. Mass yield of CO2 (YCO2), mass yield of CO (YCO), mass yield of soot (Ysoot), smoke optical density (D), 

experimental mean heat release rate (HRRexp) and numerical heat release rate (HRRnum) obtained in this work 

at steady state conditions. 

Heat flux 

[kW/m2] 

YCO2 

[kg/kg] 

YCO 

[kg/kg] 

Ysoot 

[kg/kg] 

D 

[-] 

HRRexp 

[kW/m2] 

HRRnum 

[kW/m2] 

7 2.64 0.10 0.17 0.83 15.80 15.73 

15 2.80 0.10 0.14 0.88 20.93 20.84 

25 2.61 0.09 0.18 0.83 22.83 21.74 

35 2.39 0.08 0.22 0.68 25.22 22.99 

50 2.34 0.11 0.24 1.08 25.39 25.16 

 

The conjugated π bond system in the aromatic ring, characterized by resonance stabilization, provides 

enhanced stability to the molecule, making it less prone to bond cleavage during the combustion 

process. Consequently, toluene exhibits a notable preference for undergoing complete combustion, 

leading to a substantial production of carbon dioxide. Interestingly, also the carbon monoxide yield 

(YCO) exhibits almost constant values throughout the range of heat flux levels during toluene 

combustion. This trend aligns with the chemical composition of the liquid, which appears to restrain 

the formation of CO. The intriguing behaviour of soot yields, especially the peak observed at 35 

kW/m², can be linked to the complex pathways associated with the scission of the benzene ring. This 

scission process may lead to the formation of polycyclic aromatic hydrocarbons (PAHs), which are 

precursors to soot. The subsequent decrease at 50 kW/m² is, therefore, associated with a shift towards 

enhanced soot production, highlighting the intricate interplay between combustion kinetics and the 

influence of the chemical structure (Shukla and Koshi, 2011).  

The comparison between the measured and estimated HRRs indicates a satisfactory agreement 

between the adopted approaches. Indeed, except for the tests conducted at 25 kW/m2 and 35 kW/m2, 

the developed model almost perfectly matches the experimental data, having a discrepancy within the 

1 %. Conversely, for the abovementioned fluxes, the model tends to underestimate the HRR with a 

deviation from the measured values of 4.7 % and 8.8 %, respectively. On the one hand, the observed 

discrepancies can be attributed to the potential presence of additional exothermic reactions not fully 

captured by the simplified reaction pattern considered in the numerical approach. On the other hand, 

the assumption that soot is composed of pure carbon can have a detrimental effect on the accuracy of 

the estimated heat release rate, especially at intermediate temperatures where partially oxidized 

hydrocarbon structures can be representative of the chemical composition of the produced soot (Peña 

et al., 2017). The optical density (D) shows a trend in line with the estimated soot yield. Furthermore, 

the determined soot yields show an outstanding match with data reported in the current literature for 

the medium-scale pool fire of toluene (Węgrzyński and Vigne, 2017). The combination of these 

aspects confirms the robustness of the adopted kinetic mechanism, reducing the impacts related to 

the possible neglect of side reactions. 

Based on the collected information it is possible to confirm that the increase in the external heat flux 

promotes a less effective combustion, which reduces the heat release rate although an increased 

availability of flammable vapours. Hence, the utilization of physical and chemical properties deriving 

from experimental characterization of liquid species at elevated external heat flux cannot be 

considered as aprioristically as a conservative assumption. Eventually, despite the adopted 

simplifications, the oxidation process of toluene and the soot production is well captured by the 

reaction pathway assumed. 
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4. Conclusions 

The widespread adoption of toluene in industrial applications, particularly within the realms of energy 

transition and storage technologies, necessitates a thorough understanding of its fire behaviour under 

different operational conditions. The experimental tests conducted in this work provided a direct 

assessment of critical parameters such as mass burning rate, heat release rate, combustion 

effectiveness, and soot tendency. The pool fire tests under different heat fluxes revealed distinctive 

phases in the combustion process, offering insights into growth, steady-state, and decay stages. In 

particular, toluene behaves as a thin liquid under the investigated conditions, producing a large 

amount of soot and by-products in its combustion process. Notably, this work delved into the 

production of soot particles, a critical aspect often overlooked in the available literature. A novel 

procedure was developed and implemented, considering a simplified pathway of reaction to describe 

the oxidation mechanism of toluene and quantify the soot yield in the process. The observed 

behaviour of soot yields, particularly the peak at 35 kW/m², sheds light on the complex pathways 

associated with the scission of the aromatic ring in toluene. An average yield of 0.19 kg/kg in soot 

was obtained for sample burning, besides being a result in agreement with other limited studies in the 

literature, this value is an important key input parameter for most fire scenario simulation software. 

The comparison of the obtained values suggests that an increase in the external heat flux adopted for 

the experimental characterization of liquids does not imply that the collected data can be considered 

conservative on the safe side. Indeed, a combination of physical and chemical phenomena affects 

differently the combustion efficiency and the availability of flammable vapours in the atmosphere. 
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Abstract
Improvements on ASTM E659 apparatus are used to investigate autoignition (AIT) of a Synthetic
Paraffinic Kerosene (SPK). The apparatus injection system has been automated, and the temperature
acquisition system has been improved to reduce variability due to human factors. The SPK was
compared with a Jet A standard, POSF4658. The two fuels have a similar range of combustion
behaviors but the SPK shows a lower AIT and lower effective activation energy than Jet A. A statistical
analysis is proposed to quantify the likelihood of ignition for a range of injected fuel volumes and
types of ignition events. We observe that luminous ignition (Mode I) and non-luminous cool flame
(Mode III) both result in a vigorous reaction and comparable peak temperatures. This highlights
the importance of using the temperature signal to detect ignition instead of relying only on flame
visualization. Surveys of the temperature distribution inside the hot vessel demonstrate that a single
point measurement is not sufficient to characterize the temperature and that subtle changes in the
assembly of the apparatus can significantly alter the temperature distribution and the measured AIT.

Keywords: Thermal Ignition, Flammability, Standardized Tests, Synthetic Paraffinic Kerosene, Safety

1 Introduction
The ignition of flammable gases, combustible liquids, or powders in a hot air atmosphere is a critical
safety concern in many industries such as power generation, petroleum, automotive, chemical, and
aerospace. In order to evaluate the hazard of ignition, standardized tests have been developed to
determine a temperature threshold, the autoignition temperature (AIT). The AIT is defined as the
minimum temperature required to initiate self-sustaining combustion in the absence of an external
source of ignition such as a spark or flame (NFPA, 1991). The AIT, as defined by standardized
tests, is widely used to define maximum safe operating temperatures for surfaces in the presence of
flammable or combustible substances.
However, the standard AIT test is not a hot surface test but examines the case of a hot flammable at-
mosphere surrounded by a hot surface in a confined geometry. While this is an important test for haz-
ard evaluation, particularly the classical self-heating or thermal runaway condition (Semenoff, 1929,
Frank-Kamenetskii, 2015), many hazards involve hot surfaces surrounded by a cold atmosphere with
an unconfined geometry (Jones and Shepherd, 2021) and the ignition threshold surface temperatures
in the latter case can be much higher (500-600◦C) than the standard test AIT values. In the present
study, we focus exclusively on the self-heating aspect of autoignition in a confined hot atmosphere
within a hot vessel.
The most widely used methodologies for determining AIT are ASTM-E659 (2005) standard and the
international standard (ISO/IEC (2017)). In our study, we have used the ASTM apparatus. The
protocol consists of injecting a small fuel quantity into a 500 mL rounded bottom flask heated at a
constant temperature in a furnace and observing for 10 minutes the presence or absence of flame.
Following a specific procedure for varying the temperature and fuel volume in the test, a minimum
temperature at which the ignition occurs is used to specify the AIT.
The current standardized test apparatus and protocols evolved from substantial prior work in the
twentieth century. Setchkin (1954) et al. developed an early version, gave results for various fuels,
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and provided a comprehensive summary of testing methods being used at that time. They highlighted
important parameters affecting the AIT, which have been the focus of many studies since that time.
They found that the AIT becomes lower with increasing vessel size, and the ratio of the combustible
substance to air was a significant factor. Setchkin also emphasized the importance of temperature
uniformity inside the flask and the difficulties in observing the flame during ignition in some cases,
advising the analysis of the temperature signal rather than purely visual observation.
Other factors known to influence the AIT include the shape of the flask, the rate and duration of
heating, and the flask material (NFPA (1991)). Recent studies have examined further the effect of
the combustion vessel and the influence of increased pressure and nitrogen dilution levels on the
AIT (Hirsch and Brandes, 2005, Brandes et al., 2018). The effect of the flask material has been
highlighted by Chen and Hsieh (2010) where the AIT of ethanol measured inside a quartz flask was
found to be 20 ◦C higher than the one measured in a borosilicate flask. The same authors investigated
the effect of the ambient temperature and found a quadratic relation between the AIT and the ambient
temperature, where the AIT showed an increase of around 10 ◦C for an increase of 25◦C on the
ambient temperature. The cleanliness of the flask was also reported to affect the AIT (Martin (2023)),
where a flask used multiple times can lead to higher AIT readings.
While the ASTM standard defines ignition with the presence of a flame, it has been frequently reported
that ignition could lead to a weak flame that can be invisible to human eyes. Many authors recommend
detecting ignition based on the temperature signal rise instead of the flame visualization (Affens et al.,
1961, Johnson and Mashuga, 2023, Setchkin, 1954). This difference in definition leads to significant
variation in the reported AIT value. Over time, different ignition modes have appeared, such as the
four ignition modes used by Martin and Shepherd (2021), and can be used to qualitatively take into
account the complexity of ignition. The ASTM standard does not describe the injection rate and
height of injection, while the evaporation rate has been shown to have a non-negligible effect on the
AIT (Swarts and Orchin (1957)). Finally, fluid motion and mixing have been shown to affect the
autoignition (Mastorakos et al., 1997, Martin, 2023). The standard states that the flask temperature
should be uniform, but measuring the temperature distribution and quantifying uniformity is not part
of the standard.
The main objectives of this work are to report some improvement in the apparatus, provide data on a
new fuel, a synthetic paraffinic kerosene, to raise awareness about the challenges of using the ASTM
protocol when characterizing a new fuel, and propose some new statistical methods of analyzing test
data to account for a range of compositions. Tests have been conducted under conditions similar to
the standard protocol, and we identified some limitations as well as proposed improvements to reduce
the measurement uncertainties. The paper is organized as follows. Section 2 gives the experimental
details, including modifications to the ASTM apparatus, the experimental procedure, and the tested
fuels. Two fuels are tested in the present project: Jet A POSF-4658, also tested by Martin and
Shepherd (2021), and a representative Synthetic Paraffinic Kerosene (SPK). Section 3 gathers the
experimental results. The first subsection discusses the test repeatability. The second subsection
gives the ignition maps and compares results for the two fuels. The difference between Mode I
(flame) and Mode III (no flame) ignition is discussed. The third section investigates the ignition
characterization, including an estimation of the effective activation energies of the two fuels, and the
maximum temperature measured during ignition. The ignition transition is discussed in the fourth
section, while the fifth section gives a statistical analysis of this transition. The sixth subsection
discusses the ASTM apparatus and how to estimate a more accurate AIT. Finally, a conclusion and
recommendations are given.

2 Experiments
2.1 Experimental setup

The apparatus used by Martin et al. for the characterization of the AIT of Jet A and surrogate jet
fuels (Martin and Shepherd (2021), Martin (2023)), constructed based on the ASTM-E659 (2005)
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standards, was adapted for this work. Figure 1 is a photograph and a cross-section drawing of the
ASTM setup.
The apparatus is composed of a Mellen CV12 crucible furnace with a 133 mm diameter and 200
mm deep cylindrical volume, which heats up at a controlled temperature a 500 mL round bottom
borosilicate flask up to 1250◦C with a PID controller (Love Controls series 16B) system accurate to
1◦C. The flask is suspended in the furnace by a ceramic holder molded from silica-based Cotronics
Rescor 750. The flask and the bottom part of the ceramic holder are covered by aluminum foil to
reflect the radiation inside the flask and reduce heat loss. A 50 mm diameter mirror is positioned
above the apparatus’s opening at a 45◦ angle to allow the user to visualize the flames inside the flask.
The fuel injection is made with a 500 µL hypodermic syringe with a 6-inch long (152.4 mm) 26 gauge
needle.
The temperature of the flask surface is measured with three thermocouples type K, gauge 34, from
Omega, inside a mineral-insulated metal sheath, set at position T1, T2, and T3 (see Figure 1 right).
The air temperature is measured with a thermocouple type K, gauge 36, inside a 3 mm diameter
ceramic sheath set at T4 in the middle of the flask. The temperature T4 is used as the reference
temperature, and has an uncertainty of 0.75 %, with a minimum of 2.2 ◦C (value provided by the
manufacturer).

Fig. 1: (Left) ASTM-E659 test apparatus in visualization mode. (Middle) Apparatus in injection mode
with a closer look at the injection system. (Right) Cross-section schematic of the internal heated
region with thermocouple locations highlighted.

The temperature of the flask is not homogeneous and depends on the setup configuration. Two config-
urations have been used during this project. The two are very similar, with the only difference being
that the aluminum foil of Configuration 1 has a discontinuity (gap) between the flask and the ceramic
holder, while Configuration 2 does not. A drawing to illustrate the two configurations is given in Fig-
ure 2. The gap in the foil increases the flow of hot air in the ceramic holder opposing the counterflow
of cold air falling downward toward the flask. This leads to a different temperature profile inside the
flask between the two configurations.
The vertical temperature profile over the flask centerline when T4 = 235◦C is given in Figure 3 for
the two configurations. The temperature has been acquired at 75 Hz for 120 seconds and averaged
for each position. A pause of 60 seconds has been made between each position change. The position
0 mm corresponds to the bottom of the flask. Half of the flask’s approximate dimensions have been
represented in the figure for illustration purposes. In Configuration 1, the temperature increases with
height until the middle of the flask neck, after which it decreases. This is due to natural convection,
where hot air can circulate around the flask’s rounded part and neck. In Configuration 2, the flask
temperature is nearly constant up to the 2/3 height of the flask and decreases near the end of the flask
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round portion. The flask neck is suspended in the ceramic holder, and the absence of hot air circulation
around it leads to a decrease in temperature. Values of the mean temperature over the profile, the
difference between the temperature given by T4 and the mean temperature, and the difference between
T4 and the profile extrema are given in Table 1. Only points inside the round (bottom) portion of the
flask are considered, as ignition occurs in this area. The difference in fluid motion and influence on
the temperature profiles is analyzed in detail in a companion publication (Davis et al., 2024). Most
of the results discussed in this paper come from Configuration 1, and a few data have been taken in
Configuration 2 for comparison purposes.

a

b

c

d

Fig. 2: Configuration 1 (Left) and Configuration 2 (Right). Highlighted features: (a) cold and hot
air entering and leaving the furnace through the ceramic holder neck, (b) cold air back-flow created
by the hot air flowing along the flask neck due to the aluminum foil (green) opening (c), leading to
different atmosphere conditions inside the flask (d) compared to Configuration 2.

Fig. 3: Temperature profile inside the flask for the two configurations, T4 = 235◦C
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Table 1: Comparison of T4 with flask temperature
Configuration T4 Tmean (Tmean −T4)/T4 (Tmax −Tmin)/T4

Conf. 1 234.8◦C 234◦C 0.34% 2.8%

Conf. 2 235.4◦C 234◦C 0.59% 3.8%

The apparatus has been modified from the original design for the sake of the study. First, the tem-
perature variation is recorded with a 16-channel, 24-bit, 75 Hz thermocouple acquisition module (NI
9213) from National Instruments, connected to a cDAQ-9171 CompactDAQ Chassis. The module has
one internal autozero channel, 1 internal cold-junction compensation channel, and 16 thermocouple
channels. This system allows a higher resolution in time compared to a 1 Hz recorder usually used.
Efforts have been made to improve the fuel injection repeatability and control key parameters, such
as the injection velocity, height, and duration. Instead of the manual injection described in the ASTM
standards, injection is automated with a Velmex slide (NEMA 17, 115 mm travel) connected to a
computer. A vertical stand mounted on a rotating platform holds the syringe and a mirror, allowing
the user to switch from the injection to the observation with a 45◦ rotation. Tests are conducted in
Pasadena, California, United States, 260 m above sea level, and the pressure is nominally at 1 atm
with small day-to-day variations.

2.2 Experimental methods

The test procedure is as follows. The flask is set at the desired temperature, and thermal stability is
reached before each test (variation less than 0.5◦C/min). A temperature sample of 30 seconds from
T4, in the middle of the flask, is recorded just before the injection, and the average is used as the initial
test temperature. Once the measurement is completed, the syringe is lowered to a specified location
inside the flask using an air-actuated cylinder. The fuel is injected into the lower part of the flask
using the Velmex translation stage to actuate the plunger, the syringe is raised with the air cylinder,
and the vertical stand holding the syringe is rotated 45◦ to place the mirror over the flask opening.
The temperature acquisition begins at the same moment as the fuel injection. A test lasts 10 minutes,
during which the temperature is recorded, and the presence or absence of flame is observed. After
each test, the flask is flushed using a heat gun and an aluminum cylinder. It takes approximately 30
minutes between each test to reach thermal stability.
After a number of tests, particularly with non-ignition events, deposits accumulate on the flask walls,
which tends to increase the AIT value (Martin, 2023). The flask is frequently visually inspected and,
if necessary, cleaned via a thermal cycle (600◦C for 2 hours) or replaced. Examples of flasks used for
aviation fuel tests are shown in Figure 4. The left one is an unused flask. The middle one is a flask
used for around ten tests with the SPK; this one can be cleaned with a thermal cycle. The right one
is a flask used many times with Jet A, and after several thermal cleaning cycles, this one needs to be
replaced.
Fuel volumes between 25 to 600 µL (±5µL) are tested with temperatures T4 from 190 to 280◦C
(±2.2◦C). Two fuels are examined: a representative Synthetic Paraffinic Kerosene (SPK) and a JetA
standard, POSF-4658. The two fuels are described in Section 2.3. The SPK has been tested most
extensively using a range of fuel volumes and temperatures. Tests using Jet A fuel have been limited
to a few values for comparison with the results of Martin and Shepherd (2021) in order to validate the
improved apparatus.
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Fig. 4: New (left), used (center), heavily used (right) flasks after testing with aviation fuels

The ignition behaviors are classified into four distinct modes, as used by Martin and Shepherd (2021):
(I) Ignition, (II) Cool Flame, (III) Non-Luminous Cool Flame, and (IV) Rapid Reaction. They are
defined based on visual observations and temperature variations measured in the middle of the flask
(T4). The description of each mode is given in Table 2. The classification is very similar to the one
used by Affens et al. (1961), with the addition of Mode II characterized by a small luminosity flame
and a small temperature rise. In the present study, this mode is not observed as it primarily occurs in
compounds with higher ignition temperatures (>400◦C, Martin and Shepherd (2021)).

Table 2: Classifications of ignition modes observed in ASTM-E659
Ignition Mode Name Luminosity Temperature Rise

I Ignition Large a Large

II Cool Flame Small Small

III Non-Luminous Cool Flame None b Large

IV Rapid Reaction None Small

- Non-Ignition None < 15◦C
a Associated with a weak to intense explosion sound
b None or faint glow only visible to the naked eye, and small puff of smoke

The temperature signals are processed by extracting the maximum temperature recorded and the igni-
tion delay time. The maximum temperature used in this project is measured by the thermocouple T4.
It does not represent the flame temperature, which might be higher. Even though the thermocouple is
small (36 gauge, 0.127 mm diameter), its size and thermal mass result in a response time that is too
slow to capture the flame temperature accurately. However, the thermocouple response is repeatable
between tests, and the temperature trace is used as a comparison tool in this work. The ignition delay
time corresponds to the moment when the temperature increases the fastest. It is extracted using the
peak of the signal second derivative, as illustrated by Figure 5.
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Fig. 5: Detection of the ignition beginning using the second derivative of the signal. The ignition
delay time is represented by a black cross

2.3 Tested fuels

Two fuels are used in this work: Jet A POSF-4658, identical to the one used by Martin and Shepherd
(2021), and a representative Synthetic Paraffinic Kerosene (SPK). The flask point of the two fuels has
been measured following the standard ASTM-D56 (1999) at 46◦C for Jet A, and 40◦C for the SPK.
An AccuTOF™ GC-Alpha (JEOL, Inc.) Gas Chromatography-Mass Spectrometer (GC-MS) was
used to investigate and compare the composition of the two fuels. The GC (Model 8890, Agilent
Technologies) was fitted with a Restek Rxi-5ms column with dimensions of 30 m × 0.53 mm i.d.
× 1.5 µm film thickness. The GC front inlet temperature was 250◦C, and the total He flow was 1
mL/min. 1 µL of sample was injected onto the column with a split ratio of 200 for Field Ionization
(FI) MS and 250 for Electron Ionization (EI) MS. The GC run started at 40◦C with a 1-minute hold,
then raised to 150◦C with a gradient of 2◦C/min and 30◦C/min up to 300◦C with a 1-minute hold. The
total analysis time was 62 minutes. During the last two minutes of each run, an Octamethylcyclote-
trasiloxane standard (Aldrich, m/z = 281.05114 ) was introduced into the ion source for mass-scale
drift compensation. Mass spectra were acquired by Field Ionization (FI), which generates molecular
ions, and Electron Ionization (EI), which generates diagnostic fragment ions allowing full charac-
terization of the sample components. The FI signals of the SPK and Jet A are given respectively in
Figures 6 and 7. Each peak can be associated with a particular molecule by combining the FI and
the EI signals. This analysis has been done automatically with the msFineAnalysis AI software (ms-
FineAnalysis, 2023) for all the detected peaks. Some molecules have been added to the figures to
highlight the differences and similarities between the two fuels. All stronger peaks are due to linear
alkanes for Jet A, and linear and iso-alkanes for SPK. SPK does not have any aromatic molecules, Jet
A has multiple peaks associated with aromatic and cyclic species, consistent with the known typical
composition of aviation kerosene.
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Fig. 6: Field ionization signal of SPK
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Fig. 7: Field ionization signal of Jet A

A Kendrick Mass Defect (KMD) analysis was conducted on the field ionization (FI) signals using the
Mass Mountaineer v7.1.13.0 software to reach a global visualization of the fuels composition. Out-
comes provide the relative abundance of the different molecular families composing the tested fuels.
The resulting Kendrick plots of Jet A and SPK are compared in Figure 8. Each dot corresponds to
one group of molecules with a given KMD value (y-axis), directly linked to the molecular family, and
a molecular mass (x-axis). The amplitude of the dot represents the sum of the signal amplitudes from
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the FI data of the molecules included in the group. Each molecule group has its own KMD value
and can be recognized in the plot. The observed ion intensities do not reflect absolute concentrations
because of differences in the ionization efficiencies among the various classes of hydrocarbons. Stan-
dard calibration plots could not be made for each molecule identified in the analysis. Therefore, the
results cannot provide absolute values of molecule concentration, but they provide a good relative
comparison when two fuels are analyzed under the same experimental conditions. The molecule fam-
ilies detected in each fuel are gathered in Table 3. It appears from the KDM plots that Jet A and SPK
share a very similar composition regarding the alkanes. The SPK contains only alkanes and a few
cyclic alkanes and alkenes. Jet A contains a more diverse range of molecules. The SPK has carbon
molecules up to C16, while Jet A has carbon molecules up to C19 with temperature programs used in
the GC.

Alkane
Alkene, Cyclic Alkane
Diene, Bicyclic

Benzene
Styrene, Indane
Naphthalene

Fragments

Fig. 8: Kendrick mass defect plots of Jet A and SPK

Table 3: Relative abundances of the different molecule families, obtained with the Kendrick Mass
Defect method

Molecule Family POSF-4658 SPK

Alkane Presence Presence

Alkene, Cyclic Alkane Presence Presence

Diene, Bicyclic Presence -

Benzene Presence -

Styrene, Indane Presence -

Naphthalene Presence -
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3 Results and discussion
3.1 Test Repeatability

AIT test repeatability is assessed by conducting ignition tests at experimental conditions that are as
similar as possible from one to the other. The temperature signals from T4 can be separated into
two phases: the first few seconds of the signal during the fuel injection and the later temperature
peak during ignition. Results are illustrated by three Mode I ignition tests at 217◦C with 75 µL of
SPK injected. Details of the temperature signals are given in Figure 9 and 10 for the ignition and the
injection phase, respectively. The exothermic reaction starts at the same moment for the three tests,
at around 115 s, where a faster temperature increase can be seen. The temperature increases similarly
for all tests until the ignition, which appears between 127 and 133 seconds after injection. The shape
of the temperature signal is similar for the three cases. To highlight the similarities, the integral of the
signal has been calculated from 115 and 150 s. Results of the signal processing are gathered in Table
4. Repeatability of the injection is challenging, even with an automatic injection system, as shown
in Figure 10. The temperature variation observed at the beginning is due to the cold needle entering
and leaving the flask and does not appear to be primarily caused by vaporization as observed by other
authors (Chen and Hsieh (2010), Johnson and Mashuga (2023), Setchkin (1954)). The temperature
of the flask is affected by the injection and takes 3 to 60 seconds to stabilize after injection.

Fig. 9: Test sensitivity and repeatability, temperature signals during the ignition - SPK

Table 4: Characteristics of ignition tests at 217◦C, 75 µL, SPK
Test Ignition time Maximum temperature Integral temperature peak

1 133.4 s 818.7◦C 1.06e4 C·s

2 130.4 s 831.1◦C 1.06e4 C·s

3 127.4 s 818.8◦C 1.05e4 C·s

3.2 Ignition Testing Results

The ignition test results for the SPK and Jet A are shown in Figures 11 and 12. Configuration 1 of the
ASTM test (see Section 2.1) was used for the SPK data, which were all acquired during the present
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Fig. 10: Test sensitivity and repeatability, temperature signals during the injection - SPK

study. The difference between the ignition maps obtained with Configurations 1 and 2 is discussed
in Section 3.6. No flame was visible in Mode III ignition when testing the SPK fuel. However,
a noticeable flow from the vessel and a small puff of smoke was observed at the time of ignition.
Jet A results from the present study and those of Martin and Shepherd (2021) are plotted together.
Consistency is observed between the two sets of measurements.

Fig. 11: SPK ignition testing results - Configuration 1
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Fig. 12: Jet A ignition testing results. Ten tests from the present study (Configuration 1) are shown
together with the data from Martin and Shepherd (2021).

Three ignition modes are observed for both fuels. Figure 13 gives examples of T4 temperature sig-
nals obtained from Mode I, III, and IV at various experimental conditions for SPK. While Mode III
presents the absence of a visible flame, compared with Mode I, the temperature signals cannot be dis-
tinguished between these two modes. However, temperature signals observed during Mode IV event
are very different from Modes I and III, with much lower temperature rises and larger ignition delay
times. Figure 14 gives the maximum temperature recorded from T4 during the tests, as a function of
the initial temperature. The different modes are represented by different markers and colors. White
dots have been added to the markers representing the data from Configuration 2. A clear demarcation
is observed between Mode IV and Mode III. However, the transition between Mode III and Mode I is
smooth, with an overlap between the two modes in a specific temperature range.
Our observations lead to the conclusion that the modes can be separated into two groups - the non-
ignition group, with Mode IV and No ignition, where the temperature rise during the chemical reac-
tion is negligible compared to the initial air temperature, and the ignition group, with Mode III and
Mode I, where the temperature rise is large enough to create potential hazards by initiating a prop-
agating reaction. The similarities between Mode I and Mode III have already been discussed in the
past (Martin and Shepherd, 2021, Johnson and Mashuga, 2023). Based on the experimental observa-
tions, we propose to characterize the AIT of a tested fuel based on temperature signals and not flame
luminosity and use the Mode III and I ignition events to define the AIT instead of just Mode I.
Dashed lines on Figures 11 and 12 represent the approximate low limits of Modes I and III. The min-
imum of the two boundaries occurs at different injected volumes and temperatures. It was observed
for both fuels that the lower limit of Mode III occurs at higher fuel volumes. A minimum in the lower
limit of the Mode III region has not been determined in our tests. Tests at larger fuel volumes will be
necessary to investigate if such a minimum exists.
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Fig. 13: Temperature signals for different ignition modes - SPK

Fig. 14: Maximum temperature recorded as a function of the initial test temperature - SPK

Lines between the different Modes allow better visualizations of the ignition limits but can be de-
ceptive. The transition between no ignition and ignition is not a straight line and can spread over a
temperature interval. This phenomenon is discussed in more detail in Sections 3.4 and 3.5.
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3.3 Ignition Characteristics

The ignition delay time has been investigated as a function of the initial temperature of T4. The time is
plotted in logarithmic scale as a function of the inverse of the initial temperature in Figure 15 for SPK.
All the tested fuel volumes are represented for ignition modes I and III. The two ASTM configurations
have been used in this study. The markers with a white dot represent data from Configuration 2. The
others are from Configuration 1.
A linear correlation can be found by using the Arrhenius plot of the logarithmic value of the ignition
time and the inverse of the initial temperature for the two sets of data. While the ignition delay time
for these tests is known to depend on the mixture composition (Babrauskas, 2003), our measured
ignition delay times appear to depend primarily on the initial temperature. The slopes of the two
linear correlations are very similar, and only a small shift in the intercept is observed. An overlap
of the curves is obtained when the reference temperature of Configuration 2 is shifted by 2◦C. The
experimental ignition delay time τi can be modeled as:

τi = aeb/T , (1)

with a and b empirical constants obtained by carrying out linear regression for lnτi vs T−1. The values
are b = 1.4×104 K−1, and a = 4.3×10−11 s for Configuration 1; a = 3.85×10−11 s for Configuration
2 and b has the the same value as Configuration 1.
Our results are consistent with a simple Arrhenius form of a one-step model reaction and the Semenov/Frank-
Kamenetskii model for the ignition delay time (Babrauskas, 2003):

τi ∝ eEa/(R̃T ), (2)

where Ea is the effective activation energy of the tested fuel, and R̃ the universal gas constant.
The effective activation energy of the tested SPK can be computed from the constant b of the regres-
sion analysis and is equal to:

EaSPK = 116 kJ ·mol−1 or 28 kcal ·mol−1 . (3)

Fig. 15: Reaction delay time as a function of initial temperature - SPK

 

15th International Symposium on Hazards, Prevention and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 218



The same analysis has been conducted with Jet A. The data are gathered in Figure 16. The effective
activation energy of the tested Jet A is estimated as:

EaJet A = 141 kJ ·mol−1 or 34 kcal ·mol−1 . (4)

Fig. 16: Reaction delay time as a function of initial temperature - Jet A

A common feature of reaction delay time data is that the Arrhenius plots are not linear, and the
effective activation energy depends on the temperature and pressure. A general trend (Babrauskas,
2003) is that Arrhenius plots for autoignition exhibit at least two slopes, i.e, two effective activation
energies; one at high temperature (with Ea ≈ 50 to 90 kJ·mol−1) and one at low temperature (with
Ea ≈ 140 to 190 kJ·mol−1). The low-temperature range of values is consistent with our experimental
results and similar in magnitude to the range of values reported in the literature (Goodger and Eissa,
1987, Lefebvre et al., 1986, Babrauskas, 2003) for paraffin-based fuels.
The effective activation energy is a useful way to summarize the fuel ignition delay and is widely
used in simplified models of ignition. However, the value obtained is highly dependent on the test-
ing environment and fuel type and is not a true measure of chemical reactivity but depends on the
many complex phenomena involved before and during ignition, such as heat transfer, turbulence, and
fuel vaporization, and does not account for composition changes during combustion. The value is
qualitative and can be carefully compared for different fuels only tested in the same environment.

The variation of the maximum temperature recorded during ignition has been studied as a function of
the injected fuel volume. Figure 17 gathers the collected data for SKP. White dots highlight data from
ASTM Configuration 2. The other markers are from the ASTM Configuration 1. The temperature
dependence regarding the fuel volume is not apparent for the non-ignition and Mode IV cases. Mode I
and III ignitions present a temperature peak at around 100 µL. Ignition with that specific fuel volume
leads to the most violent combustion reactions with the highest temperature. It is suspected that
100 µL represents a volume near the stoichiometric conditions. Mode I and Mode III cannot be
distinguished regarding their behaviors. The same trend is observed for Jet A. Data for Jet A are
gathered in Figure 18.
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Fig. 17: Maximum temperature recorded as a function of the injected fuel volume - SPK

Fig. 18: Maximum temperature recorded as a function of the injected fuel volume - Jet A

3.4 Ignition Transition

The transition between the different ignition modes is investigated by analyzing the different tempera-
ture signals at different temperatures for an equal fuel volume. Figures 19 and 20 give the temperature
signals of 50 µL and 450 µL of SPK, respectively. When a small amount of fuel is injected (here
50 µL), the temperature signal at a temperature just before the transition between no-ignition (Mode
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IV) and ignition (Mode III) is composed of one smooth temperature bump (see signal at 218◦C, 50
µL). More complex phenomena occur when the injected volume increases, where multiple peaks can
be seen (see signal at 206◦C, 450 µL). It was observed that the ignition occurs at the second or third
temperature peak (see signal 207◦C, 450 µL). This two to three-stage reaction seems typical to some
transportation fuels, as it was also observed in the very first ASTM-style tests by Setchkin (1954)
when testing Motor Gasoline. Contrary to his observations, the multiple-stage reaction depends here
on the tested fuel volume and happens in rich atmospheres. Once the temperature is high enough, the
signal is only composed of one peak, as for the lower fuel volume cases.

Fig. 19: Transition between Mode III and Mode IV, SPK, 50 µL

Fig. 20: Transition between Mode I, Mode III, and Mode IV, SPK, 450 µL

Figure 21 examines the transition between non-ignition and ignition, showing a close-up comparison
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of two tests conducted at the same temperature for two different fuel volumes. Interestingly, the two
temperature signals present a similar temperature increase at the beginning of the exothermic reaction
just after 150 seconds. A switch occurs several seconds later when the 200 µL ignites while the 150
µL does not.

Fig. 21: Transition between Mode IV and Mode IV, SKP

As discussed by Martin (2023), and similarly to dust cloud ignition (Danzi et al., 2018) or spark igni-
tion (Bane et al., 2013), the transition between no ignition and ignition of a fuel in a hot atmosphere
is not a sharp line and a zone where both cases can occur exist. The nature of this transition region is
discussed in the next section.

3.5 Ignition Statistical Analysis

The statistical methodology of logistic regression (Hosmer and Lemeshow, 2000) was applied to two
data sets, one from the Jet A testing and the other from SPK testing. The data from the previous
testing series (Martin, 2023) used Configuration 2; data from the present tests used Configuration 1.
In this study, we consider both Mode I and Mode III as ignition events.
A total of 80 results for a standard sample (POSF 4658) of aviation kerosene were analyzed with
the logistic regression technique. The majority (70) were from previous testing series (Martin and
Shepherd, 2021), and 10 were added from the present round of testing. The results are shown in
Figure 22 (right) as a plot of the outcomes yi vs. the temperature T at the center of the test vessel.
For clarity, the data points have been randomly displaced from the ignition (y = 1) and non-ignition
(y = 0) axes. The confidence intervals were computed in terms of the stimulus x(π) using confidence
limits in the logit function for a particular value of π̂

1

β̂1

(
ĝ(x)± zα/2σ̂ĝ(x)− β̂0

)
= x(π̂)± 1

β̂1
zα/2σ̂ĝ(x) (5)

using the approach discussed in Hosmer and Lemeshow (2000). The symbol π denotes the probability
of ignition and x corresponds to the temperature T 4. Symbols with a hat, such as π̂ , β̂ , etc., are
expected values computed using the maximum likelihood method.
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Note that this analysis uses the aggregate of all test conditions, which spans a range of 50 to 400 µL
in fuel volume in addition to the range of temperatures shown. This approach introduces additional
factors, fuel volume and ignition mode, which could be included in the regression analysis, but we
lack sufficient points at each volume and mode to discriminate between these factors. We elected
to focus on temperature as the most important variable. We acknowledge that this differs from the
procedure of ASTM-E659 (2005), but as the fuel concentration is unknown in most hazard situations,
we propose that this method enables an assessment of ignition threshold that includes variability in
fuel concentration and only includes modes with a significant temperature rise as an ignition.
A total of 61 data points are located in the overlap region between 229 and 246◦C. The uncertainty
limits shown on each datum are ±2.2◦C which is the stated accuracy uncertainty of the type K ther-
mocouple used in the apparatus. The precision is much greater, the standard error of the mean is on
the order of ±0.1◦C and limited by signal fluctuations and record lengths used to obtain mean values.
A useful way to summarize the results with a single statistic is the temperature where π̂ = 0.5, the tem-
perature T50 that corresponds to 50% likelihood of ignition. From the logistic analysis, the stimulus
at a particular value of expected probability is

x(π̂) =
1

β̂1

[
ln
(

π̂

1− π̂

)
− β̂0

]
.

The value of T50 = −β̂0/β̂1 for the Jet A data in Figure 22 is 233.4◦C and the 95% confidence interval
is 5.7◦C.
The effect of temperature measurement uncertainty was assessed by carrying out a Monte Carlo study
of the effect of random variation of the measured temperatures on the computed value of T50. Random
deviates were sampled from a normal distribution with a standard deviation of 2.2◦C and added to
each temperature in the data series. Random sampling, perturbation of the temperatures, and logistic
analysis was repeated 5000 times. The frequency of T50 values was recorded, see Figure 23 and
analyzed. The distribution is approximately normal, the peak frequency is 233◦C and 95% of the
data are within ±1.1◦C, which is substantially smaller than the confidence interval obtained from the
logistic regression on the original data set.
A total of 71 results from the ASTM E659 tests for a sample of synthetic paraffinic kerosene (SPK)
were analyzed with the same logistic regression technique as used for Jet A. The results are shown in
Figure 22 (left). A total of 47 data points are located in the overlap region between 206 and 220◦C.
The value of T50 for the SPK data in Figure 22 is 207.9◦C and the 95% confidence interval is 7.8◦C.
The effect of temperature measurement uncertainty was assessed by carrying out a Monte Carlo study
of the effect of random variation of the measured temperatures on the computed value of T50. The
frequency of T50 values are shown in Figure 23. The distribution is approximately normal, the peak
frequency is at 207.9◦C and 95% of the data are within ±5.9◦C, which is somewhat larger than the
confidence interval obtained from the logistic regression on the original data set.
Results from another sample of Jet A, POSF10325, obtained by Martin and Shepherd (2021), are
shown to illustrate the range of AIT results possible with different batches of Jet A. The T50 temper-
atures are slightly lower (227.8◦C) and the 95% confidence interval (13.5◦C) is approximately twice
as large. The results of the Monte Carlo study are consistent with these values.
All the results are summarized in Table 5. The temperature for a 50% likelihood of the new SPK is
lower than Jet A (POSF4658), and no overlap was observed between the two fuel data sets. These
observations highlight a lower, about 20◦C, autoignition temperature for the SPK compared to Jet A
(POSF4658). Even though the overlap regions where both ignition and no ignition cases can occur
have a similar width, Jet A (POSF4658) has a much sharper T50 distribution, where the 95% of the
Monte Carlo data interval is almost 6 times smaller than the SPK. It is not yet known if this observation
is due to the physical properties of the fuel or the distribution of the tested experimental condition.
More work is needed to draw a final conclusion on this behavior.
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Fig. 22: Logistic analysis of ASTM E659 test results for a synthetic paraffinic hydrocarbon (SPK) and
Jet A (POSF10325, POSF4658). The solid line is the MLE estimate of probability and the dashed
lines are the 95% confidence interval.
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Fig. 23: Frequency of T50 values computed from 5000 logistic analyses of SPK and Jet A data simu-
lating the effect of uncertainty in measured temperature.

3.6 Effect of the ASTM Apparatus and Estimation of an AIT Value

The ignition map for SPK was initially generated with Configuration 1 of the ASTM apparatus (see
Section 2.1). Results from Configuration 2 have been added on Figure 24 for SPK. The new data are
highlighted by white dots and the uncertainty bars of only the new data have been kept on the graph
to enable visibility.
The new data shows a shift a few degrees down compared to the old data. Users shouldn’t interpret
these results as indicating a lower AIT or a lack of repeatability but rather as an issue with charac-
terizing the temperature inside the flask. The ASTM protocol uses one-point measurement as the
temperature reference. One key issue is the use of this temperature reference to directly estimate the
AIT temperature temperature directly. The measurement of the temperature profile inside the flask
for the two configurations (Figure 3) shows that a small apparatus modification can lead to a sig-
nificant difference in temperature distribution. In the presented case, a variation of 3% between T4
and the temperature over the vertical profile was estimated for the two configurations. This variation
represents a difference of more than 6◦C, which is slightly higher than the shift observed on the new
ignition map. This observation is consistent with the idea that T4 is inadequate at characterizing the
initial temperature conditions inside the flask and that more accurate AIT measurements could be
reached with a better temperature reference. In order to have better accuracy in the AIT estimation,
the temperature distribution inside the flask needs to be characterized accurately and a standardized
temperature uniformity needs to be defined, which is not yet the case in the standardized protocol.
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Table 5: Summary of the logistic regression and Monte Carlo analyses
Fuel Overlap Overlap T50 95 % Confidence MC Peak 95 % of the

Region Width Interval Frequency T50 MC Data

SPK [206 220]◦C 14◦C 207.9◦C 7.8◦C 207.9◦C ±5.9◦C

POSF10325 [225 245]◦C 20◦C 227.8◦C 13.5◦C 227.4◦C ±2.2◦C

POSF4658 [229 246]◦C 17 ◦C 233.4◦C 5.7◦C 233◦C ±1.1◦C

Fig. 24: SPK ignition testing results for two configurations. Configuration 1 data are without error
bars, Configuration 2 are with error bars and white dots in markers.

Another key issue is that AIT values given in the literature are associated with a particular temperature
distribution, which is usually not reported. In our case, the temperature profile of Configuration
1 provides an estimation of a variation of temperature inside the flask of 3%. This is under the
assumption that the temperature inside the whole flask is represented by its centerline profile and that
this variation is consistent over the range of test conditions. Further analysis needs to be conducted to
investigate the temperature distribution inside the flask and its variation compared to the value given
by T4 in order to estimate the AIT of the tested fuels with more confidence.

4 Conclusions
The ASTM-E659 standard has been used to investigate the autoignition of two fuels: Jet A-POSF4658
and a representative Synthetic Paraffinic Kerosene (SPK). The two fuels present a similar composition
regarding the alkanes but unlike Jet A, the SPK is mainly composed of alkanes, with just a few
alkenes and cylco-alkanes, and no aromatics. An automatic injection system has been used to improve
the repeatability of the tests. A higher resolution for temperature acquisition than the one used in
the ASTM standard has also been used so that the reaction delay times of the two fuels could be
investigated as a function of the initial temperature. The results were fitted to a simple Arrhenius
model, and an effective activation energy was computed.
The ignition maps of the two fuels have been given and discussed. Results highlight the importance of
using the digital recording of the small gauge thermocouple to detect and quantify ignition instead of
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relying only on flame visualization, as suggested by the standard. Mode III ignition (no flame) appears
as vigorous (comparable temperature excursion) as Mode I (flame) but often occurs at a lower initial
temperature. For this reason, in our statistical evaluation, we consider both Mode I and Mode III to
be ignition events.
Autoignition testing under the ASTM protocol aims to define a sharp limit between no-ignition and
ignition corresponding to the AIT. Our results show the existence of a temperature interval where both
ignition and no-ignition events can happen. In our study, ignition occurs in a temperature interval of
15-20◦C and can be characterized by the 50% probability of ignition and a confidence interval.
The autoignition temperature of our SPK sample was found to be 20-25◦C lower than Jet A using
either statistical or conventional methods to define the ignition threshold temperature. The ignition
processes were very similar in the two fuels, with the absence of Mode II ignition, the presence of
multiple peaks for large tested fuel volumes, and the general aspect of the ignition maps.
The temperature distribution inside the flask was found to influence the outcome of autoignition test-
ing. We observed that a slight modification of the ASTM apparatus can significantly change the tem-
perature distribution. Using a single thermocouple in the middle of the flask without considering the
temperature distribution can lead to erroneous estimations of the AIT and its associated uncertainty.
An effort has been made in this project to distinguish the temperature measured by the thermocouple
T4 from the AIT value. Future studies are planned to characterize the effect of temperature distribu-
tion on ignition thresholds and the implications of reporting AIT values.
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Abstract 

A 50 L explosion vessel was purposely designed and manufactured to investigate the explosion 
properties of iron dust in oxygen at elevated pressure. Pressurized oxygen was injected into the vessel 
through a perforated tube to blow the iron dust deposited at the bottom of the vessel. This technique 
has been calibrated to create a homogenous and turbulent flammable dust cloud. The flammable cloud 
was ignited with a pyrotechnic match delivering 60 J. During the first series of tests, the influence of 
the initial O2 pressure and mass of iron were investigated. As expected, the maximum pressure and 
maximum rate of pressure rise increase when the initial pressure or the ratio mass Fe / mass O2 
increases. However, when the iron mass increased, a spontaneous ignition occurred at the beginning 
of oxygen injection, resulting in a violent jet fire that perforated the 25 mm thick wall of the vessel. 
Further investigations are required to explain this observation. The spontaneous ignition could be 
caused by friction between the iron particles and the steel walls or by electrostatics. The influence of 
ferric oxide Fe2O3 mixed with iron dust was also studied It resulted in rapid combustion with a high 
pressure increase quite different from the one caused by a dust explosion.  

Keywords: dust explosion, self-heating, iron, oxygen 

1. Introduction 

The use of oxygen is widespread in many industrial applications like combustion, steel production, 
aerospace industry... Oxygen is usually stored and transported at high pressure. Such conditions 
promote fast oxidation reactions of metallic and non-metallic materials, which can result in unwanted 
ignition and severe accidents. Many accidents involving fires and explosions in oxygen-enriched 
atmosphere were reported in the past (Dicker & al., 1988), sometimes resulting in catastrophic failure 
and devastating consequences (Saha & al., 2011; Chowdhury, 2011).  

Some of them involve metal particle deposits which may be blown in pipework and equipment 
conveying oxygen and create a flammable dust cloud. The most common ignition mechanisms in 
such situations are mechanical friction between mechanical parts or between particles, impact of 
metallic particles on walls, adiabatic compression, electrical arcing, electrostatics (Benson, 2015). 
Especially friction and impact can generate hot spots with very high temperature which may exceed 
the auto-ignition temperature of the material. Professional safety rules are implemented by industrial 
operators (EIGA, 2020) to prevent the risk of ignition. Prevention is usually based on the selection of 
materials (metallic and non-metallic) compatible with oxygen, geometrical design (to avoid sharp 
angles) and limitation of the conveying velocity. The American Society for the Testing of Materials 
(ASTM) have developed many guidelines and standardized test methods to characterize the ignition 
sensitivity of metallic and non-metallic materials in enriched-oxygen atmospheres (ASTM G63, G72, 
G74, G86, G88, G94, G124) which can be used for the design of high-pressure oxygen installations. 

In addition, if one wants to design protection barriers to mitigate the explosion effects, like an 
explosion resistant enclosure, it is required to characterize the explosion pressure and pressure rise 
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during such events. Whereas explosion properties of metal dusts in air have been extensively 
investigated (Cashdollar, 2007), very limited data are available concerning the explosion properties 
of iron dust in pure oxygen. 

The present work aims at producing experimental data on the explosion properties of iron dust in 
oxygen at elevated pressure. The testing conditions are selected to represent the pressure, velocity 
and turbulence level which are present in some oxygen production unit equipment like filters where 
iron dust can accumulate in operation. Tests are conducted in a similar way than the standardized 
tests usually performed to determine maximum explosion pressure and maximum rate of pressure rise 
(EN 14034-1 and -2). The influence of the initial pressure and iron dust concentration are investigated, 
as well as the effect of the addition of iron oxide dust to the iron dust. A secondary objective is to 
observe if the test conditions may result in a spontaneous ignition.  

2. Experiments 

2.1. Description of the experimental setup 

An explosion vessel was purposely designed and manufactured for the project (Fig. 1). The vessel is 
a 50 L steel cylinder made of a 25 mm thick tube welded at the bottom to a steel cap and closed on 
the top by a steel flange. It is designed to withstand at least 150 bar. Two 5 L reservoirs pressurized 
with oxygen are connected through the upper flange to a vertical perforated tube into the vessel. The 
iron dust is placed in an aluminum cup at the bottom of the vessel. Due to the high combustion 
temperature, the aluminum cup melts and burns during the test and must be replaced at each test. It 
is assumed that the combustion of this aluminum cup does not interact with the dust cloud explosion 
as the combustion durations are not of the same order.  

A fast-acting valve is mounted on the oxygen injection line. When it opens, oxygen is discharged into 
the vessel through the multiple holes of the perforated tube and blows the dust to create a flammable 
dust cloud. The flammable cloud is ignited close to the top flange by a pyrotechnic igniter delivering 
60 J. The air initially present in the vessel is not evacuated before oxygen injection, so a small volume 
of nitrogen (about 40 L at atmospheric pressure) remains in the vessel during the test. When the initial 
pressure equals 30 bar, this represents about 2,5% of the total gas volume in the vessel. It is assumed 
to be negligible compared to the quantity of oxygen injected. 

 

     
Fig. 1. View and scheme of the experimental setup of the explosion vessel 

Attention is paid to the design of the perforated tube. It is inspired from the perforated ring used for 
standardized explosion tests described in EN 14034-1. This injection technique produces several 
high-speed jets at each hole of the tube. When the jets impact the vessel walls, the flow velocity is 
converted into recirculation velocity which allows both homogenous mixing of the dust and 
production of isotropic turbulence (Dyduch & al., 2016). Actually, the turbulence parameters in the 
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vessel mostly depend on the number and diameter of the holes (Proust et al., 2007). An additional 
issue comes from the high density of the iron dust.  

An engineering tool based on the jet theory (Proust et al., 2009) is used to calculate the number and 
the diameter of holes on the perforated tube which are required to produce the desired turbulence 
intensity. 

There is not any available technique to measure turbulence in the explosion vessel in oxygen-enriched 
atmosphere at high pressure. Consequently, to calibrate the system and validate the design of the 
perforated tube, it is first tested at smaller scale in a 7 L transparent vessel with pressurized nitrogen 
injection (Fig. 2) The transparent vessel is illuminated by a laser sheet and filmed. Video post 
processing is used to assess the turbulent velocity in the vessel (Bozier and Veyssière, 2005) and 
compare the results to the calculations (Fig. 3).  As expected, the turbulence intensity is not constant 
during the gas injection. It drops with the discharge pressure and falls to 0 very quickly after the end 
of injection. Therefore, the initial injection pressure and the final injection pressure are set so that the 
turbulence intensity at the end of injection is about 2 m/s as it is in the standard 1 m3 vessel (Proust 
et al., 2007). A good agreement is achieved between prediction and measurements. Then it is assumed 
that the design rules can be upscaled to the 50 L explosion vessel without any further verification.  

Finally, the design parameters of the perforated tube are: tube diameter 4 mm, with one 2 mm axial 
hole at the bottom and fourteen (2 x 7) 1 mm radial holes homogenously distributed along the tube 
length. The initial pressure in the O2 reservoirs depends on the expected initial pressure in the 
explosion vessel. The typical duration of oxygen injection is 2 s. 

    
Fig. 2. 7 L transparent vessel used for calibration of the dust injection system setup 

 

  
Fig. 3. Turbulence intensity in the transparent 7L calibration vessel – comparison of calculation (green 

curve) and measurements (blue dots) – Nitrogen injection pressure 130 bar 
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Ignition and injection valve closing are triggered simultaneously, so that there is no jet velocity 
anymore, whereas the turbulence is still present. 

The dust is selected so that it can be easily dispersed, and it remains in suspension during the 
combustion. The fluidized bed theory (Davidson and Harrison, 1985) mentions that the first 
requirement is fulfilled when the particle diameter is larger than 20 to 40 µm. At the opposite, the 
free fall speed must be lower than the turbulent velocity assumed to rank a few m/s: for dense particles 
like iron, this happens when particle diameter remains below 100 µm. Finally, tests are conducted 
with iron dust (purity 99%) with a maximum particle size of 60 µm (Table 1). 

Table 1. Particle size distribution (in µm) 

Dust Dv(10) Dv(50) Dv(90) 

Fe 20.8 34.9 55.6 

Fe2O3 1.1 9.8 29.4 

 

The explosion pressure is measured with a piezoresistive pressure sensor Kistler 0-200 bar. The 
sensor is remotely connected to the injection pipe rather than directly to the vessel, so that it is 
protected from the very high combustion temperature in the vessel. A few calibration tests are first 
carried out with a reference case (hydrogen-air explosion) in order to check that the pressure 
measurement is not disturbed by any acoustic effect in the injection tube.  

All the tests are remotely controlled and monitored with a HD camera to detect any unexpected 
events. 

 

2.2. Theoretical predictions 

Preliminary calculations are performed with the CIRCE software (Liu & al.,) to estimate the 
explosion pressure depending on the initial ratio of iron mass and oxygen mass. A Monte-Carlo 
method is used to calculate the final equilibrium by minimization of the Gibbs energy. The reactants 
are solid iron (Fe) and oxygen (O2). The remaining species after combustion are Fe (solid, liquid and 
gas), O, O2 (gas), and stable solid iron oxides FeO, Fe2O3, Fe3O4 which result from the following 
reactions: 

Fe + O → FeO 

2 Fe + 3/2 O2 → Fe2O3 

3 Fe + 2 O2 → Fe3O4 

Note that two mechanisms are in competition during the combustion process: on the one hand, the 
gaseous oxygen is consumed and converted into solid oxides, so that in the event of complete 
combustion there would be no more gas after combustion and therefore no pressure in the vessel. On 
the opposite, the very high combustion temperature partially vaporizes iron and heats the gases, which 
increases the pressure. Finally, the maximum explosion pressure (about 166 bar) would be reached 
when there is an excess of oxygen compared to the initial mass of iron (Table 2) i.e. when the molar 
ratio equals 15% mol Fe/mol O2. The corresponding mass ratio is about 0.3, much lower than the 
stoichiometric concentration. The final composition of iron oxides depends on the initial molar ratio 
of iron and oxygen. 
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Table 2. Explosion properties calculated with CIRCE (initial conditions 30 bar, 10°C) 

Molar ratio 
(%mol Fe / 
mol O2) 

Mass ratio 
(kg Fe / kg O2) 

Maximum 
adiabatic 
temperature (°C) 

Maximum 
explosion pressure 
(bar) 

% Solid after 
explosion 
(mol/mol) 

Combustion 
products 

60 1.05 3662 57 80 FeO 

50 0.87 3284 95 66 FeO 

40 0.7 2758 127 49 FeO 

30 0.52 2226 143 34 FeO 

20 0.35 2041 157 17 Fe2O3 + FeO 

15 0.26 1901 166 9 Fe2O3 

10 0.17 1292 134 5.5 Fe2O3 

3. Results and discussion 

Twelve tests are performed in total. The first series (tests n° 1 to 4) aims at investigating the influence 
of the initial pressure, from 5 bar to 30 bar which is the common service pressure in oxygen operating 
units. The second test series (tests n°5 to 8) addresses the influence of the iron/oxygen mass ratio. 
Finally, the third test series addresses the influence of the addition of ferric oxide Fe2O3 to the iron 
dust. Tests conditions and main results are presented in Table 3. 

 
Table 3. Test conditions and main results  

Test 
n° 

Initial 
pressure 
Pinit (bar) 

Mass 
Fe (g) 

Mass ratio 
Fe2O3 (g) / 
Fe (g) 

Concentration 
(kg Fe / kg O2) 

Maximum 
explosion pressure 
Pmax (bar) 

Pmax/Pinit Maximum rate 
of pressure rise 
(dP/dt) 

1 5 114 0 0.3 16.5 3.2 38 

2 10 228 0 0.3 32.3 3.2 149 

3 20 456 0 0.3 67 3.3 182 

4 30 683 0 0.3 76.7 2.6 78 

5 30 341 0 0.15 41.7 1.4 8 

6 30 1366 0 0.6 107.5 3.6 213 

7 30 2730 0 1.2 136.6 4.6 490 

8 30 5640 0 2.4 Spontaneous ignition 

9 30 341 1 0.15 35.7 1.2 0.3 

10 30 1366 1 0.6 38 1.3 0.6 

11 30 1366 0.5 0.6 64 2.1 6.4 

12 30 1366 0.25 0.6 66.5 2.2 14.5 

 

Some pictures of a typical test (Test 7) are shown on Fig. 4. After all tests a rust deposit is visible on 
the internal vessel walls and on the injection tube. This color is characteristic from Fe2O3 production. 
There is no visible trace of the other iron oxides (FeO, Fe3O4) in any test. The Fe2O3 deposit can be 
easily cleaned before each new test at the beginning, but after many tests there is always a thin oxide 
layer which sticks to the wall. Moreover, melt iron which does not participate to the combustion also 
accumulates in the bottom of the vessel after test. Unlike iron oxide it is almost impossible to remove 
this iron layer before each new test because it is “welded” to the vessel. 

232



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

    
Fig. 4: Pictures of Test 7 – a, b, c : bottom of the vessel – a: aluminum cup (empty); b: cup filled with iron 

dust ; c: iron oxide dust (from combustion, after the test); d: iron oxide deposit on the injection tube 

 

3.1. Influence of the initial pressure 

A first series of tests is performed to investigate the influence of the initial oxygen pressure from 
5 bar to 30 bar. Pressure curves are plotted on Fig. 5. They are typical of a dust explosion with a 
pressure rise duration lower than 500 ms. Tests are carried out at the theoretical optimum mass ratio 
which should result in the maximum Pmax. As expected, the maximum explosion pressure Pmax 
increases when the initial pressure Pinit increases as well, and the ratio Pmax/Pinit is constant (Fig.6). 
However, the Pmax value is much lower than the calculated value (see Table 2): with Pinit = 30 bar one 
gets only Pmax= 76.7 bar, whereas the expected value is about 160 bar. 

Cashdollar & Zlochower (2007) performed an extensive testing program with metal dusts in the 20- L 
sphere at atmospheric conditions. They also observed a large difference between the experimental 
Pmax and the theoretical predictions in adiabatic conditions. For two different iron dust samples with 
different particle size distribution, the measured Pmax was 40% to 60% lower than the adiabatic Pmax. 
The same observation was made for the maximum measured temperature Tmax which was also 40% 
lower than the calculated adiabatic Tmax. They noticed that the prediction was better for very fine 
particles (mean diameter ~4 µm) than for coarser ones (mean diameter ~45 µm) because the former 
are totally vaporized, whereas the latter volatilize only partially.  

Then, the gap between the experimental and calculated values of Pmax may come from the adiabatic 
hypothesis (the explosion vessel is not adiabatic), the particle size which influences the volatilized 
fraction of dust, and last but not least, the efficiency of the dust dispersion, especially at high 
concentration. 

 

a b c d 
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Fig. 5: Pressure-time curves for Tests 1 to 4 – Influence of Pinit. Oxygen injection starts at t=0 – Injection 

duration, and therefore ignition time, vary with Pinit 

 

  
Fig. 6: Left : Dependency of Pmax on Pinit for kgFe/kgO2=0.3– Tests 1 to 4 

Right: Dependency of Pmax and dP/dtmax on mass ratio – Tests 4 to 7 

 
3.2. Influence of iron mass 

The next series (Tests 4 to 8) is performed at Pinit = 30 bar with variation of the mass ratio Fe/O2. 
Pressure-time curves are plotted on Fig. 7, and the influence of the mass ratio Fe/O2 on Pmax and dP/dt 
is plotted on Fig. 6. In all the tests O2 injection starts at t=0 and ignition occurs at t = 2.1 s. At 
0.15 kg Fe/kg O2 (Test 5), the dust cloud does not ignite immediately, and the very low pressure 
increase is attributed to a delayed combustion of the dust. Test 8, with a mass ratio closed to 
stoichiometry, is discussed in the next chapter. It seems that the maximum pressure during Test 7 
(Pmax = 136.6 bar) with a mass ratio of 1.2 kg Fe/kg O2 is closed to the calculated worst case 
(Pmax = 166 bar – see Table 1), with. The corresponding Kst value, calculated as (dP/dt).V1/3 with the 
vessel volume, reaches 180 bar.m/s. If we compare this value to the Kst of iron dust in air at 
atmospheric conditions, the iron dust looks much more reactive in oxygen than in air. The available 
databases (Cashdollar & Zlochower; 2007; Staubex database) mention that iron is classified as a ST1 
dust with a typical Kst value of 30 to 40 bar.m/s. The initial elevated pressure also plays a role. 

However, if we focus on the mass ratio which results in the maximum explosion pressure, the 
experimental mass ratio (1.2 kg Fe/kg O2) is much higher than the calculated value (0.3 kg Fe/kg O2). 
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Again, we suspect that the adiabatic hypothesis does not fully apply, but also that the dust dispersion 
is not fully efficient when the dust mass exceeds ~1kg in the vessel, and that a significant part of the 
dust may not contribute to the explosion. According to Cashdollar & Zlochower (2007), it could be 
highly dependent on the fraction of dust which vaporizes during the combustion. This assumption is 
difficult to verify in our experimental setup. It can only be noticed that at high concentration, part of 
the iron melts and accumulates at the bottom of the vessel. 

 

 
Fig. 7: Pressure-time curves for Tests 4 to 7 – Influence of mass ratio Fe/O2. Oxygen injection starts at t=0 

– Ignition at t = 2.1 s 

 

3.3. Spontaneous ignition 

Test n°8 was performed with an increased mass of iron (5460 g) and an oxygen initial pressure of 
30 bar. This test condition (mass ratio 2.4 kg Fe / kg O2) is very close to the stoichiometric conditions 
since only Fe2O3 is formed (mass ratio 2.3 kg Fe / kg O2). However, a spontaneous ignition occurred 
250 ms after oxygen began to fill the vessel. The pressure started to increase immediately like in a 
dust explosion, but 100 ms later the 25 mm thick wall of the vessel was perforated. These events are 
visible on the pressure-time curve of Fig. 9. The test resulted in a violent phenomenon characterized 
by a flame jet outside the vessel (Fig. 8). The jet stopped at the end of oxygen injection. The oxygen 
injection tube completely disappeared during the test, and a 2 cm diameter hole was created in the 
vessel wall.  

   
Fig. 8. View of test 8 after the vessel has been perforated 
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Fig. 9. Pressure-time curve in Test 8 - spontaneous ignition 

 

There is no evidence about the ignition mechanism involved. The dust ignites spontaneously, before 
the ignition source is activated. This test is characterized by a large quantity of iron particles, which 
promotes friction and many shocks between particles and many impacts of particles on the internal 
steel walls. Mechanical impact or friction can generate very hot spots, especially at the beginning of 
oxygen injection, when the particles momentum is the highest.  

Adiabatic compression can be excluded because the ignition occurs when the oxygen pressure is only 
6 bar in the explosion vessel, and the corresponding temperature increase is not sufficient to cause 
auto-ignition.  

The last explanation could be an electrostatic discharge. The iron dust is conductive so it cannot 
accumulate charges, but iron oxide particles are present on the vessel walls from the previous tests 
and may be blown from the walls and accumulate electric charges. Then electrical arcing could occur 
and ignite the dust cloud. Further investigations are required to understand the spontaneous ignition 
mechanism and in which conditions it occurs, as the present experimental setup has only a very 
limited instrumentation. 

The mechanism of perforation of metallic pipes was investigated by Dieguez & al (1988) who set-up 
an experiment to investigate the risk of perforation of a “hollow vessel” containing an oxygen flow. 
The experiment aimed at assessing the resistance to ignition of metals and alloys used in oxygen pipes 
and equipment. It was carried out as follows: a constant flow of oxygen at a given speed (5 cm/s) , 
pressure and temperature is supplied to a section of pipe (the so-called “hollow vessel”, 1 m long and 
80 mm diameter). A capsule containing a small quantity of iron dust (less than 200 g) and an electrical 
igniter is placed on the wall of the pipe. When the igniter is triggered, it causes the combustion of the 
iron dust on the internal surface of the wall. More than 600 parametric tests were performed. 
Depending on the initial conditions (oxygen purity, pressure, temperature), pipe material and pipe 
wall thickness, the combustion can propagate and burn more or less the pipe wall. Sometimes the 
pipe is totally perforated. Then the pipe is analyzed, the hole is characterized and the time between 
ignition and perforation of the wall is measured. Many interesting results were obtained. First of all, 
for a given initial pressure and wall thickness, the probability of perforation depends on the mass of 
iron dust in the capsule. For instance at 30 bar, a mass of iron dust of 150g is required to perforate a 
10 mm thick carbon steel pipe, and the perforation takes about 25 s. Secondly, the iron dust capsule 
ignited spontaneously when the oxygen temperature was higher than 300°C. 
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In our experiment, the perforation went much faster and made a hole in 100 ms after ignition. This 
observation is not consistent with the results from Dieguez & al. However, our experiment is 
characterized by a high flow velocity in the vessel, which was not the case in the Dieguez & al 
experiment. Therefore, the hole in the vessel may result from the impingement of a large oxygen jet 
produced by the degradation of the injection tube. In such case, the ignition might have occurred close 
to the injection pipe, rather than on the vessel wall.  

3.4. Influence of iron oxide 

After Test 8 the vessel was repaired and a new injection tube was manufactured. Then the last test 
series was performed with addition of fine iron oxide dust Fe2O3 mixed to the iron dust. Tests 10 to 
12 were carried out with the same mass ratio Fe/O2 (0.6 kg Fe / kg O2) and the mass ratio Fe2O3/Fe 
varying from 0.25 to 1. The pressure time curves are plotted on Fig. 10 together with the result of 
Test 6 which was performed with 0.6 kg Fe / kg O2 but without any oxide addition. When oxide is 
added, a very different behavior is observed with a low but continuous pressure rise, which takes 
several seconds to reach the maximum pressure. This is definitely not a dust explosion. It looks like 
a rapid combustion with a high temperature rise which heats the gaseous phase and increases the 
pressure, similarly to what happens during a self-heating phenomenon. 

This observation questions the way the combustion begins in the vessel. Obviously, even if the dust 
cloud is ignited by the pyrotechnic igniter, the flame does not propagate in the cloud because it is 
inerted by the presence of iron oxide dust. Then the ignition does not turn into an explosion. However, 
the combustion reaction starts. Is it due to the presence of very hot particles produced by the igniter 
which falls on the iron deposit? Or is it spontaneous ignition? It would be interesting to repeat the 
same tests without any igniter. 

Unsurprisingly, the maximum pressure and the pressure rise increase when the amount of oxide dust 
decreases. Different mechanisms are in competition: on one side, oxygen is consumed so that gas is 
converted into solid oxide. On the other side, the very high temperature (about 2000 K) heats the 
excess of oxygen and may also vaporize part of the iron, which is responsible for the pressure 
increase. Once watching at the monitoring video, one can hear distinctly a “boiling noise” which 
could be attributed to a liquid pool of iron boiling at the bottom of the vessel. 

 

 
Fig. 10. Pressure-time curves for Tests 4 to 7 – Influence of iron oxide concentration 
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4. Conclusions 

This work highlights three different behaviors when iron dust is dispersed in oxygen at elevated 
pressure: 

- A classical “dust explosion” behavior but with an increased reactivity of iron dust compared 
to atmospheric conditions in air; 

- A rapid combustion behavior similar to self-heating, which cannot be considered as an 
explosion, but can generate significant overpressure and very hot temperatures. 

- Spontaneous ignition which might be promoted by mechanical friction and shocks between 
particles, and/or electrostatic discharges. We assume that spontaneous ignition could occur 
either in a dust cloud or in a dust deposit, and could be activated more easily when iron oxide 
was present. 

This work gives interesting perspectives for the safety of oxygen operation units. First, the iron dust 
looks much more reactive in oxygen than in air. These new data must be considered for designing an 
explosion resistant equipment. Secondly, the rapid combustion phenomenon is probably correlated 
with a high and long temperature increase of the vessel walls. It could cause at the same time a loss 
of mechanical resistance of the walls, and a significant pressure rise in the vessel. Finally, the 
spontaneous ignition must be investigated further to be prevented because if it happens, it could result 
very quickly in a catastrophic failure, with very limited possibilities to mitigate the consequences. 
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Abstract 

Contact-break discharges that are generated, for example, by unplugging an electrical connector 

under voltage, represent an ignition source in explosive atmospheres. The discharges occur under 

certain conditions at, for instance, a voltage of 30 V and a current of 60 mA. A model is being 

developed for a user-oriented solution to predict ignitions caused by this kind of discharge. This 

requires the individual process steps from the contact-break discharge to the hot gas kernel expansion 

to be thoroughly analyzed, including their correlations.  

In this article, the hot gas kernel expansion formed around the discharges is investigated using 

schlieren imaging. The observed discharges show a typical length of approximately 150 μm to 

200 μm and a duration of approximately 200 µs to 1000 μs. The experimental results of the hot gas 

kernel expansion will be further investigated along with the numerical findings of 1D simulations 

with INSFLA and 2D simulations in COMSOL. The 1D simulations in INSFLA allow the calculation 

of the gas kernel expansion, including the thermochemical reaction, but without taking the influence 

of electrodes into account. The 2D simulations in COMSOL represent the hot gas kernel with an 

estimation of the energy losses caused by the electrodes but do not consider the thermochemical 

reaction. 

The experiments show a critical radius (hemisphere) of the hot gas kernel of approximately 650 μm 

(at max. 30 V, 60 mA const., disk cathode and wire anode), while the simulations show lower values. 

Measurements with higher current values result in a comparable critical radius with a shorter ignition 

delay time. The correlations and loss estimations as well as an initial characterization of the hot gas 

kernel expansion will be discussed in the following.  

Keywords: electrical contact discharge, gas kernel, schlieren imaging, critical radius 

1. Introduction 

Contact-break discharges are an ignition source in explosion hazardous areas and are therefore still 

in the focus of explosion protection. They are in practical use in the spark test apparatus for intrinsic 

safety testing, based on the international standard IEC 60079-11:2023 (2023). Discharges can occur 

when connectors are unplugged, or contacts are opened under voltage. Many authors like Slade 

(2014) and Zborovsky (1974) have mostly studied such contact-break discharges at relatively high 

currents and voltages, while Babrauskas (2003) has mentioned minimum currents of 30 mA for the 

formation of discharges. Therefore, this paper considers currents in the range of 60-80 mA and a 

maximum voltage of approximately 30 V to study ignitions close to the ignition limit. The goal of the 

project on which this paper is based, is to create a multiphysical model to describe ignition processes. 

Compared to previous studies (Barbu et al., 2022; Uber et al., 2021), a more advanced contact test 
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apparatus was used in this study and schlieren images were taken at a rate of 50000 frames per second 

to enhance the temporal resolution. 

 

 

Fig. 1. Schematic representation of the processes of a slow contact-break in the experimental contact device 

(cf. (Uber et al., 2019)). 

 

Figure 1 schematically shows the progress of a contact-break discharge, divided into four phases. 

Each phase is shown with an image of the disk-shaped cadmium cathode (right) and the wire-shaped 

tungsten anode (left). Voltage is applied to the electrical contacts and the cathode performs a 

continuous rotary movement while the wire stays at a fixed position. Thus, the wire slides across the 

rough surface of the cathode. A preconditioned surface is favorable to achieve a higher ignitability 

(Uber, 2019). The wire is slowly raised to a distance of a few micrometers from the cathode. This 

process is supported by the surface morphology. At this point, phase 2 begins and the so-called 

preprocesses start. The discharges that are now forming occur at a very small electrode gap and cannot 

lead to ignition but contribute to the formation of larger discharges (Uber, 2019). Only in the third 

phase, when the anode is moved further away from the cathode, can a main discharge form. These 

main discharges typically reach a length in the range of 150 to 200 µm, over a period of approximately 

200 µs to 1 ms. The radiation of the plasma forming at the beginning of the discharge is strongly 

dominated by the cathode material cadmium and these discharges are therefore assumed to be metal 

vapor discharges (Uber, 2019). A further study of the optical emission spectrum indicates that these 

types of discharges are in thermal non-equilibrium (Methling et al., 2023). In the fourth phase, a hot 

gas kernel finally forms around the main discharge and an ignition of the fuel/air mixture can occur 

(self-sustaining thermochemical reaction).  

Lintin and Wooding (1959) showed a correlation between the size of a spherical hot gas kernel and 

the ignition of a fuel/air mixture as a criterion for the ignitability of a discharge. The expansion of the 

hot gas kernel does not differ between igniting and non-igniting discharges until a critical radius is 

reached. The critical radius is thus defined as the radius of the hot gas kernel above which a distinction 

can be made (Lintin and Wooding, 1959). The thermochemical reaction can only continue in a self-

sustaining manner if the critical radius is exceeded. When the critical radius is reached, the energy 

input can for the first time compensate the heat losses at the surface of the gas kernel due to the 

chemical reaction inside the volume (Zborovszky, 1969). The critical radius therefore depends on 

both the kinetics and the transport properties of the fuel/air mixture. In practice, additional effects due 

to the experimental setup, such as geometric conditions and heat sinks (electrodes), influence the 

above-mentioned interrelations. 

Kakizawa (2023) and Kelley (2009) found that for energies close to the ignition limit, the propagation 

velocity of the hot gas kernel boundary has a minimum when the critical radius is reached. Near the 

ignition limit, this critical point can only be transcended when the chemical reaction becomes 
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dominant, and the flame propagation continues in a self-sustaining manner. This applies only to 

energies close to the ignition limit. 

It has to be noted that there is a delay between the time when sufficient energy is supplied to the 

system and the actual start of a self-sustained flame propagation. This delay is known as the ignition 

delay time or induction time (Steen, 2000). It can be determined by a change in concentration of 

distinctive radicals of a chemical reaction. In the example of the hydrogen combustion, these would 

be the OH radicals whose concentration increases rapidly at the start of the combustion (Essmann, 

2019). 

In order to understand the ignition process, it is of crucial importance to investigate the expansion of 

the hot gas kernel in more detail. Therefore, schlieren images in the critical phase of the hot gas kernel 

expansion will be presented and analyzed in the following.  Estimations of the critical radius will also 

be made. Such estimations will then be compared to theoretical findings with simulations in INSFLA 

(with a focus on chemical reactions) and in COMSOL (with a focus on electrode losses). 

2. Experiments and simulations 

2.1. Experimental setup 

In these experiments, the hot gas kernel was measured by means of the schlieren method in a contact 

device specifically designed for this purpose. In the schlieren method, parallelized light is passed 

through the gas in the explosion chamber and through a lens system. Temperature changes in the gas 

cause changes in its density. This leads to localized changes of the refractive index. Changes in the 

gas density can also be induced by changes in pressure, but this is neglected for the processes under 

consideration. Applying a sharp knife edge creates light and dark areas in the image so that changes 

in temperature, especially strong gradients as distinct edges, can be analyzed qualitatively (Schardin, 

1942; Toepler and Witting, 1906). 

For the schlieren examination, the laser driven light source EQ-99X-FC-S by Hamamatsu Photonics 

was used as the light source. The image recordings were taken with a Photron Fastcam SA-5 at a 

frame rate of 50000 fps, meaning that one image was taken every 20 µs. The electrical parameters 

discharge current and voltage over the electrodes were recorded by means of a Yokogawa DLM5058 

oscilloscope. Current and voltage were supplied by a constant current source with voltage limitation 

(Uber et al., 2022b). 

The contact device used here consisted of a 200 µm diameter tungsten wire anode and a 30 mm 

diameter cadmium disk cathode. The contact-breaking movement was performed by a linear motor 

that moved the wire to a distance of 200 µm in about 1 ms. The cathode was continuously rotated at 

a speed of about 0.02 m/s at the outer radius. 

The gas mixture used was a mixture of hydrogen and air with a volume fraction of 21 vol.% hydrogen, 

based on the international standard IEC 60079-11:2023 (2023). 

2.2. Simulations with INSFLA 

The first part of the simulations was performed with the 1D simulation program INSFLA (Maas and 

Warnatz, 1988). It uses a one-dimensional system equation for unsteady laminar flames. The 

conservation equations for mass, momentum and energy were solved with the method of lines. The 

necessary spatial discretization was carried out by means of the finite difference method. INSFLA 

uses a comprehensive transport model and chemical kinetics for simulation. 

The gas is considered to be a homogeneous mixture of hydrogen/air with a volume fraction of 

21 vol.% hydrogen. Its initial temperature and pressure are set to 298 K and 1 bar. The overall size 

of the vessel was configured as a sphere with a radius of 50 mm. The energy of the simulated 

discharge was applied as constant power over a fixed period of 200 µs within 100 µm, by adding a 

source term to the energy conservation equation (Dreizler et al., 2000). The size and duration of the 

energy coupling were chosen to simulate a fast discharge observed in the experiments. 
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As results, time- and 1D location-dependent solutions of temperature and concentration of different 

species can be obtained (Maas and Warnatz, 1988). The electrodes and losses related to their presence 

were not considered in the simulations. This allows the isotropic expansion of the hot gas kernel. 

Cadmium in the gas phase was not taken into account in these simulations.  

2.3. Simulations with COMSOL 

To estimate the expansion of the hot gas kernel, including the electrode losses and the metal vapor 

content in the hydrogen/air mixture, a rotationally symmetric 2D heat conduction model was 

implemented in COMSOL Multiphysics (Barbu et al., 2022). However, chemical reactions and gas 

diffusion are not considered in this model. 

 

 

Fig. 2. Heat transfer model geometry and boundary conditions of the COMSOL simulations. 

 

The model geometry and the boundary conditions are shown in Fig. 2. The cathode (at the lower part 

of the figure) has a fixed position during the entire simulation interval, while the anode (at the upper 

left part of the figure) is moved upwards starting from 20 µm to 170 µm above the cathode surface. 

The discharge radius is set at a constant value of 25 µm. The entire simulation domain has a size of 

1000 µm × 1000 µm. Local thermodynamic equilibrium is assumed for the calculation of both the 

discharge and the surrounding gas area. For the gas, the hydrogen/air mixture with 21 vol.% hydrogen 

was used. Additionally, based on the absolute intensities of the atomic line emission observed in 

spectroscopic experiments a rough estimation of the partial pressure of cadmium atoms could be 

made. This resulted in 20 vol.% cadmium metal vapor for the gas in the discharge and a proportion 

of 10 vol.% cadmium metal vapor for the surrounding gas. The material properties for the two 

domains are set according to the cadmium percentage and are variable with temperature. 

The power input has a non-linear increase over time to approximately 1.3 W at 1000 µs, similar to 

(Uber et al., 2022a). When computing the power input, energy losses over the electrode discharge 

interfaces (𝐼𝐹𝐷𝐴, 𝐼𝐹𝐷𝐶) were estimated by the column voltage drop, i.e. the sheath layer voltage drop 

was subtracted. The heat transfer coefficients ℎ𝑒𝑙𝑐 at the gas-cathode interface (𝐼𝐹𝐺𝐶) and at the gas-

anode interface (𝐼𝐹𝐺𝐴) are subsequently calculated using the thermal conductivity of the gas 𝜆(𝑇) and 

the height of the thermal boundary layer 𝛿𝑇 (Incropera et al., 2011; Uber et al., 2022a): 

 

ℎ𝑒𝑙𝑐 =
 𝜆(𝑇)

𝛿𝑇
 

 

Due to the very small gap between the electrodes, it is estimated that the magnitude of the thermal 

boundary layer is in the same range as the discharge height. For this reason, the thermal boundary 
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layer height is considered as half of the distance between the electrodes, that is, 𝛿𝑇 = 𝑑𝑒𝑙𝑒𝑐/2 (Baehr 

and Stephan, 2016; Uber et al., 2022a). An average temperature in the gas area was assumed for the 

calculation of the thermal conductivity. 

3. Results and discussion 

3.1.  Experimental results 

 

Fig. 3. Expansion of the hot gas kernel using selected schlieren images. The edge of the cathode on the right 

of each image and the horizontal anode wire can be seen. The displayed time below each image corresponds 

to the time scale in Fig. 4. The arrow in the second image is an example of the intensity profiles taken at an 

angle of 45° to the cathode. 

 

The sequence of images in Fig. 3 shows an example of the expansion of a hot gas kernel by means of 

the schlieren method. In the images, the edge of the cathode, on the right, and the horizontal anode 

wire can be seen. As the sequence of images progresses, the anode wire is constantly moved further 

away from the cathode. Then the discharge is formed between the anode and the cathode. However, 

the discharge is not visible, since its intensity is negligible compared to the background lighting. At 

the same time, the hot gas kernel is formed in the gap between the anode and the cathode. The hot 

gas kernel is shown in the images with a dashed black line and limited to a hemisphere due to the 

geometric arrangement of the cathode and the anode. It can also be seen that the hot gas kernel in this 

example expands unsymmetrically. The expansion occurs on the lower side much earlier than on the 

upper side. This is assumed to be due to the discharge forming on the lower side of the anode. Hence, 

for the estimation of the radius of the hot gas kernel, only the lower profile of the hot gas kernel was 

considered. The images are postprocessed using a python script, and the radius of the hot gas kernel 

was determined with an extremum in the derivative of the intensity profiles (Xu et al., 2014). The 

intensity profiles were taken along a 45° line starting from the discharge center on the cathode surface 

in order to get the most undisturbed edge of the hot gas kernel. This is marked with an arrow in the 

second image of Fig. 3. Due to the blocking of the anode wire, only values for the hot gas kernel 

above 400 µm could be measured. 
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Fig. 4. An example of the current and the voltage curve of an igniting discharge. The corresponding 

expansion of the hot gas kernel is also shown. The critical radius is marked with a green cross. 

 

The parameters of the igniting discharge that lead to the hot gas kernel expansion in Fig. 3 are shown 

in Fig. 4. It shows the current (red) and voltage (blue) curves of the discharge as well as the 

corresponding expansion of the lower part of the hot gas kernel (crosses). There is initially an 

electrical contact between the anode and the cathode (up to 0 µs). Therefore, the measured voltage is 

approximately 0 V. In Fig. 4, this is temporarily disrupted by the morphology of the cathode surface. 

As soon as a voltage jump up to approximately 10 V occurs, the preprocesses phase starts. At 

approximately 400 µs, the wire is further removed from the cathode surface, and as the current is kept 

constant, the voltage continues to rise during phase 3 as the distance between the anode and the 

cathode increases. At about 1250 µs, the voltage reaches its maximum of about 30 V and the 

discharge ends as the voltage provided by the power supply is no longer sufficient to sustain the 

discharge. The current then drops to 0 mA.  

The radius of the hot gas kernel is also plotted in Fig. 4 (black crosses). The first image of the hot gas 

kernel expansion can be observed at around 900 µs. Initially, the gas kernel expands rapidly, driven 

by the discharge. The speed of this propagation decreases steadily, until a minimum is reached. This 

minimum is estimated at a gas kernel radius of about 750 µm (green cross). The propagation velocity 

then shows a sharp increase and finally attains a constant velocity. Averaged over the experiments, 

this yields a critical radius of approximately 650 µm. This is, however, only a first result and the 

accuracy of this value has to be verified in further measurements. 

3.2. Simulations with INSFLA 

In the simulations with INSFLA, the expansion of the hot gas kernel was calculated as a function of 

time. In Fig. 5 a), examples of the temperature profiles of the simulation with an input energy of 29 µJ 

are shown as a function of the radius for different time steps. A local minimum of the temperature 

profile gradient was used as a criterion for the edge of the hot gas kernel. This is marked with a dot 

for every time step. The temperature starts at about 1000 K after 15 µs and rises to about 1900 K 

within 200 µs. After 200 µs, the external energy source is turned off and the temperature in the center 

of the hot gas kernel decreases to about 1700 K, while the hot gas kernel expands steadily (dashed 

lines). This indicates that an ignition has occurred, and the flame is propagating outwards. Figure 5 

b) shows the expansion of the hot gas kernel over time according to the simulation results for different 

input energies that are applied within the first 200 µs. The hot gas kernel has an initial radius of 

100 µm corresponding to the size of the energy coupling. It then expands, mainly due to thermal 

conduction up to 10 µm, until the gas mixture ignites. The ignition delay time is followed by a self-

sustaining flame propagation and the expansion of the hot gas kernel proceeds more rapidly. In the 

data, a jump in radius of the hot gas kernel from about 110 µm to about 200 µm is observed. This is 

due to the formation of the flame front on the outer part of the hot gas kernel and the chosen criterion 

for the hot gas kernel.   
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For 80 µJ, the increase in the radius can be observed at approximately 25 µs. For 39 µJ, this increase 

starts at approximately 75 µs. It can therefore be recognized that the ignition delay time decreases 

when the energy input is increased. In other words, the delay time at which the self-sustaining flame 

propagation starts is shorter. The ignition delay times of the hydrogen/air ignition were determined 

in INSFLA by means of the temporal change in the concentration of the OH radicals. For low energies 

in the range of 30 µJ, the ignition delay time lies at approximately 160 µs. For increasing energies, 

the ignition delay time decreases exponentially. This correlation can also be found in (Steen, 2000) 

and allows a prediction of the start of combustion. 

 
Fig. 5. a) Development of the temperature profile over radius of the INSFLA simulation with an energy of 

29 µJ for different time steps. The maximum gradient (criterion for the gas kernel radius) is marked with a 

dot for every time step. After 200 µs, the external energy input is turned off and the hot gas kernel expands 

only due to the thermochemical reaction (dashed lines). b) Expansion of the hot gas kernel over time for 

different simulated energies. 

 

The simulation with an energy of 28 µJ (violet crosses), where no ignition occurred, also shows an 

initial radius of about 100 µm due to the energy coupling. Contrary to the other simulated input 

energies, when the energy coupling ends after 200 µs, no self-sustained flame propagation is 

observed. Since the chemical reaction is not able to compensate for the losses mainly due to heat 

conduction, the temperature in the hot gas kernel decreases until it reaches the ambient temperature. 

3.3. Simulations with COMSOL 

The simulation in COMSOL can be used to calculate the temperature distribution over a period of 

time and with the specified geometry. Selected points in time are shown in Fig. 6 a). In Fig. 6 a), the 

geometry with a disk cathode (bottom of the image) and an anode wire (top left of the image) can be 

recognized. The discharge forms between the two electrodes, where the highest temperature develops. 

The radius of the hot gas kernel was determined by computing the minimum of the temperature 

gradient along a line placed at an angle of 45° to the cathode (L1 in Fig. 6). Due to the blocking of 

the anode wire in the earlier simulation phase, values for the radius of the hot gas kernel could only 

be acquired starting from 750 µs.  
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Fig. 6. a) Visual comparison of the hot gas kernel radius for different times and b) the corresponding 

discharge current and voltage curves and the hot gas kernel expansion over time. 

 

Figure 6 b) shows the simulated discharge power input in terms of voltage and constant current along 

with the computed expansion of the hot gas kernel over time. At 750 µs, the hot gas kernel has 

expanded to a radius of about 150 µm and reaches about 230 µm at the end of the simulation. 

However, it is not possible to make a statement about a critical radius because no minimum of the 

propagation velocity is visible, and no chemical reaction is considered. A self-sustaining flame 

propagation of the gas kernel can therefore not occur. 

3.4. Discussion of experiment and simulations 

When compared, the values of the radius of the hot gas kernel from the simulations are significantly 

smaller than the critical radius determined experimentally. This is due to the necessary assumptions 

of the simulations. An assessment of these assumptions can be found in Table 1. In the INSFLA 

simulations, it is not possible to map the electrode losses. Heat conduction losses and the influence 

on the propagation of the gas kernel are therefore not considered. In addition, the influence of the 

cadmium metal vapor, in particular the influence of this metal vapor on the chemical reactions and 

thermodynamic influences, is not taken into account. In contrast, thermal conduction with the 

electrodes is considered in the COMSOL simulations, but the effect of the chemical reactions is 

neglected. The expansion of the hot gas kernel is also influenced by the geometry, similar to the 

experiments, so that only a hemispherical hot gas kernel is formed. Both in the experiments and in 

the COMSOL simulations, the power input is variable over time, whereas INSFLA only considers a 

constant power input over time. 
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Table 1. Listing of parameters in the experiment and the simulations. 

 Experiment INSFLA (1D) COMSOL (2D) 

Geometry Disk cathode and wire 

anode influence the 

gas kernel expansion, 

hemispherical hot gas 

kernel 

No electrodes, 

spherical hot gas 

kernel 

Disk cathode and wire 

anode influence the 

gas kernel expansion, 

hemispherical hot gas 

kernel 

Chemical reactions Combustion 𝐻2, 

possible catalytic 

effects of Cd, possible 

combustion of Cd 

Combustion of 𝐻2 No chemical reactions 

considered 

Power input Temporal variable, 

power input according 

to discharge length 

Temporally constant 

power input  

Temporally variable 

power input  

Energy losses Various losses to the 

electrodes 

No electrode losses Losses at electrodes 

according to heat 

conduction 

4. Conclusions and outlook 

In order to develop a comprehensive model for predicting ignitions caused by contact-break 

discharges, detailed knowledge regarding the expansion of the hot gas kernel is essential. For this 

purpose, schlieren measurements of the hot gas kernel correlated with electrical curves of current and 

voltage of the discharges were presented and analyzed in this article and compared to simulation 

results.  

For contact-break discharges generated with the contact device presented in Fig. 1, the estimated 

critical radius, which must be exceeded for a self-sustaining thermochemical reaction is on average 

approximately 650 µm. The critical radius was determined by using a minimum of the propagation 

velocity of the hot gas kernel, and this applies to the observed hemispherical hot gas kernels. 

Simulations with INSFLA show that, for the described energy coupling and without external losses 

to the electrodes, only an energy of approximately 29 µJ is necessary to ignite the gas mixture under 

consideration. The radius of the hot gas kernel formed in the simulations was determined with a 

minimum of the temperature gradient. The hot gas kernel expands to approximately 110 µm, until the 

flame propagation starts. 

The simulations with COMSOL reveal that, without considering chemical reactions, a hot gas kernel 

with a size of approximately 230 µm is formed within 1000 µs. Based on an experimental discharge, 

the power input is chosen to be temporally variable. Additionally, the geometry of the experimental 

setup was fully considered. Furthermore, the influence of cadmium metal vapor in terms of heat 

conduction in and around the discharge was also included in the analysis. 

The results presented here show the correlations for a basic contact-break discharge with constant 

current at the ignition limit. Possible extensions of the presented work include investigations with 

varying hydrogen/air compositions and varying mixtures (e.g. methane/air), in order to investigate 

their influence on the gas kernel expansion. Further, parameters like flame stretch and flow velocities 

could be considered in future investigations. On the modeling side, the next steps are to further 

improve the simulation models by adding diffusion to the COMSOL model and a time-variant energy 

input for the INSFLA model. Additional investigations are planned for a better understanding of the 

influences of the metal vapor. To this end, the expansion of the hot gas kernel is also to be further 
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investigated with other materials. Investigations considering different electrical power supplies with 

different characteristics are also planned, to enable an evaluation of intrinsic safe circuits.  
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Abstract 
A pyrophoric gas is defined as a flammable gas having an autoignition temperature (AIT) below 54 
ºC. However, determining AIT below ambient temperature is difficult. On the other hand, pyrophoric 
gases, such as silane, when releasing steadily into ambient air with a velocity above a critical flow 
velocity may lead to delayed ignition in which the ignition is delayed indefinitely. The Vc is found 
to be a function of the vent size (D). A simple critical shear rate, defined as 8Vc/D, is considered a 
potential useful indicator for assessing the relative degree of pyrophoricity. Monochlorosilane 
(SiH3Cl), a pyrophoric gas with reported AIT of < 20C is used as an example and results of steady 
release tests are compared with those of silane and disilane. The results are surprising. Degree of 
pyrophoricity for the three gases are: disilane > silane > monochlorosilane. Lower degree of 
pyrophoricity implies lower reactivity towards air and thus delayed ignitions and vapor cloud 
explosions are favoured. The critical shear rate required to quench the autoignition kernel will be a 
useful indicator for assessing the hazards of pyrophoric gases. 

Keywords: pyrophoricity, silane, disilane, monochlorosilane, VCE 

 Introduction 
Silane (SiH4) or monosilane is the most important silicon source gases for semiconductor 
manufacturing processes. It is also a well-known pyrophoric gas which is defined as a flammable gas 
that is capable to ignite spontaneously in air at a temperature of 54 ºC or below. In common practice, 
a pyrophoric gas has an autoignition temperature (AIT) below 54 ºC. On the other hand, it is generally 
difficult to determine AIT below ambient temperature owing to difficulties to mix the pyrophoric 
gases with air without premature ignition. This is evident as the AIT for typical pyrophoric gases such 
as silane has not yet been properly determined. Reported AIT for silane is scattered and can vary 
depending on source of data. For example, Baratov et al. (1969) had reported autoignition of silane 
in air down to -162 ºC. Most safety datasheet reported AIT of -50ºC. 
Silane has been known to cause significant injuries and fatalities (Chen, et al., 2006; Chang et al., 
2007; Peng et al., 2008). In particular, silane vapor cloud explosion, instead of fire, was considered 
as the major factor that contributed to the fatality. The mechanism for silane vapor cloud explosion 
has been studied extensively (Ngai et al., 2007; Tsai et al., 2010; Ngai et al., 2015; Tsai et al., 2017b). 
The main factor leading to vapor cloud explosion, even in air and unconfined, is attributed to the fact 
that direct silane release into air normally leads to delayed ignition rather than prompt ignition. A 
critical flow velocity (Vc) for the delayed ignition has been determined from steady release tests by 
Tsai et al. (2010) and Tsai et al. (2017a). The Vc is a function of vent sizes, moisture in the air and 
fluid temperature. A typical example of Vc in ambient air for a 4.32 mm diameter vent is 4.43 m/s 
which is a relatively small value compared to typical gas leak flow rate in the order of 100~300 m/s. 
For a small vent size such as 2.032 mm, Vc is only 0.324 m/s. The delayed ignition is always followed 
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by an ignition when flow stopped or ended. Thus, the silane release provided not only the flammable 
cloud but also the ignition source rendering the vapor cloud explosion (VCE) is a favourable event. 
Disilane (Si2H6) is another important silicon source gas compared to monosilane for deposition of 
thin films because it requires lower process temperature that may protect the film’s quality from 
damage. Disilane has a boiling point of -14.3C which is much higher than the -111.5C of silane, 
and is usually liquefied under pressure during storage. Like silane, disilane is also noted for its 
pyrophoric nature. There is however no reported AIT for disilane and thus it is difficult to compare 
the relative degree of pyrophoricity of silane and disilane.  
Although the utilization of disilane has been increased dramatically, incidents involving disilane were 
considered to be far less than those of silane. There was a typical accident occurring at a 
semiconductor parts factory in Tateyama, Chiba, Japan, 1995 (Itagaki & Tamura, 1995). In that case, 
air leaked into the exhaust piping system and reacted with residual disilane resulting in a fire that 
injured four workers. There is no report of disilane VCE incident. 
Nguyen et al. (2022) performed extensive experimental studies on the flammability limits and ignition 
behavior of disilane. The critical exit velocity of pure disilane release through an 0.762 mm I.D. tube 
was determined to be 49.6 m/s. The LFL of disilane/air mixture was measured to be 0.42 vol.%. The 
values of Pmax and KG of 1.9 vol.% disilane/air were determined to be 5.7 bar and 627 bar-m/s, 
respectively which are close to those of a stoichiometric H2 explosion. The mixture of higher 
disilane/air concentrations (≥ 2 vol.%) was metastable and automatically ignited in a certain delay. 
LFL of silane is however determined to be 1.4 vol.%, and the values of Pmax and KG of 3.7 vol.% 
silane/air were determined to be 7 bar and 452 bar-m/s according to Tamanini et al. (1997). 
The extreme reactivity of disilane with air compared to silane may be derived from the weaker Si-H 
bonds and the presence of Si-Si bond in the disilane structure. Goumri et al. (1993) determined the 
dissociation enthalpy of Si-H bond in disilane of 373.7 kJ/mol, which is slightly lower than that in 
monosilane (384.1 kJ/mol) (Seetula et al., 1991). In addition, bond dissociation energy of Si-Si bond 
in disilane was determined to be 340.2 kcal/mol (Steele and Stone, 1962), which is smaller than that 
of Si-H bond. Therefore, it is much easier for O2 to attack the weaker Si-Si bond instead of the stronger 
Si-H bond. With a very low LFL and very high Vc, in the case of disilane leaks, there is higher 
probability that prompt ignition with smooth fire may occur instead of explosion as compared to a 
leak of silane. 
In summary, the above review on silane and disilane flammability studies suggests that Vc can be a 
good indicator for pyrophoricity. To further validate the concept, monochlorosilane (SiH3Cl), a 
pyrophoric gas with reported AIT of <20C, is used as an example and experimental results of 
flammability limits and ignition behavior of are monochlorosilane compared with those of silane and 
disilane. A new indicator based on global shear rate at the vent stub is proposed for assessing the 
pyrophoricity of gases. 

1. Materials and methods 

1.1. Monochlorosilane 

Monochlorosilane (MCS) is rarely used in CVD or other semiconductor processing. It is an 
intermediate product for manufacturing silane (Alcántara–Avila et al. 2015) or used for the synthesis 
of trisilylamine (Burg & Kuljian, 1950). Semiconductor grade MCS with a liquid purity of >97%, 
silane <1%, and dichlorosilane (DCS) <1% was supplied from REC Silicon in a cylinder. MCS has a 
boiling point of -30.4C and is liquefied under pressure during storage in cylinder. Vapor MCS is 
drawn out from cylinder with a pressure regulator. Thus, the concentration of vapor MCS would vary 
depending on the liquid content of cylinder as silane would vaporized first, followed by MCS, and 
then DCS. Our GC-TCD analysis suggested that actual vapor concentration of MCS varied between 
97 to 99 vol.%. 

1.2. Steady release tests 
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The system and procedure used was similar to the steady-state release configuration as Tsai et al. 
(2010) and Tsai et al. (2017a) and is shown in Fig. 1. The flow rate of MCS and nitrogen could be 
controlled accurately by using a set of mass flow controllers (MFC). A four-way switching valve was 
used to establish a parallel, steady flow of MCS into a wet scrubber and nitrogen into the release line. 
When switched, the MCS flowed steadily at the desired flow rate through the stainless-steel vent stub 
of 1/4-in Swagelok port connectors with inner diameters of 4.32 mm. The port connector was changed 
for every test. The ignition behaviour and flame kernel were recorded directly by using a high-speed 
video camera with a recording rate of 5000 frames/second. 
The steady release tests were carried out at an ambient air temperature of 28.8 ± 0.8 °C. The MCS 
source temperature in the cylinder was 24.1 ± 0.8 °C owing to evaporative cooling. The relative air 
humidity was 65 ± 4%. Further tests were also carried out by placing the vent stub inside a partially 
open chamber with continuous flow of zero-grade air similar to Tsai et al.(2017a). The zero-grade air 
is a blend of pure nitrogen and oxygen and thus has a very low moisture content with a dew point of 
less than -50C. Tests with zero-grade air avoid the interference from moisture in the air. This is 
particular important as some of the pyrophoric materials are also water-reactive. 
 

 
Fig. 1. Setup for steady release tests 

1.3. Flammability limit measurement 

The LFL and other explosion severity parameters including overpressure (Pmax), and rate of maximum 
pressure rise (dP/dt)max were determined using a standard 20-L sphere apparatus from Kühner AG. A 
water bath maintained at temperature of 28 °C was circulated through the jacket of the sphere to 
maintain a constant test temperature of 27 ± 0.5 °C inside the sphere. A permanent electric spark 
igniter with an energy of 10 J installed at the centre of the test chamber was used as the ignition source. 
Bottom of the sphere has an inlet port and a rebound nozzle for dust dispersion and dust explosion 
measurement. The port was sealed and the nozzle was removed giving a clean sphere for gas 
measurement.  
To have premixed MCS/air without premature ignition, the steady release rig was used to control the 
flow of MCS into the sphere at a velocity above Vc.  To assist mixing after feeding MCS, a second 
four-way switching valve was used to allow air flow into the sphere as shown in Fig. 2. Both ambient 
air from compressor and zero-grade air with very low moisture were used as the air source.  
The 20-L sphere was purged by air for 2 cycles (from 13 to 1000 mbar) and then evacuated to the 
designated pressure of 500 mbara by a vacuum pump. Pure MCS was fed into the sphere for a duration 
of 40~90s with a velocity of 2.3-3.0 m/s depending on the required concentration. At the end of MCS 
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flow, 4-way valve #1 was switched to nitrogen for 5 second, followed by switching 4-way valve #2 
to air until the pressure in the sphere reached 1000 mbara. The mixture was then left for 10 min to 
allow mixing with natural convection and diffusion prior to ignition. Pressure measurement and high-
speed video were used to monitor the ignition results. The criteria for flammability are based on a 
pressure rise of ≥7 % above the initial pressure in accordance with ASTM standard ASTM E918−19 
(2020) and ASTM E2079−19 (2019). Recorded flame propagation from the sight glass and formation 
of powder inside the sphere can also be good indicators for confirming combustion. The sphere was 
cleaned after every trial. 

 
Fig. 2. Setup for flammability limit measurement 

2. Results and discussion 

2.1. Critical velocity for delayed ignition 

The definition of prompt ignition in steady release test is given by ignition within 5 s after release 
into air. The exact time of release into air can be found from fuming near the vent stub. Fuming is a 
result of MCS react with moisture in the air. If there is no ignition in a long period of time (i.e. >5s) 
after release or fuming, it is classified as a delayed ignition. It is possible that premature ignition 
occurred in certain vent tests with higher velocities owing to contamination in the vent line or in the 
ambient air. Critical velocity (Vc) for delayed ignition is defined as the lowest possible flow velocity 
that gives delayed ignition. The Vc of MCS in air is found to be relatively low compared to other 
pyrophoric gases such as silane and disilane. As Vc increase with increasing vent size, the largest 4.32 
mm ID port connectors were used to ensure prompt ignition occurred in the minimum flowrate range 
of the mass flow controller. Fig. 3 shows the typical results of high-speed video clips of delayed and 
prompt ignitions with release velocities of 0.437 m/s and 0.129 m/s, respectively. Contrary to those 
of silane, most prompt ignitions took place right at the vent stub giving zero ignition distance as 
shown in Fig. 3. Vc is determined to be 0.144 m/s which is about 1 order of magnitude smaller than 
that of silane.  
The overall results are shown in Fig. 4 and 5 for ambient air and zero-grade dry air. An additional 
surprise is that Vc for both ambient air and zero-grade dry air are very close, 0.144 vs. 0.16 m/s, 
respectively. Note for silane with a vent sub of 3.5 mm ID, Vc for ambient air and zero-grade dry air 
are 1.79 vs. 9.17 m/s, respectively. This is a surprised result as MCS is expected to have higher water-
reactivities than that of silane owing to its silicon-chlorine bond. The possible reason is that MCS has 
a much lower reactivity towards oxygen such that the effect of water reactivity is negligible.  
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Fig. 3. Results of high-speed video clips of delayed (left) and prompt (right)ignitions with release 

velocities of 0.437 m/s and 0.129 m/s, respectively 

 
Fig. 4. The steady flow test results for ambient air 
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Fig. 5. The steady flow test results for zero-grade dry air 

 

2.2. Lower flammability limits 

There is very little flammability information on MCS according to Britton (1990) and it is reasonable 
to assume its AIT is intermediate between that of silane and dichlorosilane (DCS). Britton (1990) has 
determined the LFL and AIT of DCS are 4.70.1 vol.% and 473C in dry air. MCS supplier REC 
Silicon gave an LFL of 4.6-4.8 vol.% (REC Silicon, 2011). Thus, tests were carried out from 4 vol.%. 
The results of 20-L sphere apparatus are shown in Fig. 6-8 for both ambient air from compressor and 
dry, zero-grade air. LFL in both airs are similar. When MCS concentration is higher than 2 vol.%, 
there is a sharp increase in overpressure and pressure rise rate. This is accompanied by white powder 
deposit on the inner wall of the sphere as shown in Fig. 9. The powder deposit is additional evidence 
of MCS combustion in addition to pressure measurement. Even the lowest flammable concentration 
of 2.11 vo.%, powder deposit was roughly uniform on the ignitor rods and inner surface of the 20-L 
sphere. Below 2 vol.%, the ignition did not lead to any noticeable pressure rise. There was also no 
sign of powder formation even with compressor air that contained approximately 0.5 vol.% moisture. 
High-speed video taken from the sight glass however did not show a clear flame  but the spark was 
turning into orange colour with increasing MCS concentration as shown in Fig. 10. According to 
ASTM 819, LFL of MCS was determined to be average of the lowest of flammable concentration, 
2.11 vol %, and highest of non-flammable concentration of 1.94 vol.%, which is equal to 2.030.12% 
vol.%, in both compressor air and zero-grade air. The determined LFL lies right between 1.37 vol.% 
of silane and 4.7 vol.% of DCS. 
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Fig. 6. Overpressure data for MCS with compressor air and dry air 

 

 

Fig. 7. Data on maximum pressure rise rate for MCS with compressor air and dry air 
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Fig. 8. Calculated deflagration index for MCS with compressor air and dry air 

   

Fig. 9. Results of powder deposit on ignitor rods and inner surface of 20-L sphere. Left: MCS 1.94 vol. % in 
compressor air; right: MCS 2.11 vol. % in compressor air 

   

Fig. 10. High-speed video clip of ignition. Left: MCS 1.94 vol. %; central: MCS 2.11 vol.; right: MCS 3.47 
vol.%, all with compressor air 
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2.3. Critical shear rate 

The steady release test produced a laminar or turbulent jet of the pyrophoric gas into air. It is known 
that the delayed ignition of the jet was caused by ignition kernel quenched by shear rate of the flow 
or scalar dissipation between the release gas and the ambient air (Tamanini et al., 1996; Tsai et al., 
2010). For a fuel jet released into air, the scalar dissipation or flow strain at the fuel jet/air surface 
near the origin is so large that reactive kernel will be quenched. Downstream of the jet, the scalar 
dissipation or flow strain between the jet and surrounding air weakens and the ignition is a result of 
competition between the reactive kernel and scalar dissipation or flow strain. Further downstream in 
the jet, the reactive kernel is diminished along with reduced fuel concentration and autoignition is 
impossible. Thus, for silane and disilane, prompt ignition always takes place at downstream of the 
vent tube. For MCS, the reactive kernel is clearly weak and quenched easily with very low jet velocity. 
For unqunched flow, prompt ignition take place very close to the vent stub as shown in Fig. 3.  
Although the Vc is a good indicator for pyrophoricity, it is also a function of vent diameter. Thus, a 
proper indicator would be the critical shear rate at the vent stub, defined by 8Vc/D. Additional 
complication was the moisture in the air. Moisture has a strong effect on silane Vc. Thus, separate 
data are shown for dry air and ambient air. The only exception is disilane, in which Vc was not 
determined in dry air. Table 1 shows the summary of critical shear rate and other properties for three 
pyrophoric gases: disilane, silane and MCS. The critical shear rate is shown for average value and 
standard deviation for different vent sizes. Despite the data scattering from vent sizes, there are 
significant differences in the critical shear rate for the three pyrophoric gases, differs by at least one 
order of magnitude. A gas with a higher critical shear rate implies that the ignition kernel is highly 
active and thus a higher degree of pyrophoricity. On the other hand, a gas with a lower critical shear 
rate has a lower degree of pyrophoricity and lower reactivity towards air and thus delayed ignitions 
and VCE are favoured. Thus, the degree of pyrophoricity of the three gases are: disilane > silane > 
MCS. Also shown in Table 1 are the LFL, flash point, boiling point, critical temperature, and 
deflagration index (KG) at a known concertation. None of the data correlates with the ranking of 
pyrophoricity except the LFL. 
Certainly, the formation a VCE will also depend on amount of gas accumulation, gas release gas rate, 
etc., but the medium degree of pyrophoricity of silane in comparison of disilane do play a key role in 
numerous silane explosion incidents. Disilane has a relatively high boiling point and low vapor 
pressure to give a smaller flowrate in case of accidental leak. In combining with its high degree of 
pyrophoricity, it is less likely to form VCE for disilane. MCS has a medium boiling point and vapor 
pressure, and the lowest degree of pyrophoricity. It also has the lowest KG at a relative high 
concentration of 4.12 vol.%. Thus, a MCS leak would most likely result in a delayed ignition but the 
intensity of VCE is expected to be much lower than that of silane.   

Table 1. Summary of critical shear rate and other properties for three pyrophoric gases 

Gas  Disilane Silane MCS 
Formula Si2H6 SiH4 SiH3Cl 
MW 62.219 32 66.56 

Boiling point (C) -14.3 -111.5 -30.4 

Critical temperature (C) 159 -3.4 123 

Flash point (C) <40 - -90 
LFL (vol. %) 0.5 1.38 2.03 

Critical Shear 
rate (1/s) 

Ambient air 520,735 3,5322,870 267 
Dry air 25,1895,920 296 

KG (barm/s) 627 @ 1.9 vol.% 452 @ 3.7 vol.% 333 @ 4.12 vol.% 
Ranking of pyrophoricity 1 2 3 
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3. Conclusions 

Experimental results of flammability limits and ignition behavior of monochlorosilane (MCS) are 
presented and compared with those of silane and disilane. Critical velocities for delayed ignition were 
determined to be 0.144 m/s and 0.16 m/s for MCS release from a vent stub of 4.32 mm into ambient 
air and dry air, respectively. LFL of MCS in ambient air and dry air are determined to be the same 
value of 2.03 vol.% A new indicator based on critical shear rate at the vent stub is proposed for 
assessing the pyrophoricity of gases. Degree of pyrophoricity for the three gases are: disilane > silane 
> monochlorosilane. Disilane has the highest reactivity towards air and thus a jet fire instead of VCE 
will be the most likely result upon accidental release. MCS on the other hand has lowest reactivity 
towards air and lowest KG at a relative high concentration of 4.12 vol.%. Thus, a MCS leak would 
most likely result in a delayed ignition but the intensity of VCE is expected to be much lower than 
that of silane. Silane, with its intermediate reactivity towards air and high vapor pressure, will have 
the highest likelihood of VCE upon release. It is expected that critical shear rate will be useful to 
access the VCE hazards of all pyrophoric gases. This is of particular importance in the safety of 
semiconductor fabrications and related industries where increasing pyrophoric gases are used.  

Acknowledgements 

Eugene Y. Ngai, one of the key authors that contributed significantly to this work and other specialty 
gas safety, passed away in July 2023. This article is dedicated to him. 
References 

Alcántara–Avila, J. R., Sillas–Delgado, H. A., Segovia–Hernández, J. G., Gómez–Castro, F. 
I., & Cervantes-Jauregui, J. A., 2015. Silane production through reactive distillation with 
intermediate condensers. Computer Aided Chemical Engineering, 37, 1037-1042. 
American Society for Testing and Materials, 2020. Standard Practice for Determining Limits 
of Flammability of Chemicals at Elevated Temperature and Pressure, ASTM E918−19. 
American Society for Testing and Materials, 2019. Standard Test Methods for Limiting 
Oxygen (Oxidant) Concentration in Gases and Vapors, ASTM E2079−19. 
Baratov, A. N., Vogman, L. P., & Petrova, L. D., 1969. Explosivity of monosilane-air 
mixtures. Combustion, Explosion and Shock Waves, 6, 592–594.  
Britton, L. G., 1990. Combustion hazards of silane and its chlorides. Plant/Operations 
Progress, 9, 16–38. 
Burg, A. B., & Kuljian, E. S., 1950. Silyl-Amino Boron Compounds1. Journal of the 
American Chemical Society, 72(7), 3103-3107. 
Chang, Y. Y., Peng, D. J., Wu, H. C., Tsaur, C. C., Shen, C. C., Tsai, H. Y., Chen, J. R., 2007. 
Revisiting of a Silane Explosion in a Photovoltaic Fabrication Plant, Process Safety Progress, 
26 (2), 155-157. 
Chen, J. R., Tsai, H. Y., Chen, S. K., Pan, H. R., Hu, S. C., Shen, C. C., Kuan, C. M., Lee, Y. 
C., Wu, C. C., 2006. Analysis of a Silane Explosion in a Photovoltaic Fabrication Plant,” 
Process Safety Progress, 25 (3), 237-244.  
Itagaki, H., & Tamura, M., 1995, Fire of special material gas come into contact with air in 
exhaust piping at a semiconductor factory. 
http://www.shippai.org/fkd/en/cfen/CC1200087.html 
Ngai, E. Y., Huang, K. P. P., Chen, J. R., Shen, C. C., Tsai, H. Y., Chen, S. K., Hu, S. C., Yeh, 
P. Y., Liu, C. D., & Chang, Y. Y., 2007. Field tests of release, ignition, and explosion from 

260



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

silane cylinder valve and gas cabinet, Process Safety Progress, 26(4), 265-282. 
Ngai, E.Y., Fuhrhop, R., Chen, J.R., Chao, J., Bauwens, C.R., Mjelde, C., Miller, G., Sameth, 
J., Borzio, J., Telgenhoff, M., Wilson, B., 2015. CGA G-13 Large-Scale Silane Release Tests 
– Part II. Unconfined Silane-Air Explosion, Journal of Loss Prevention in the Process 
Industries, 36, 488-496.  
Nguyen, T.T., Cao, K.Q., Yang, M.H., Chen, J.R., Tsai, H.Y., Gordon, M. &  Ngai, E.Y. 
(2022). Experimental Studies on Ignition Behavior of Pure Disilane and Its Lower 
Flammability Limit, Chemical Engineering Transactions, 90, 199-204. 

Peng, D. J., Chang, Y. Y., Wu, H. C., Tsaur, C. C., Chen, J. R., 2008. Failure Analysis of a 
Silane Gas Cylinder Valve: A Case Study, Engineering Failure Analysis, 15 (4), 275-280. 
REC Silicon, 2011. Monochlorosilane Material Safety Data Sheet, May 24. 
Tamanini, F., Chaffee, J. L., Jambor, R. L., 1998. Reactivity and ignition characteristics of 
silane/air mixtures. Process Safety Progress, 17, 243–258. 
Tsai, H.Y., Wang, S.W., Wu, S.Y., Chen, J.R., Ngai, E.Y., Huang, K.P.P., 2010. Experimental 
Studies on the Ignition Behavior of Pure Silane Released into Air, Journal of Loss Prevention 
in the Process Industries, 23(1), 170-177. 
Tsai, H. Y., Hung, H. L., Wu, S. Y., Ku, C. W., Chen, J. R., Fomin, P. A., Fedorov, A. V., 
2017a. Effects of Temperature and Moisture on the Ignition Behavior of Silane Release into 
Air, Combustion, Explosions and Shock Waves, 53(3) 276–282. 
Tsai, H. Y., Lin, Y. J., Chang, Y. C., Lin, J. S., Chen, J. R., Ngai, E. Y., 2017b. Unconfined 
Silane-Air Explosions, Journal of Loss Prevention in the Process Industries, 49B, 700-710. 
 

 
 
 
 

261



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Reproduction of the pressure load due to the thermal 

runaway of an NMC cell in a flameproof enclosure by 

gas explosions 

Inka Peschel a, Stefanie Spörhase a, Amiriman Kianfar a, Detlev Markus a & Stefan Essmann a  

a Physikalisch-Technische Bundesanstalt (PTB), Bundesallee 100, 38116 Braunschweig, Germany 

E-Mail: stefanie.spoerhase@ptb.de 

Abstract 

Lithium-ion batteries usage is rapidly growing due to their superior performance compared to other 

battery chemistries. However, they involve the risk of thermal runaway, which can cause catastrophic 

accidents. A large number of studies investigated the behaviour of cells undergoing thermal runaway. 

In hazardous areas, lithium-ion batteries may be used under specific conditions, for example in 

flameproof enclosures. However, there are few studies on this topic, limiting the information on how 

flameproof enclosures must be designed to contain a thermal runaway event and mitigate the risk. 

Notified bodies conducting type tests of flameproof enclosures usually do not have the capability to 

work with lithium-ion batteries in thermal runaway. However, gas explosions are regularly employed 

to test the enclosure`s ability to withstand pressure. In order to replace the lengthy destructive tests 

with batteries in the future, it is envisioned to reproduce the pressure load due to the thermal runaway 

of an NMC cell on the flameproof enclosure by a gas explosion. This work is the first step towards 

this goal. To this end, the temporal pressure development inside a flameproof enclosure during a 

thermal runaway of an NMC811 cell is reproduced by gas explosions. The cell was heated to thermal 

runaway in an air-filled flameproof enclosure and the resulting pressure was measured as a function 

of time. Various combustibles in air were the ignited in the same flameproof enclosure without the 

cell. The maximum pressure and the pressure rise time were varied by the type of combustible and 

its concentration in air. The gases used were hydrogen, methane, propane, ethylene and acetylene in 

different concentrations. The results show that the pressure evolution due to the thermal runaway of 

the NMC cells can be reproduced by gas explosions.  

Keywords: thermal runaway, lithium-ion batteries, flameproof enclosures, gas explosions 

Introduction 

One of the biggest global challenges nowadays is to enable an energy transition towards a sustainable 

future. Lithium-ion batteries make a contribution in e-mobility and the storage of sustainable energy. 

They are increasingly being used in potentially explosive areas such as mining and the chemical 

industry. Lithium-ion batteries contain a combination of high-energy electrode materials and highly 

flammable electrolytes. This poses a risk of thermal runaway (TR), which can result in the explosive 

destruction of the battery (Korthauer, 2018). Even though a TR is an unlikely event, the rapid growth 

in the number of lithium-ion batteries worldwide means that this risk is increasing. This is further 

exacerbated by the continuous increase in energy density. In potentially explosive atmospheres, this 

risk is of particular importance. This is where explosion protection becomes relevant, which is 

concerned with preventing explosions and limiting their effects on the environment. The flameproof 

enclosure as one type of protection is aimed at shielding the explosion from the environment by 

encapsulation within an enclosure (Dubaniewicz et al., 2021; Spörhase et al., 2023). Flameproof 

enclosures must fulfil the requirements of IEC 60079-0 and IEC 60079-1. A part of the tests required 

is the test of ability of the enclosure to withstand pressure. This test can be carried out with a static 
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load (e. g. water pressure) or a dynamic load (gas explosion). Yet, it is unclear how the load due to 

the TR of a Lithium-ion battery would be tested experimentally. To avoid the handling of Lithium-

ion batteries and overcome issues due to limited repeatability of TR, destructive testing using fully 

functional batteries could be replaced by tests using burnable gas/air mixtures. These will allow for 

simpler testing, eliminate toxic hazards, and save considerable time and resources. The replacement 

tests are intended to simulate the characteristic pressure curve of the battery during TR by means of 

a burnable gas-air explosion. Depending on the concentration of the burnable gas in the air, the 

exothermic reactions occur at different speeds which influence the pressure rise rate and the 

maximum pressure. The aim of this work is to find a burnable gas-air mixture that replicates the 

battery tests as closely as possible using the replacement tests. In order to determine the optimum 

mixture composition, a typical pressure trace to be reproduced is first selected from the available 

battery test data and defined as the target pressure curve. This is based on a theoretical analysis of 

possible mixture compositions. These are then tested experimentally on a suitable test bench, analysed 

and discussed.   

1. Experiments 

1.1. Safety characteristics 

Under certain conditions (e. g. certain mixture ratio) mixtures of a burnable gas and air can explode. 

The burnable gas/air mixtures have different characteristic explosion properties which are described 

via safety characteristic data. The determination of these data is standardised. The “CHEMSAFE” 

database provides detailed and reliable tabulations of the properties of a wide range of burnable gases 

(PTB & BAM, 2024). In the following, the safety characteristics that will be used in this paper, are 

introduced briefly. 

The lower and upper explosion limits define the range in which a burnable gas/air mixture is explosive 

(Hattwig et al., 2004). They include the minimum required and maximum possible concentration of 

fuel in air to allow for an explosive reaction. These limits depend on the specificity of the substance 

and the ambient conditions of pressure, temperature and relative humidity (Bjerketvedt et al., 1997). 

The maximum explosion pressure (pex max) is the overpressure generated in the enclosure above the 

outlet pressure and describes the maximum of the pressure curve over time (Hattwig et al., 2004). 

Fig. 1 shows an exemplary pressure curve over time in blue. The maximum explosion pressure 

depends on the burnable gas concentration in the air. For most fuels, it is obtained at a composition 

slightly above stoichiometry. Mixture compositions far from stoichiometric will result in a lower 

explosion pressure.  

The pressure rise time (PRT) is a measure of the rate of reaction and therefore the severity of the 

explosion (Hattwig et al., 2004). It is determined according to the IEC 60079-1 (2014) standard by 

measuring the time between reaching 10% and 90% of the maximum explosion pressure, as shown 

in green in Fig. 1. 

The parameter rate of pressure rise (RPR) is given in two ways for this work. The first definition is 

the average gradient between reaching 10% and 90% of the maximum explosion pressure  

(RPR10%-90%) as shown in red in Fig. 1. The second definition is the maximum gradient of the pressure 

curve (RPRmax) reached in a certain infinitesimally small section of the curve (Zhang, 2014). For both 

RPR, there is a strong dependence on the enclosure volume, which is described by the cubic law. The 

KG value considers this and is a concentration-dependent, substance-specific quantity that is also 

tabulated in databases (Hattwig et al., 2004).  

The pressure duration describes the length of a time interval during which a given pressure is 

maintained and gives an indication of the static load. In this work, the time interval between the first 

time half the maximum explosion pressure is reached and the second time after the pressure drops 
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below half the maximum value is used, as shown by the yellow line in Fig. 1. The pressure duration 

is not a standardised explosion characteristic. 

1.2. Reference experiments with Lithium-ion batteries 

The thermal runaway of a lithium-ion battery describes the rapid and uncontrolled exothermic 

reaction of the cell which can lead to the destruction of the entire system (Chen et al., 2021; Feng et 

al., 2018; Korthauer, 2018). This reaction can be triggered by both external abuse and internal system 

faults. External misuse includes deformation of the battery, creation of an external short circuit, 

overcharging, and excessive heating. Internal triggers include metallic impurities, anode or cathode 

instability and faulty separators. Furthermore, lithium deposits and dendrite formation can occur, 

which grow as metallic needles from the anode to the cathode. Contact with the cathode leads to 

complete self-discharge and a short circuit in the battery cell. The TR of a lithium-ion battery starts 

with an increase in cell temperature, regardless of the type of trigger. This leads to the decomposition 

of various cell components, which creates a self-accelerating cycle of further heat generation that can 

lead to cell fire. In addition, electrolyte decomposition also leads to the formation of gases. According 

to the ideal gas law, as the temperature rises, the pressure inside the cell increases and there is a risk 

that the cell will open, releasing the gases formed. These can then form an explosive atmosphere with 

air. 

The TR of lithium-ion batteries has been investigated through previous destructive tests in flameproof 

enclosures (Spörhase et al., 2023). At the start of the test, the battery to be tested was charged to  

110 % of final charge voltage. This constitutes a critical state for a lithium-ion battery. The battery 

was then placed on a heatable copper block inside the enclosure and continuously heated to TR. In 

this way, a range of cylindrical batteries with different electrode materials and capacities were tested. 

The electrode materials studied were LCO (2,55 Ah), NCA (3 Ah), LFP (3 Ah) and NMC811 (3 Ah 

and 3.5 Ah). Figure 2 shows the aggregated results of these experiments. The points represent single 

tests. The mean values plus minus the standard deviation are shown in the form of transparent boxes. 

In accordance with Wang et al. (2022), the evaluation of the tests showed that cells with the electrode 

 

Fig. 1. Illustration of explosion characteristics according to IEC 60079-1 on a typical pressure trace.  
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materials LCO and NMC in a molar ratio of 8:1:1 (NMC811) had the greatest effect on TR per amount 

of electrical energy stored in the battery. Reproducibility was better with the NMC811 batteries than 

with the LCO batteries. For this reason, the pressure traces of the NMC811 batteries are selected as 

the target curves for the reproduction using the substitute test with burnable gas-air mixtures.  

1.3. Gas explosions  

In principle, the test setup from the battery tests (Spörhase et al., 2023) was retained for the 

experimental investigation in this work, with a few adjustments. The schematic test setup is shown in 

Fig. 3. The flameproof enclosure used in this work (series 8265, R. STAHL AG) is made of light 

metal. Its volume and mass are 19.7 ± 0.6 liter and 28.8 kg. The enclosure was equipped with a 

piezoelectric dynamic pressure sensor (Kistler Type 6031). The pressure signal was recorded via a 

charge amplifier (Kistler LabAmp 5167 Ax0) on an oscilloscope (Yokogawa DL850). The burnable 

gas/air mixture was prepared using mass flow controllers (Bronkhorst EL-FLOW) and checked via 

an oxygen analyser (Servomex OxyExact 2200). The enclosure was purged with the burnable gas/air 

mixture until the concentration reading on the oxygen analyser remained constant at the desired value. 

A spark plug close to the gas inlet valve was used to ignite the mixture. The five burnable gases 

hydrogen (H2), methane (CH4), propane (C3H8), ethylene (C2H4), and acetylene (C2H2) were used at 

different equivalence ratios. The experiments were recorded with a high-speed camera for 

visualization purposes. The initial conditions were ambient pressure and temperature (1 bar abs. and 

20°C).  

1.3.1. Measurement uncertainties 

The uncertainty in mixture preparation is determined by the calibrated oxygen analyser. The oxygen 

analyser has known systematic uncertainty factors for the various burnable gases, which were 

corrected for. The residual uncertainty of the oxygen analyser is < 0.02 % O2 (absolute error). As only 

one fifth of the mixture is tested (concentration of oxygen in air), this uncertainty has to be multiplied 

by five and an estimated drift of 0.001 % has to be added. For the uncertainty of the burnable gas 

concentration, this gives an estimated residual error of ± 0.2 vol.-% for all burnable gases used. For 

the pressure measurement chain consisting of pressure sensor, charge amplifier and oscilloscope, the 

combined uncertainty is 1.5 %.  

 

Fig. 2. Maximum rate of pressure rise and maximum pressure during TR per amount of energy  

for different cell chemistries (Spörhase, 2023). 
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2. Results and discussion 

The explosion characteristics are analysed separately for each burnable gas with the primary objective 

of achieving an agreement between the pressure evolution of gas explosions and the average pressure 

evolution of the battery tests. In this work, a good agreement is defined if the explosion pressure 

characteristic of the gas explosions is within the 1 σ pressure range of the battery tests. Qualitatively, 

there is a difference in the pressure traces of TR and gas explosion. In the case of a gas explosion, the 

pressure rises steadily at the beginning, whereas in the case of a TR, there is a sudden rise in pressure 

at the beginning of the explosion. In the following, pressure is always given as a relative pressure, 

which is defined as the pressure differential with respect to the ambient atmospheric pressure. 

In the first part of evaluation, the focus was on the agreement of the maximum explosion pressure, 

pressure rise time and rate of pressure rise between 10% and 90%. In the following parts the RPRmax 

and KG value will also be analysed, which takes into account the dependence of an explosion on the 

enclosure volume. The pressure duration and a comparison with literature are also included. 

2.1. Agreement with maximum explosion pressure, pressure rise time, and rate of pressure rise 

For the three parameters maximum explosion pressure (pex max), pressure rise time (PRT), and rate of 

pressure rise (RPR10%-90%), the reproduction of the battery tests is fulfilled for a total of three gas tests: 

the 5.1 vol.-% ethylene-air mixture as well as the 4.3 vol.-% to 4.6 vol.-% acetylene-air mixtures.  

The results of these gas and battery tests are given in table 1 and the pressure traces are shown in  

Fig. 4. Here, all pressure traces have been shifted in time so that half of the maximum pressure occurs 

at the same time. However, these tests do not agree well with RPRmax of the battery tests, i.e., the 

point in the pressure curve with the greatest gradient. This is due to the mentioned difference at the 

start of the reaction. In the TR event, the pressure rises abruptly at the beginning, whereas in the gas 

explosions there is a steady increase.  

It is also important to clarify the issue of the reproducibility of the tests. As can be seen from the 

green curves of the battery test, they show a high scatter. In contrast, the gas tests are well repeatable, 

and the scatter is very small. The only exception is the testing of hyper-stoichiometric acetylene/air 

mixtures, due to the very strong soot production in these explosions.  

 

Fig. 3. Schematic of test setup 
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Table 1. Test data of the TR of NMC811-batteries and the gas tests with best agreement 

TEST pex max in bar PRT in ms RPR10%-90% in bar/s RPRmax in bar/s 

NMC811 (1) 4.9 ± 0.1  43 ± 1 90.6 ± 1.7 184.6 ± 1.0 

NMC811 (2) 5.1 ± 0.1  49 ± 1 82.9 ± 1.5 232.9 ± 1.1 

NMC811 (3) 4.2 ± 0.1 56 ± 1 57.8 ± 1.3 134.2 ± 6.3 

Ethylene 5.1 vol.-% 4.9 ± 0.1 52 ± 1 75.9 ± 1.4 97.7 ± 0.1 

Acetylene 4.3 vol.-% 4.4 ± 0.1 54 ± 1 65.7 ± 1.2 84.4 ± 0.1 

Acetylene 4.6 vol.-% 4.7 ± 0.1 44 ± 1 86.0 ± 1.6 111.6 ± 0.2 

 

2.2. RPRmax 

Fig. 5 shows the maximum explosion pressure plotted against the RPRmax. The three battery tests are 

shown as green dots and their 1σ and 2σ surroundings are shown as a green area around them. This 

rectangular representation of the probable battery test values is used to examine which gas explosion 

test is closest to the TR of the tested batteries. None of the gas test fall into the 1σ surrounding. 

Acetylene 4.7 vol.-% is the only gas test in the 2σ surrounding, which is the closest simulation of TR 

in terms of this evaluation method. Overall, Fig. 5 shows that the gas tests with an appropriate mean 

maximum explosion pressure of 4.72 bar have lower RPRmax. In table 2 all gas test data is listed. 

2.3. Pressure duration 

The pressure duration, i.e., how long the enclosure is exposed to the high pressure, is also decisive. 

The pressure duration MPD thus describes the static pressure influence of the explosion. For the 

battery tests, the average pressure duration is 1015 ms and is therefore at least 900 ms longer 

compared to the stoichiometric gas explosions. The pressure duration varies depending on the 

proportion of burnable gas in the mixture. With a burnable gas content of 6.9 vol.-% propane is the 

only burnable gas to achieve similar pressure duration. However, in this case the maximum explosion 

pressure to be withstood is lower at 3.76 bar than in the battery tests. All other burnable gases have a 

lower pressure duration. 

 

 

 

Fig. 4. Pressure traces of the reference TR events and the gas explosion tests with best agreement. 
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Table 2. Overview of all gas test data 

Gas 
Concentration 

in vol.-% 

pex max 

in bar 

RPRmax 

in bar/s 

KG value 

in bar·m/s 

PRT 

in ms 

MPD 

in ms 
 

 

Ethylene 

3.4 ± 0.2 No explosion 

4.5 ± 0.2 4.5 ± 0.1 60.7 ± 0.1 16 ± 1 76 ± 1 

273 ± 1 

4.7 ± 0.2 4.6 ± 0.1 70.4 ± 0.1 19 ± 1 - 

4.8 ± 0.2 4.7 ± 0.1 78.0 ± 0.1 21 ± 1 61 ± 1 

5.0 ± 0.2 4.8 ± 0.1 86.0 ± 0.1 23 ± 1 57 ± 1 

5.1 ± 0.2 4.9 ± 0.1 97.7 ± 0.1 26 ± 1 52 ± 1 

6.6 ± 0.2 6.4 ± 0.1 276.5 ± 0.1 75 ± 2 26 ± 1 

10.2 ± 0.2 6.0 ± 0.1 136.9 ± 0.1 37 ± 1 47 ± 1 

11.3 ± 0.2 5.4 ± 0.1 74.0 ± 0.1 20 ± 1 80 ± 1 

12.4 ± 0.2 4.9 ± 0.1 47.6 ± 0.1 13 ± 1 115 ± 1 

12.9 ± 0.2 4.7 ± 0.1 38.5 ± 0.1 10 ± 1 139 ± 1 

14.6 ± 0.2 No explosion 
 

Hydrogen 

12.6 ± 0.2 2.7 ± 0.1 37.0 ± 0.1 10 ± 1 71 ± 1 

126 ± 1 

13.6 ± 0.2 3.0 ± 0.1 53.4 ± 0.1 14 ± 1 54 ± 1 

15.7 ± 0.2 3.6 ± 0.1 106.1 ± 0.1 29 ± 1 33 ± 1 

19.7 ± 0.2 4.4 ± 0.1 304.4 ± 0.2 82 ± 3 15 ± 1 

20.7 ± 0.2 4.8 ± 0.1 384.2 ± 0.2 104 ± 3 13 ± 1 

21.8 ± 0.2 4.8 ± 0.1 475.5 ± 0.1 128 ± 4 11 ± 1 

29.5 ± 0.2 6.0 ± 0.1 1198.6 ± 1.3 324 ± 11 6 ± 1 

31.0 ± 0.2 5.9 ± 0.1 1211.7 ± 2.3 327 ± 11 5 ± 1 

40.1 ± 0.2 5.7 ± 0.1 1187.8 ± 1.0 321 ± 11 5 ± 1 

45.2 ± 0.2 5.4 ± 0.1 925.2 ± 0.3 250 ± 8 6 ± 1 

50.3 ± 0.2 4.9 ± 0.1 680.4 ± 0.1 184 ± 6 8 ± 1 

52.7 ± 0.2 4.7 ± 0.1 560.1 ± 0.1 151 ± 5 9 ± 1 

71.0 ± 0.2 No explosion 
 

Methane 

6.6 ± 0.2 No explosion 

7.7 ± 0.2 4.0 ± 0.1 33.0 ± 0.1 9 ± 1 115 ± 1 

109 ± 1 

8.3 ± 0.2 4.4 ± 0.1 49.6 ± 0.1 13 ± 1 89 ± 1 

9.0 ± 0.2 4.8 ± 0.1 71.2 ± 0.1 19 ± 1 69 ± 1 

9.5 ± 0.2 5.0 ± 0.1 78.1 ± 0.1 21 ± 1 64 ± 1 

10.1 ± 0.2 5.0 ± 0.1 84.5 ± 0.1 23 ± 1 60 ± 1 

11.2 ± 0.2 4.9 ± 0.1 66.7 ± 0.1 18 ± 1 74 ± 1 

11.6 ± 0.2 4.7 ± 0.1 55.9 ± 0.1 15 ± 1 82 ± 1 

11.9 ± 0.2 No explosion 
 

Propane 

3.5 ± 0.2 No explosion 

3.8 ± 0.2 5.5 ± 0.1 104.7 ± 0.1 28 ± 1 56 ± 1 

1303 ± 1 

4.0 ± 0.2 5.7 ± 0.1 131.3 ± 0.1 35 ± 1 48 ± 1 

4.6 ± 0.2 5.8 ± 0.1 149.1 ± 0.1 40 ± 1 41 ± 1 

4.9 ± 0.2 5.8 ± 0.1 141.6 ± 0.1 38 ± 1 43 ± 1 

5.3 ± 0.2 5.6 ± 0.1 127.2 ± 0.1 34 ± 1 48 ± 1 

5.9 ± 0.2 5.3 ± 0.1 67.9 ± 0.1 18 ± 1 82 ± 1 

6.5 ± 0.2 4.6 ± 0.1 35.6 ± 0.1 10 ± 1 148 ± 1 

6.9 ± 0.2 3.8 ± 0.1 23.5 ± 0.1 6 ± 1 231 ± 1 

7.5 ± 0.2 No explosion 
 

Acetylene 

2.3 ± 0.2 No explosion 

4.3 ± 0.2 4.4 ± 0.1 84.4 ± 0.1 23 ± 1 54 ± 1 

125 ± 1 

4.5 ± 0.2 4.7 ± 0.1 107.9 ± 0.1 29 ± 1 44 ± 1 

4.6 ± 0.2 4.7 ± 0.1 111.6 ± 0.1 30 ± 1 44 ± 1 

4.7 ± 0.2 5.0 ± 0.1 138.5 ± 0.1 37 ± 1 37 ± 1 

7.8 ± 0.2 7.3 ± 0.1 923.2 ± 0.1 249 ± 8 9 ± 1 

11.7 ± 0.2 8.0 ± 0.1 1125.5 ± 0.1 304 ± 10 8 ± 1 

16.8 ± 0.2 7.6 ± 0.1 348.3 ± 0.1 94 ± 3 24 ± 1 

21.9 ± 0.2 6.6 ± 0.1 496.7 ± 0.1 134 ± 4 39 ± 1 

22.9 ± 0.2 6.5 ± 0.1 408.5 ± 0.1 110 ± 4 24 ± 1 

28.6 ± 0.2 No explosion 
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2.4. Comparison with “CHEMSAFE” Database 

The test data obtained are compared with values from the “CHEMSAFE” database in Fig. 6. This is 

done using the maximum explosion pressure for gases hydrogen, ethylene, and methane in a wide 

range of burnable gas concentrations. For propane and acetylene, only the maximum explosion 

pressure of the stoichiometric mixture composition is considered, as no distribution curves are 

available in the database. The distribution curves of the test data and literature values in Fig. 6 show 

a similar trend. However, the test data give lower maximum explosion pressures than the literature 

values. For hydrogen they are consistently about 1 bar lower, for ethylene and methane the difference 

is greater at about 2 bar. For propane and acetylene, the maximum explosion pressure of the 

stoichiometric composition differs most from the CHEMSAFE database at > 2 bar. According to the 

database, a propane explosion results in a higher maximum pressure than a hydrogen explosion  

(8.4 bar and 7.1 bar, respectively). In the gas explosion test performed in this work, both fuels have 

a similar maximum explosion pressure. The suspected causes of the deviations described are the 

influences of the enclosure geometry (cubic as opposed to spherical) and the ignition location (close 

to a wall as opposed to central) on gas explosions. 

 

Fig. 5. pex max as a function of the KG value for all tests. 
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3. Conclusions 

In summary, this work has succeeded in reproducing the effects of TR of lithium-ion batteries through 

gas explosions. This applies to the explosion characteristics maximum explosion pressure, PRT and 

RPR10%-90%. In contrast to the battery tests, the reproducibility of the gas test is satisfactory, so the 

parameters mentioned have low scatter. In this work a characteristic parameter of the gas explosion 

was considered to be in agreement with the battery test if it was within the 1σ-surrounding of the 

battery tests. In this respect, the target values obtained from the battery tests can be reproduced by a 

5.1 ± 0.2 vol.-% ethylene/air mixture. The same target values are achieved with an acetylene 

concentration range of 4.3 ± 0.2 vol.-% to 4.6 ± 0.2 vol.-%. However, these suitable gas explosions 

have a different pressure duration and RPRmax. The acetylene/air mixture with 4.7 ± 0.2 vol.-%, which 

is very close to the concentration range mentioned above, provides a suitable RPRmax at a good 

agreement of the maximum pressure. Furthermore, the thermal load in a gas explosion at the 

appropriate maximum pressure is generally lower than in the battery tests. With regard to pressure 

duration, it should be noted that the static load is also tested in another test of the IEC 60079-1 

standard. Therefore, it does not necessarily need to be included in the reproduction of the effects of 

TR with gas explosions. 

The following extensions and improvements exist for future research. Firstly, there is a need in battery 

research to find a clear prediction the pressure load as a function of time during a TR of a lithium-ion 

battery. This would allow for a reduction of the observed scatter, enabling a more precise reproduction 

 

Fig. 6. Comparison of pex max experimental data with values  

from the CHEMSAFE database (PTB & BAM, 2024). 
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of the load using gas explosions. Secondly, only one enclosure volume was analysed in this work. 

Due to the volume dependency of gas explosions, the validity of the results for other volumes should 

be determined. Thirdly, all experiments were limited to air at atmospheric pressure as the oxidiser. 

Future work could investigate to what extent a variation of the oxygen or nitrogen content provides a 

better match in terms of the maximum pressure rate or pressure duration.  
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Abstract 

Hydrogen has become increasingly popular as an alternative fuel and for storing energy. However, 

its wide flammability range and low ignition energy pose significant safety challenges, requiring a 

thorough understanding of its behavior in confined spaces. This study investigates hydrogen 

dispersion in a 6-meter-long channel by means of experimental and numerical simulations. The 

experimental setup involved twenty-nine hydrogen sensors to monitor dispersion at various mass flow 

rates. The data collected aimed to validate Computational Fluid Dynamics (CFD) models, particularly 

the OpenFOAM software’s buoyantReactingFoam solver. From the experimental results, a quasi-

steady state concentration was reached within 30 seconds of the release, and a slight variation between 

parallel experiments was seen. Furthermore, the experiments revealed a consistent increase in 

hydrogen concentration with increased mass flow rates, as expected. The CFD simulations were 

compared qualitatively with averaged concentration plots and quantitatively with a statistical 

comparison of all sensors. Both comparisons showed that the solver predicted the hydrogen 

concentration was in good agreement with the experimental results. The numerical simulations 

complemented the experiments, addressing limitations in sensor coverage and providing insights into 

hydrogen dispersion patterns. This research contributes to hydrogen safety. It offers a comprehensive 

dataset for CFD model validation and demonstrates the CFD solver’s applicability to industrial 

explosion scenarios. 

Keywords: Hydrogen, Dispersion, OpenFOAM, CFD, Gravity Current 

1. Introduction 

Over the past decade, hydrogen (H2) has gained popularity as a clean alternative to fossil fuels. It is 

used in technologies like fuel cells and electrolysis, particularly for decarbonizing heavy-duty 

vehicles, the shipping industry, and metal and ammonia production (Hassan et al., 2023). However, 

hydrogen presents safety challenges due to its wide flammability range (4% to 75% hydrogen in air) 

and low ignition energy (0.02 mJ) (Cheikhravat et al., 2012; Ono et al., 2007). Being the least dense 

gas, hydrogen’s accidental or planned release requires careful consideration. In hydrogen accidents, 

immediate ignition may lead to a jet fire scenario, while delayed ignition can result in combustible 

hydrogen-air clouds. Understanding hydrogen dispersion in confined spaces is crucial for effective 

safety measures and to reduce risk (Henriksen et al., 2017; Yang et al., 2021).  

Lacome et al. (Lacome et al., 2011) studied the dispersion of helium and hydrogen in an 80 m³ 

chamber with a small opening, observing a clear stratification of hydrogen in the upper part of the 

room for sub-sonic releases. De Stefano et al. (De Stefano et al., 2019) studied hydrogen dispersion 

in a closed chamber with varying release points, rates, and durations, finding that the release rate 

significantly impacts the mixing of hydrogen and air. Similar experiments and observations were 

found by Denisenko et al. (Denisenko et al., 2019, 2009). Liu et al. (Liu et al. 2023) studied the 
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dispersion of helium with natural and forced ventilation in a channel open at both ends, noting a 

concentration gradient from the jet to the opening with natural ventilation. The height of the gravity 

current of helium also showed a concentration gradient.  

This paper presents an experimental and numerical study of hydrogen dispersion in a 6 m-long 

channel at various mass flow rates. Twenty-nine hydrogen sensors were mounted inside the channel 

to characterize hydrogen dispersion. The main goal of this experimental campaign was to generate a 

broad range of quantitative data on large-scale naturally ventilating hydrogen dispersion that was 

well-suited for validating far-field dispersion prediction of CFD models. With a validated CFD 

model, the numerical results can give great insight into dispersion, which could not be explained 

adequately with experimental measurements due to a limited number of sensors. The hydrogen inlet 

was placed at the top of the channel, releasing the hydrogen downward into the channel. Although a 

downward jet is uncommon in release and dispersion studies, it is not an unrealistic leakage scenario, 

considering that pipelines in infrastructure, industrial plants, and ships are typically mounted in the 

ceiling. The number of sensors relative to the size of the channel, a downward-facing jet, the natural 

ventilation of hydrogen (and not helium), and the use of open-source CFD software make these 

experimental and CFD results unique. 

2. Experiments 

This section is divided into two sub-sections: the experimental setup and the OpenFOAM numerical 

setup.  

2.1. Experimental Setup 

 
Figure 2-1. A photo and illustration of the 6-meter-long channel, including the placement of the hydrogen 

sensors. 

Figure 2-1 shows a photo and an illustration, which includes the placement of the hydrogen sensors 

of the 6 m long steel channel used in the experiments. The channel has also been described in a 

previous study by Åkervik et al. (Åkervik et al., 2021). Inside the channel, the dimensions were as 

follows: length (y-axis) of 5.8 meters, width (x-axis) of 0.9 meters and height (z-axis) of 0.8 meters. 

Hydrogen was injected from the top, 0.5 meters away from the closed end and 0.4 meters from the 
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side wall, and the circular inlet had a diameter of 4.6 mm. A Bronkhorst Coriolis mass flow meter 

measured and controlled the hydrogen mass flow rate. The hydrogen release lasted from 30 to 120 

seconds, depending on the time it took for the hydrogen concentration to stabilize. We calculated the 

average hydrogen concentration using data from the last 30 seconds of the release. Remarkably, this 

short duration aligns well with the overall release period, making it consistent for assessing mass flow 

rates. Table 1 lists the experiments with the average hydrogen mass flow rate.  

A total of 29 hydrogen concentration sensors (XEN-5320 Xensors) were strategically placed in the 

channel, each with an accuracy of ±1% and a logging frequency of 3 Hz. Specifically, 13 sensors 

were on the channel ceiling, five of which were along the center plane. Additionally, ten sensors were 

positioned along the centerline: five at 0.52 meters from the bottom and the remaining five at 0.27 

meters from the bottom. Finally, six sensors were located on the channel floor, with four of them 

aligned with the centerline. 

 

Table 1. List of Experiments and CFD case, with Test ID, average mass flow rates, standard deviation of the 

mass flow, Corresponding CFD cases, and the mass flow rate in the CFD simulation 

Test ID 
Release 

duration (s) 

Average 

Hydrogen Mass 

Flow Rate (g/s) 

Standard 

Deviation (SD) of 

the Mass Flow 

Rate (g/s) 

Corresponding 

CFD Case 

Hydrogen Mass 

flow Rate in the 

CFD Case (g/s) 

Test 01 60 0,48 0,002 Case 01 0.47 

Test 02 120 0,48 0,001 Case 01 0.47 

Test 03 30 0,48 0,002 Case 01 0.47 

Test 04 60 0,36 0,010 None [-] 

Test 05 60 0,74 0,007 Case 02 0.72 

Test 06 60 0,58 0,003 None [-] 

Test 07 60 0,58 0,003 None [-] 

Test 08 60 1,27 0,002 Case 03 1.25 

 

 

2.2. OpenFOAM, Numerical Setup 

The buoyantReactingFoam solver, which is part of the OpenFOAM v10 software (Greenshields, 

2022; Weller et al., 1998) official release, was used for all simulations. The buoyantReactingFoam 

solver is suited for transient multi-species turbulent compressible flow and includes an enhanced 

treatment of buoyancy. 

The time integration was discretized using the first-order forward Euler scheme. For the gradient and 

Laplacian/diffusion terms, the second-order linear scheme was used. Furthermore, two different 

second-order schemes were used for the advection schemes, Linear-Upwind Stabilized Transport 

(LUST) for momentum transport and limited-linear for all other scalar transport equations. The 

discretized equations are solved using the PIMPLE algorithm, which combines PISO (Pressure 

Implicit with Splitting Operators) and SIMPLE (Semi-Implicit Method for Pressure-Linked 

Equations).  

The sub-grid LES turbulence model WALE, published by Nicoud and Ducros (Nicoud and Ducros, 

1999), was used. The WALE turbulence model is based on the square of the velocity gradient tensor 

and has a near-wall scaling function without requiring a dynamic procedure. Moreover, the 

Sutherland equation (Sutherland, 1893) and the JANAF/NASA polynomial (McBride et al., 1993) 
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equations were used for modeling the transport and thermodynamic properties. The transport and 

thermodynamic model coefficients were generated using the mech2Foam code (Henriksen and 

Bjerketvedt, 2021) and the reaction mechanism by GRI-Mech 3.0 (Smith et al., 1999)  

 

Figure 2-2. Images of the computational domain used in the simulations. a) The top-front view shows the 

three main regions in the mesh. b) Two x-plane slices of the computational domain.  
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Figure 2-2 shows three images of the geometry and computational domain. Figure 2-2 a) illustrates 

that the computational domain was divided into three main sections: the channel, still atmosphere, 

and wind atmosphere. The channel section represents the physical channel, with wall boundaries and 

the same dimensions as described in sub-section 2.1. In the channel section, the hexahedral cell sizes 

vary from 0.39 mm (near the inlet) to 50 mm (far from the inlet). A smaller cell size was used near 

the hydrogen inlet to better resolve the actual inlet surface area. The still atmospheric section has 

open boundaries, where the initial velocity zero. In contrast, the wind atmospheric section has an air 

inlet condition with a velocity of 1 m/s in the positive x direction. This wind atmospheric section was 

included to vent at the hydrogen of the internal domain, thus avoiding the accumulation of hydrogen 

in the upper part of the atmospheric section. 

Finally, six CFD cases were simulated with different mass flow rates. Other than changing the inlet 

conditions, mass flow rate, and kinetic energy, all other initial conditions, boundary conditions, 

numerical mesh, schemes, and matrix solvers were identical. Table 2 summarizes the initial and 

boundary conditions used in all the simulations. 

 

Table 2. List of variables with the applied wall and open boundary conditions. 

Variable Inlet Conditions Wall boundary Open boundary 

species Air 
fixed value (0 - H2 inlet) 

fixed value (1 - “wind” inlet) 
zero gradient 

zero gradient outlet;  

fixed value inlet of (1) 

species H2 
fixed value  (1 - H2 inlet 

fixed value (0 - “wind” inlet) 
zero gradient 

zero gradient outlet;  

fixed value inlet (0) 

Velocity (U) 

constant mass flow rate (H2 

inlet), constant velocity 

(“wind inlet”) 

 

zero velocity at the wall  

(noSlip) 

zero gradient outflow flux 

inlet value based on flux 

normal to the boundary 

surface 

Temperature (T) 
fixed value  

(293 K) 

fixed value 

(293 K) 

zero gradient outlet;  

fixed value inlet (273 K) 

Pressure (p) 
constant total pressure  

(101.3 kPa) 

calculated based on hydrostatic 

pressure 

calculated based on 

hydrostatic pressure 

Static Pressure 

(p_rgh) 
fixed value (0) 

set pressure gradient according 

to velocity boundary 

conditions 

calculated based on 

hydrostatic pressure 

Subgrid turbulent 

kinetic energy (k) 

Fixed value  

(Case dependent value) 
zero gradient 

zero gradient outlet;  

fixed value inlet 

Turbulent viscosity 

(nut) 

calculated based on the 

turbulent kinetic energy 

calculated based on velocity 

using Spalding’s Law 

calculated based on the 

turbulent kinetic energy 
 

Turbulent thermal 

diffusivity (alphat) 

calculated based on the 

turbulent viscosity 

calculated based on the 

turbulent viscosity for 

compressible flow 

calculated based on the 

turbulent viscosity 
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3. Results and discussion 

3.1. Experimental Results 

Figure 3-1 shows an example (Test 06) of the experimentally measured time history of the hydrogen 

concentration in the channel's centerline. As the concentration profiles in Figure 3-1 show, a quasi-

steady concentration is reached early in the release, approximately after 20-30 seconds, which was 

the case in all the experiments. Therefore, using the last 30 seconds of release to evaluate the average 

sensor concentrations and flow rates is justified by the concentration profile and the low fluctuations 

in mass flow rate (low SD in Table 1) during the release. 

 
Figure 3-1. Hydrogen concentration as a function of time. a.1): Top sensors in the inner zone; a.2): Top 

sensors in the outer zone, b.1): mid-high sensors in the inner zone; b.2): mid-high sensors in the outer zone, 

c.1): mid-low sensors in the inner zone; c.2): mid-low sensors in the outer zone, d.1): bottom sensors in the 

inner zone; d.2): bottom sensors in the outer zone 

The left column in Figure 3-1 (a.1 to d.1) represents the inner zone where most mixing occurs, 

resulting in a more uniform hydrogen concentration in the z-direction. This can be seen by comparing 

sensors 2, 3, 23, and 21 which are placed in descending height. The right column in Figure 3-1 (a.2 
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to d.2) represents the outer zone, and shows a distinct concentration gradient in the z-direction but 

similar concentrations at the same height (at equal x and y axis). Based on the concentration 

measurements alone, it is not clear where the interface between the inner and outer zones is located 

somewhere in between. Analyzing the CFD results showed that the inner and outer zone interface is 

measured to be within 0.7 m and 1.3 m from the closed end of the channel, depending on the mass 

flow rate.  

 
Figure 3-2 The averaged centerline hydrogen concentrations as a function of each experiment's averaged 

mass flow rate. a): Top sensors, b): mid-high sensors, c): mid-low sensors, d): bottom sensors  

 

Figure 3-2 shows the average centerline hydrogen concentration as a function of each experiment's 

average mass flow rate. The sensor position in the y-direction for each graph is plotted in order, 

closest to the back wall (red square marker) and outwards of the channel (light coral plus marker). 

Some of the concentration measurements are below the hydrogen sensor accuracy of ±1\%. If those 
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are removed measurements, the remaining sensors have an average standard deviation of the mean of 

0.67% (maximum 2.96%). This relatively low standard deviation on the hydrogen concentration 

measurement indicates that the hydrogen concentration did not fluctuate too much in the time frame 

in which the average hydrogen concentration for each experiment was evaluated.  

A drawback in these experiments is that the wind conditions in effects were uncontrolled. The 

experiments were performed in calm to light air wind conditions, but some degree of gustiness was 

observed by means of a hand-held wind sensor. These gust events most probably affected the sensors 

closest to the open end of the channel. Signs of wind in the hydrogen measurements can be seen as 

small valleys in the upper sensors and peaks in the lower sensors. The dip in hydrogen concentration 

seen in sensor 18 for Test 05 (mass flow rate = 0.74 g/s) in Figure 3-2 b) is caused by a gust.    

The overall low standard deviation and the hydrogen sensors' capability to capture the transient 

behavior inside the channel with a logging frequency of 3 Hz make this data set highly suitable for 

validating CFD models. Although some wind can be observed in some of the experiments, its effect 

is usually easy to detect and only slightly influences two out of 29 sensors. Furthermore, several 

parallel experiments are also used to test the accuracy and validity of the experimental setup. Figure 

3-2 shows that there is minimal variation between parallel experiments.   

As expected, hydrogen concentration increases as the mass flow increases. However, as the mass 

flow increases above 0.6 g/s, the concentration gradient in the y-direction increases in the inner zone, 

while the concentration gradient in the outer zone is still relatively constant in the y-direction. 

Furthermore, the difference in concentration between the inner and outer zones also increases 

significantly, which results in a factor two difference in concentration between the innermost roof 

sensor (sensor 2) and the three outermost sensors (9, 14, and 17) in the high mass flow rate experiment 

(Test 08 with 1.27 g/s). In this well mixed configuration, the innermost region can be thought of as a 

reservoir that fuels a gravity current that ventilates the channel (Sommersel et al., 2009). This high 

concentration of hydrogen near the source of a leak can cause severe damage if the gravity current 

finds an ignition source.  

 

3.2. Numerical Results 

Figure 3-3 shows the qualitative comparison of the centerline concentration in the experimental 

(colored markers) and numerical results (hollow black markers). Equal marker shapes represent the 

same sensors in the experiments and the CFD cases, and as in Figure 3-2, the markers are ordered 

from closest to the end wall and outwards. Figure 3-3 shows that the overall concentration trend in 

the numerical results agrees well with the experimental results. However, apparent discrepancies 

between the numerical and experimental results can be seen when comparing specific sensors. For 

example, for mass flows above 0.7 g/s, there is a relatively large discrepancy in the concentration at 

sensors 6, 5, and 24 when comparing the numerical and experimental results. These three sensors are 

located near the interface or transition from the inner and outer zones, which may not be in the 

position in the simulation and the experiments. The different positions of the transition from the inner 

mixing zone to the outer ventilation zones between the experiments and simulations are possibly due 

to the hydrogen jet and mixing not being adequately resolved. In order to accurately predict the far-

field dispersion of hydrogen, our limited computational resources meant that we had to sacrifice the 

resolution in the mixing zone near the hydrogen jet.  If we were to do it the other way around and 

focus on resolving the jet, we would have to decrease the resolution in the outer part of the domain. 

This would lead to excess numerical diffusion and poor performance in terms of overall concentration 

predictions. 
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Figure 3-3. A comparison of the averaged centerline hydrogen concentrations as a function of the averaged 

mass flow rate, a): Top sensors, b): mid-high sensors, c.1): mid-low sensors; d): bottom sensors 

For a quantitative comparison of the numerical and experimental results, the mean geometric bias 

(MG) and the mean geometric variance (VG) were computed for all the averaged concentrations for 

each experiment with a corresponding CFD case (Chang and Hanna, 2004; Hanna et al., 1993). Figure 

3-4 shows that most of the simulations are within or close to the recommended criteria of MG between 

0.5 and 2 and VG below 1.6. Only Test 03 is well above the VG criteria of 1.6. Surprisingly, Test 03 

is one of the three parallel experiments at 0.47 g/s, and the two other parallel experiments (Test 01 

and Test 02) are well within the recommended model performance criteria. The total release time of 

30 seconds and the average time frame of 10 seconds in Test 03 is shorter than in all the other 

experiments. Since the numerical results agree well with Test 01 and 02, which have the same mass 

flow rate as Test 03, it is most likely that Test 03 has not reached a quasi-steady state in the entire 

channel. Thus, deviating from the numerical results. 
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Figure 3-4 The mean geometric bias (MG) and the mean geometric variance (VG) for the hydrogen 

concentration for all sensors in each experiment and the corresponding CFD Case.  

 

 
Figure 3-5. Two images of the same CFD simulations, with different discretization of the color gradients of 

the hydrogen concentration. 
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Figure 3-5 shows two images of the CFD simulation of Test 06, with a mass flow rate of 0.58 g/s, 

120 seconds after the release was initiated. The difference between the two images is only the color 

discretization of the hydrogen concentration. In the upper image, the color discretization is set to 60, 

resolving the concentration at 0.5%. The lower image has a color discretization of 6, resolving the 

concentration in the range 0 to 30% vol.  at 5%. Figure 3-5 shows that hydrogen is vented out of the 

top of the channel as a light fluid gravity current, which approximately fills half the channel’s height 

(Gröbelbauer et al., 1993; Sommersel et al., 2009). Moreover, Figure 3-5 also shows that the overall 

concentration is higher in the inner and outer zones. These results agree well with what we can deduce 

from the sensor measurements shown in Figure 3-1 and Figure 3-2.  

Finally, as earlier discussed, the discrepancies between simulation and experimental results for sensor 

24, especially seen in the largest mass flow rate in Figure 3-3. This sensor is close to the pocket of air 

that stretches towards the hydrogen jet. Within the proximity of the air pockets crests, the hydrogen 

concentration varies significantly depending on the direction, with a very steep gradient towards the 

jet. The variation in hydrogen concentration in this region is much higher locally than in other places 

in the channel. Slight differences in the placement of this concentration gradient can cause significant 

deviations between numerical and experimental results, which most likely leads to the discrepancy 

with sensor 24.  

4. Conclusions 

In this study, hydrogen dispersion in a 6-meter-long channel at various mass flow rates has been 

analyzed numerically and experimentally. The eight experiments provide valuable quantitative data 

on hydrogen dispersion at various mass flow rates, which is crucial for CFD model validation. 

Overall, the numerical results were in good agreement with the experimental results. However, 

discrepancies in sensor readings near the interface or transition between the inner and outer zones 

suggest that not all the characteristics are captured. In dispersion simulations, it is difficult to 

accurately resolve both the near and far field characteristics, such as the hydrogen jet and gravity 

current.  

This work contributes to the broader understanding of hydrogen safety by providing a dataset that 

captures the transient behavior of hydrogen dispersion and shows that the buoyantReactingFoam 

solver represent an appropriate tool for these types of scenarios. Furthermore, the validity of the 

experimental setup is tested through parallel experiments, ensuring the results' reliability when 

compared with CFD simulations. The insights gained from this research are essential in implementing 

safety measures and risk assessment for hydrogen infrastructure, thereby supporting the safe adoption 

of hydrogen as a clean energy carrier.  
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Abstract 

The release of methane from buried pipelines poses potential risks to humans and the environment. 

Prediction of the flammable methane-air envelope from a buried leak is important for safety 

recommendations and the estimation of hazard distances for pipelines. This work describes the 

development and validation of a computational fluid dynamics model capable of simulating an 

underground gas pipeline leak. Three-dimensional, unsteady, incompressible flow of methane 

through a sand layer to the atmosphere was simulated. The sand was considered as a porous medium. 

A species transport model was used for methane diffusion in sand. The dispersion of a buried 

methane, leak from a 4 mm and 2 mm diameter leak hole, and pipeline pressure of 300 kPa is 

presented. Validation of the model against experimental data for the initial stages of the leak is 

demonstrated. The numerical simulations of the first 60 s of the leak demonstrate a high degree of 

accuracy in capturing the transient behaviour of methane dispersion when compared with experiment. 

The model offers insights into the factors influencing the spread and dilution of the flammable cloud, 

thus serving as a reliable predictive tool for hazard distance estimation. The innovative aspect of this 

model lies in its unique portrayal of the flammable cloud development that is often overlooked in 

current modelling approaches. The model can be used to underpin inherently safer design of buried 

pipelines and devising emergency response procedures to gas leaks. 

Keywords: natural gas, underground pipeline leakage, diffusion range, leakage rate 

1. Introduction 

In recent times, the worldwide need for natural gas has risen markedly, driven by its environmentally 

friendly attributes, high reliability and efficiency (Rui et al., 2017). As a more environmentally 

responsible choice, natural gas produces less carbon dioxide than coal and oil, thereby playing a vital 

role in the shift to a low – carbon economy. Transportation is a key aspect of the natural gas industry, 

with the majority of gas being moved through an extensive network of pipelines installed beneath the 

ground. However, leakage incidents from these pipelines have garnered attention for their possible 

detrimental effects on public health, environmental integrity and economic stability. Any size of gas 

leak can change soil characteristics, release combustible gases into the air and in extreme cases, lead 

to disastrous outcomes (Brand, 2006; EGIG, 2018). Buried leaks from the distribution network 

typically occur at pressures which are unlikely to cause cratering of the ground. Instead, the leak has 

potential to track beneath the ground surface. Buried leaks of this nature are the focus of this study. 

Atkinson et al. (2019) conducted an analysis involving eight distinct generic flow regimes including 

methane, hydrogen, and propane–air mixtures, representing various scenarios under both open and 

covered surfaces. Their primary focus was on determining the distance travelled by the flammable 

cloud, particularly exploring how this distance changes when substituting hydrogen for methane. This 

information proved essential in the development of a quantitative risk assessment (QRA) for 

hydrogen supply. In uncovered environments, through the duct at P=0.0075 MPa, gauge, hole 
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diameter 12 mm and at a depth of 600 mm, both hydrogen and methane tend to disperse within a few 

meters of the release point. However, the results have shown that for a leak of 12 mm diameter, the 

substitution of NG by hydrogen extends the hazard distance for pressures of 50–300 Pa. It is important 

to note that the experimental data provided by the authors is qualitative, it lacks quantitative measured 

values for model validation. Indeed, there is an absence across the literature of quantifiable data for 

model validation, when considering buried leaks.  Recently, Liu et al. (2021) investigated minor leaks 

from buried gas pipelines considering 100% methane. They estimated the leakage flow rate and the 

range of methane diffusion outside the pipeline. Thus, these experiments are chosen for validation of 

the developed CFD model. Zhu et al. (2023) experimentally investigated hydrogen-blended natural 

gas in buried pipelines at high pressure. The diffusion of hydrogen blended natural gas was measured 

and it was found that the leakage behaviour varies with the proportion of the hydrogen in the mixture. 

These findings helped in understanding the dispersion behaviour of hydrogen-blended natural gas 

from small leak holes; however, there is a lack of clarity on the type of soil used and its moisture 

content.  

The progression of computational fluid dynamics (CFD) has been instrumental in accurately 

predicting gas dispersion dynamics in diverse environments. Ebrahimi-Moghadam et al., (2016, 

2018) advanced this field with two dimensional approach for urban gas pipeline leak estimation and 

later enhanced it with 3D models for buried pipelines, achieving an error margin of ±7%. Bezaatpour 

et al. (2020) examined gas leaks from low pressure buried pipelines using three dimensional steady 

state simulations in COMSOL Multiphysics, considering soil as a layered and anisotropic porous 

medium. Their findings emphasized the significance of soil layer properties and gradients on leakage 

dynamics. Liu et al. (2021) conducted CFD simulations to develop correlations for estimating 

methane and air leakage rates from underground pipes across various pressure, considering soil as an 

isotropic porous medium. Their investigation revealed the influence of factors like pressure, hole 

diameter, soil depth and porosity, with the simulations aligning closely with experimental results, 

showing a numerical error range of 7% to 15%. Bagheri and Sari (2022) conducted a parametric study 

using CFD, considering a range of influential factors including pipeline pressure (0.2-10 MPa gauge), 

pipe diameter (4-56 inches), leak hole diameter (2-40 mm), and different soil types. Their scenarios 

are representative of both distribution and transmission pipeline systems; however, it is important to 

note that validation for all the simulations against experimental data was not provided. Overall, there 

is limited data in the literature quantifying gas dispersion from a buried leak in the gas network. There 

is a need for a validated numerical model which can be applied to simulate buried leaks.  

This study enhances existing CFD model by introducing a novel combination of three-dimensional, 

unsteady simulations compared against new experimental data, with a detailed analysis of leak hole 

impacts on gas dispersion. Our approach advances previous methodologies by enabling more precise 

predictions of hazard distance, thus potentially improving safety protocols for natural gas pipelines. 

2. Problem description 

This study aims to develop and validate a numerical model capable of simulating leaks from buried 

pipelines typical of those found in the natural gas distribution network. This models built upon 

established physical principles and calibrated with experimental data to accurately represent the 

interaction between methane and its surrounding environment. The validated model can be used to 

predict gas dispersion, flammable cloud formation, and hence hazard distances. The experimental 

data by Liu et al. (2021) have been used to validate the model. Liu et al. (2021) present experimentally 

determined concentration values, for the initial stages of a methane leak from a buried pipeline 

through a sand filled tank to air. The concentration measurements presented by Liu et al. (2021) are 

for a 4 mm diameter leak orifice, pipeline pressure of 300 kPa, and sand layer depth of 0.1 m for 

times up to a maximum of 60 s. It should be noted that all pressures referred to in this paper are gauge. 

Specifically, Liu et al. (2021) present gas concentrations at three locations: horizontally along the 

tank centreline on the sand-air interface for 50 s, vertically above the leak up to a distance of 2 m for 
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60 s, and at positions offset from the leak to a maximum height of 0.8 m for 20 s. The experimental 

data captures the initial stage of the leak development only, thus the CFD analysis was extended to a 

flow time of 10 minutes in order to understand the point at which the leak reaches a quasi-steady 

state. The flammable envelope formed by the leak is a maximum at the point at which a quasi-steady 

state is reached. The simulated leak and geometry (Section 3) were chosen to allow comparison with 

experimental data. In the experiment used for validation (Liu et al. 2021), the leaking pipe is buried 

in a sandy soil specimen, described as brown loam. Material properties are described in Section 3.3.   

3. Model and numerical details 

This section outlines the physical and mathematical models of the problem and introduces the 

governing equations. Subsequently, an in-depth description of the numerical simulation employed for 

determining the leakage parameters is provided.  

3.1 Mathematical model and governing equations 

To simplify the model in the study, several assumptions have been adopted: 

▪ The soil was considered an isotropic, homogeneous porous medium. 

▪ There was no chemical interaction between the gas and the surrounding soil.  

▪ The presence of moisture within the soil was not considered, the pores were air filled. 

The pressure within the pipe is assumed to be constant throughout the leakage. Given these 

hypotheses, and use of ANSYS Fluent (ANSYS 2020R2) as computational engine, the governing 

equations for this problem are adopted from ANSYS Fluent in this study to simulate the buried leak. 

3.1.1 Governing equations for porous media section 

The soil was considered as a homogeneous porous media (Bagheri, M. and Sari, A. 2022). The 

governing equations for the soil mass section are as follows. The continuity equation: 

𝜕(𝜑𝜌)

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(𝜑𝜌𝑢𝑖) = 0, (1) 

where 𝜑  is the soil porosity, 𝜌  is the density and 𝑢𝑖  is the velocity component. The momentum 

conservation equation in porous media of the soil mass is similar to its standard form with addition 

of the source term, 𝑆𝑖: 

𝜕(𝜑𝜌𝑢𝑖)
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𝜕(𝜑𝑢𝑗)

𝜕𝑥𝑖
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𝜕𝑢𝑘
𝜕𝑥𝑘

𝛿𝑖𝑗)] + 𝜑𝜌𝑔𝑖 + 𝑆𝑖 

(2) 

In porous media, the stress divergence term 
𝜕�̅�𝑖𝑗

𝜕𝑥𝑗
 is modified to account for the interaction between the 

fluid and solid matrix. It includes both the viscous stress components as in the standard fluid flow 

and additional resistive forces that arise from the presence of the solid matrix. Here 𝑔𝑖 is the 

component of gravitational vector. The resistive forces are represented by the source term (𝑆𝑖) in case 

of homogeneous porous media is: 

𝑆𝑖 = [
𝜇

𝛼
𝑢𝑖 +

1

2
𝐶2𝜌|𝑢|𝑢𝑖], 

(3) 

where  is the turbulent dynamic viscosity, 𝛼 is the soil permeability, 𝑢𝑖 is the superficial  velocity 

across the CV and 𝐶2 is the soil inertial resistance factor and 𝜌 is the density of the medium, |𝑢| is 
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the magnitude of the velocity vector. The first and second terms on the right-hand side of equation 

(3) represent viscous and inertial losses, respectively.  

To determine the values of the terms from equation (3), Ergun equation (Ergun, 1952) was employed 

which is a semi-empirical formula that has proven effective across steady and unsteady flows in 

porous media and packed-beds (Langer, 1993). This equation was articulated by Ergun and is 

acknowledged within the ANSYS software documentation (ANSYS 2020R2). The permeability and 

inertial loss coefficients are calculated as (ANSYS 2020R2): 

1

𝛼
=

150𝜇

𝐷𝑝
2

(1−𝜑)2

𝜑3 , (4) 

𝐶2 =
3.5𝜌

𝐷𝑝

(1−𝜑)

𝜑3 , (5) 

where 𝐷𝑝 is the mean particle diameter of sand and φ indicates the sand porosity which is a fraction 

of the control volume that is occupied by pores. 

Energy equation: The only difference between the energy equation for the gas and porous media is 

related to the flux heat conduction and the effective thermal conductivity: 

𝜕(𝜌𝐸)
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+

𝜕

𝜕𝑥𝑖
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𝜕
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𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
−

2

3

𝜕𝑢𝑘

𝜕𝑥𝑘
𝛿𝑖𝑗)], 

(6) 

where 𝑘𝑒𝑓𝑓
′  is the effective thermal conductivity in the porous media and it is evaluated as: 

𝑘𝑒𝑓𝑓
′ = 𝜑𝑘𝑒𝑓𝑓 + (1 − 𝜑)𝑘𝑠, (7) 

where 𝑘𝑒𝑓𝑓 and 𝑘𝑠 are effective thermal conductivity of gas and solid phase thermal conductivity. 

The values of density, thermal conductivity, and specific heat capacity of the solid phase in the soil 

mass are 1311.3 kg/m3, 5.2138 W/m-k, 879 j/kg-K, respectively (Liu et al. 2021). 

3.2 Simulation domain and mesh 

Figure 1 shows the geometry of the computational domain. The domain comprises a tank within an 

ambient space. The tank contains a sand layer with the leak hole located at the centre of the solid base 

of the tank. The dimensions of the tank are L×H×W=4×0.15×4 m. The origin of the XYZ coordinate 

system was established at the bottom corner of the tank. Figure 1 demonstrates that the central point 

of the leakage was located at coordinates X,Y,Z=(2,0,-2) m. The calculation domain was 12×6×6 m. 

The gas release rate is primarily influenced by the pressure just beneath the leak hole (Lu et al. 2014; 

Bezaatpour et al. 2020). The computational focus was restricted to encompass only the region 

downstream of the leak, enabling a concentrated study of the gas behaviour and the immediate 

surrounding area, without incorporating the upstream piping system into the simulation model. The 

leak hole is located at depth of 0.1 m from the sand surface. 
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(a) (b) 

 Fig. 1. Computational domain for simulation showing ambient, zoomed view of tank and sand layer (a), and 

top view of the tank showing leak located at the centre (b). 

A structured hexahedral mesh was generated using ANSYS mesh. Three mesh resolutions were 

considered initially coarse (86k control volumes), medium (460k CVs) and fine (2250k CVs). It was 

found that all three meshes has average orthogonality close to 0.98 and average skewness less than 

0.066, which represents reasonable quality of the meshes.  The medium mesh was found to give good 

results without the computational expense of the fine mesh. Full details of the grid independence 

study are not presented here. For the mesh of 86k, 460k and 2250k CVs the computation time for 20 

second of flow time was approximately 49 hours, 240 hours and 389 hours, respectively, on a 512 

core AMD Opteron CPU running at 2.3 GHz. Thus, simulations with the 460k CV mesh strike a 

balance between accuracy and efficiency, thus the medium grid was used for all simulation results 

presented in Section 4. The leak orifice of 4 mm diameter was approximated by a square of the same 

area, and this square was resolved by 10×10, 68×68, and 150×150 square cells respectively for coarse, 

medium, and fine grids. 

3.3 Initial and boundary conditions 

 A predefined set of initial and boundary conditions are specified. The domain is initialised at a 

temperature of 300 K. Pressure at the leakage point is prescribed between 10 to 300 kPa, whereas the 

porous medium and ambient conditions are set to atmospheric pressure conditions at 101.325 kPa. 

The species transport model was used, where mole fraction of methane was defined as 1 indicating 

pure methane release from leak hole. The oxygen mole fraction was defined as 0.2073 and the mole 

fraction of carbon dioxide and water vapour set to zero. The soil was modelled as a porous medium 

characterised by its porosity, viscous resistance and inertial resistance. The parameters for inertial 

and viscous resistances within this soil medium, as quantified in the experiment have been adopted 

for this study (Table 1). 

Table 1. Soil properties (Liu et al., 2021). 

Properties Value Unit 

Type of soil Brown loam − − − 

Density (𝜌) 1311.3 Kg/m3 

Porosity (𝜑) 0.6 − − − 

Viscous resistance (𝜇) 2.45e+11 1/m2 

Inertial resistance (I) 5.02e+05 1/m 

 

The leak point was treated as a pressure inlet, interfaces were used to represent soil boundaries, the 

top of the computational domain was treated as a pressure outlet. The tank was modelled as a 

stationary wall with no – slip condition. 
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3.4 Numerical details 

Numerical simulations were conducted using the SIMPLE algorithm in ANSYS Fluent. A pressure 

based solver was used for the incompressible flows. The second-order upwind scheme was used for 

momentum, turbulent kinetic energy and dissipation rate equations. The momentum equation, 

turbulent kinetic energy and dissipation rate were discretised using the second order upwind method 

and are solved numerically using a pressure-based solver. Simulations were considered accurate with 

residuals converging to 1e-5. Simulation results were compared with experiments for a 460k grid for 

time step sizes, ranging from 1E-4 s to 0.25E-7 s. Whilst results are not shown here, minimal variation 

in predicted methane concentrations were observed as the time step size was reduced from 1E-6 to 

0.25E-7 s. Thus, a time step size of 1E-7 s was used for the simulations presented in Section 4. To 

maintain the numerical stability and ensure the physical accuracy of the simulations, the time step 

was carefully chosen to comply with the Courant-Friedrichs-Lewy (CFL) condition, with a CFL 

number maintained below 1 throughout the analysis. 

4. Results and discussion 

In Section 4.1 validation of the model against experimental data for the initial stages of a buried 

methane leak is presented. Experimental data is available in the work of Liu et al. (2021) for the first 

60 s of a buried leak from 300 kPa through a 4 mm diameter only. Nonetheless, the experimental data 

demonstrate that the flammable cloud expands beyond 60 s. Thus, the validated model has been 

applied to extend the analysis for a flow time of 10 minutes, as discussed in Section 4.2. 

 

4.2 Model validation 

As noted in Section 2, Liu et al. (2021) present gas concentration data at three locations for a buried 

leak from 300 kPa through a 4 mm diameter leak hole. 1: Discrete concentration values, and the 

growth of the distance to both 1.25% and 2.5% methane have been measured for 50 s vertically along 

the leak centreline using sensors positioned up to a height of 2 m. 2: Methane concentration data has 

been measured at discrete times up to 60 s at positions offset from the leak to a maximum height of 

0.8 m. 3: Methane concentration data is presented for 20 s, measured horizontally on the tank 

centreline along the sand-air interface. Validation against each of these three data sets is discussed in 

turn in sections 4.2.1 – 4.2.3.   

4.2.1 Vertically measured concentrations along the leak centreline: first 60 s of a release 

As methane migrates from the soil to the atmosphere and interacts with air, it has the potential to 

reach flammable concentrations. In the case of methane, the lower flammability limit is typically 

taken as 5%. Sensors or alarms are typically designed to trigger at fractions of the LFL i.e., before a 

flammable cloud is established.  Liu et al. (2021) reported the vertical distance to methane 

concentrations of 1.25% (25% LFL) and 2.5% (50%) over the first 50 s of a buried leak from 300 kPa 

through a 4 mm diameter leak hole. They calculated this distance using measurements taken along 

the vertical centreline above the leak. A comparison of the experimental and simulation values is 

given in Figure 2, alongside a schematic demonstrating the positions at which concentrations were 

measured in experiments.  The positions at which the methane concentration reached 1.25% can be 

considered as a threshold for the first-level warning radius. Similarly, the boundary where the 

methane concentration hits 2.5% can be considered as the second-level warning radius. The 

simulation data shows excellent agreement with the experimental values. Moreover, the presented 

data confirm that the vertical distance to the two warning levels continues to increase at 60 s. Thus, 

in order to inform safety guidance, there is clear benefit to investigating the scenario for a longer flow 

time.  
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Fig. 2. Comparison of experimental and simulated values of vertical distance to 1.25% and 2.5% methane 

with time for the first 50 s of a buried leak through a 4 mm diameter leak hole from a pipeline pressure of 

300 kPa. 

In addition to estimating the distance to 1.25% and 2.5%, Liu et al (2021), presented methane 

concentration values along the leak centreline at different heights from the leak. The data is for the 

first 50 s of the leak, recorded at 10 s intervals. Figure 3 (left) shows a comparison of experimental 

and simulated results at times of 10, 20, 30, 40 and 50 s. The schematic on the right if Figure 3 

indicates the height at which concentration measurements were taken. Again, it can be seen that the 

simulation results closely align with the experimental data.  

 
Fig. 3. Methane concentration variation along vertical distance over the sand-air boundary for a 4 mm leak 

hole and inlet pressure of 300 kPa (left), schematic of the tank showing the monitoring points location 

(right). 

4.2.2. Methane concentration at sensor points above the sand layer: first 60 s of a release 

Methane concentration was measured by Liu et al. (2021) over a matrix of six points, above the sand 

layer, at positions offset from the leak centreline. This enables us to capture a multidimensional 

profile of methane concentration over time. Each sensor’s placement and its corresponding data point 

provide insights into the vertical and horizontal spread of methane which is critical for assessing 

safety and mitigation strategies. The data was once again for a buried leak through a 4 mm diameter 

hole and pipeline pressure of 300 kPa. The leak and sensor coordinates are given in Table 2. A 

schematic of the sensor positions (labelled a-f) is shown in Figure 4.  

 
Table 2. Coordinates of leak and sensor points. 

Locations Leak point a b c d e f 
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X, m 2 1.4 1.7 1.85 1.925 2 2.2 

Y, m 0 0.8 0.4 0.2 0.1 0.2 0.15 

Z, m -2 -2 -2 -2 -2 -1.85 -2 

 
 

Fig. 4. Schematic of monitoring points location. 

Figure 5 shows the comparison of the measured and simulated concentrations at the sensor points. 

The simulated concentrations show excellent agreement with the experimental values further 

validating the model. Furthermore, the data reveal ongoing growth in concentration levels at 60 s, 

marking the conclusion of the experiment. As expected, concentrations are highest closest to the leak 

source with point “a” showing the highest concentration and point “f” the lowest. The methane 

concentration at points “c”, “e”, and “f” are nearly identical over 60 s. 

 

Fig. 5. Comparison of experimental and simulated methane concentrations at monitored points (a - f) for 

pipe pressure 300 kPa during 60 s. 

4.2.3 Methane concentration along the sand-air boundary: first 20 s of a release 

The final data considered for validation were methane concentration measurements taken along the 

centreline of the tank, measured horizontally along the sand-air boundary. As before the data, taken 

from the work by Liu et al. (2021) was for a buried leak from a 4 mm leak hole and pipeline pressure 

of 300 kPa.  
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A comparison of experimental and simulation data is given in Figure 6.  The graph demonstrates the 

concentration of methane plotted against the horizontal distance from the tank wall along the sand–

air boundary. The data is included for flow times of 5, 10, 15 and 20 s. The profile of methane 

concentration forms a bell shape, peaking close to the tank wall and decreasing towards the edge of 

the monitored line. This suggests a higher concentration of methane near the leak source which 

gradually diffuses as the distance increases. Once again, the simulations show good agreement with 

the experimental data, further supporting the model validation.   

 

Fig. 6. Distribution of methane concentration at sand-air boundary at time 5, 10, 15 and 20 s after leak start 

for a 4 mm hole and pressure of 300 kPa. 

It is clear from Figure 6, that as in sections 4.1.1 and 4.2.2. that the methane cloud is still growing at 

the point at which the experiments were concluded. Thus, the validated model has been applied to 

provide insight to the flammable cloud formation, over a longer period of time and the simulation 

results are presented in the next section (4.2). 

4.3 The maximum extent of the flammable cloud (hazard distance) 

The lower flammability limit (LFL) for methane is the minimum concentration of methane in air 

below which the mixture is too lean to support combustion. As noted in Section 4.2, the LFL for 

methane is approximately 5%. Below this limit the air-methane mixture is too lean to burn; above it, 

up to the upper flammability limit (UFL) of 15%, the mixture is ignitable. Knowledge on the 

maximum extent of the flammable cloud formed by a buried leak is essential to inform safety 

procedures and emergency response. 

In Section 4.2 validation of the numerical model for a buried lead was described. Excellent agreement 

was demonstrated between simulation results and experimental measurements for the initial stages of 

a leak through a 4 mm diameter hole from a pipeline pressure of 300 kPa. However, the experimental 

data is available up to a maximum flow time of 60 s, and it is clear from the data that the methane 

cloud is still growing at this time. Thus, the validated model has been applied to simulate cloud 

development for a flow time an order of magnitude greater than experiments. Simulation of the leak 

has been completed for a flow time of 10 minutes (600 s) at which point it can be seen that a quasi-

steady state has been reached.  

Figure 7 shows the development of the flammable cloud with time up to 10 minutes. It can be seen 

that the plume slows in growth after approximately 8 min, stabilising at a height of 1.824 m from the 

leak point. The spread of the methane radially through the sand is also evident from the contour plots. 
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Fig. 7. Development of flammable 5% methane-air cloud from a 4 mm buried leak hole at an inlet pressure 

of 300 kPa from 1 min to 10 min of simulation. 

As demonstrated above, the validated model can thus be applied to predict hazard distances and the 

dynamic development of the flammable cloud formed by a buried methane leak. For this particular 

scenario (300 kPa pipeline, 4 mm leak hole at a depth in sand of 0.1 m), it can be seen that the hazard 

distance does not grow any further after a matter of minutes. This demonstrated the potential impact 

of the model as a tool to predict both the maximum extent of the flammable cloud, and the time taken 

to reach it for a buried leak. This information can be used to inform safety strategies and leak response 

guidance. 

Similarly, Figure 8 shows the spread of methane from a 2 mm diameter leak hole at different time 

intervals (20 s to 6 min). The vertical and horizontal distances from the leak hole increases over time, 

illustrating the dispersion pattern of gas. The vertical and horizontal distances increase gradually, 

reaching a maximum height of 0.54 m and a maximum horizontal distance of 0.55 m. It can be 

observed that the vertical expansion of methane plume slows down after 3 min, stabilising at a height 

of 0.26 m from the leak point. The horizontal spread of the methane through the sand layer is also 

clearly depicted in the contour plots, with the methane extending horizontally to a maximum distance 

of approximately 0.55 m. 
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Fig. 8. Development of flammable 5% methane-air cloud from a 2 mm buried leak hole at an inlet pressure 

of 300 kPa from 20 s to 6 min of simulation. 

In Figures 7 and 8, we observe the effects of different sizes on methane dispersion. The dispersion 

patterns from the 2 mm and 4 mm leak holes shows that the larger the leak size results in a faster and 

wider spread of methane, reaching higher concentration at increased distance in both the vertical and 

horizontal directions. The 4 mm leak exhibits a more pronounced and rapid methane cloud 

development, reaching a greater vertical and horizontal extent within the same time frame compared 

to the 2 mm leak. The difference underscores the influence of orifice size on the rate of dispersion 

and the extent of hazard zones, critical for designing safety protocols and emergency response 

measures. 

5 Conclusions 

In this study, numerical analysis of a methane leak from a buried pipeline through a sand layer is 

presented. Three-dimensional computational models, have been applied and validated to provide 

insight to a methane leak from both 4 mm and 2 mm diameter hole and pipeline pressure of 300 kPa 

through a sand layer of 0.1 m.  The rigour of the of the work is in the validation of the model against 

experimentally measured concentration data from the literature for the initial stage of the release. 

Excellent agreement is demonstrated between the simulated and measured concentration data in 3 

different regions of the domain.  

The originality of the work is in the application of the validated model to provide insight to the 

development of the flammable cloud over an extended flow time, until it can be seen that a quasi-

steady state is reached.  The results of this study are significant, as they show that the model can be 
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used as a predictive tool to estimate hazard distances from buried methane leaks. This data is 

necessary for establishing safety zones around leaks in underground pipelines, and for underpinning 

technically informed safety guidance.   
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Abstract 

Due to the complex shock wave structure after high-pressure hydrogen gas leakage, simulating it is 

challenging. Currently, only a virtual nozzle model for circular leakage is used to simplify the shock 

wave structure, while a simplified model for rectangular nozzles is lacking. This study utilizes 

OpenFOAM to investigate the characteristics of high-pressure rectangular nozzle hydrogen leakage 

with pressures up to 70 MPa. A real gas model and a new thermophysical model are adopted to better 

demonstrate the shock wave structure of the jet under high pressure. The study examines the 

characteristics of jet structures after leakage from rectangular nozzles with different pressures, aspect 

ratios, and diameters. The critical conditions for forming Mach disks in rectangular jets are proposed, 

and an empirical relationship for the position of Mach disks is summarized. By combining the 

isentropic expansion equation, mass conservation, momentum conservation, energy conservation, 

and shock wave relationship before and after, a virtual nozzle model for rectangular nozzles is 

proposed. The large-scale diffusion of hydrogen leakage is simulated using the virtual nozzle model 

and compared with experimental data, showing good conformity. This model can provide boundary 

conditions for large-scale numerical simulations and theoretical calculations, simplifying the 

computational process. 

Keywords: hydrogen leakage, rectangular jet, jet structure, the virtual nozzle mode 

1. Introduction 

Hydrogen, heralded as the "fuel of the future" boasts numerous advantages that position it as a key 

player in the global transition towards clean energy.  As a versatile energy carrier, hydrogen offers a 

sustainable alternative to traditional fossil fuels, with the potential to significantly reduce greenhouse 

gas emissions and combat climate change(Yue et al.,2021).  Its high energy density, renewability 

through electrolysis, and ability to produce only water vapor as a byproduct make it an attractive 

option for a wide range of applications worldwide.  The utilization of hydrogen is increasingly 

prevalent across various sectors, reflecting its growing importance in achieving carbon neutrality 

goals. However, alongside its environmental benefits, hydrogen safety considerations cannot be 

overlooked. Guo et al.(2024) have noted that, owing to the intrinsic properties of hydrogen, safety 

throughout its production, transportation, storage, and utilization processes represents a pivotal 

concern. Currently, the primary method of hydrogen storage is high-pressure gaseous storage(Usman 

et al.,2022). However, the high storage pressure brings about a high risk of leakage. Once a leak 

occurs, due to its fast diffusion speed and wide flammability range, hydrogen is extremely prone to 
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causing explosions. Therefore, it is imperative to conduct research on the leakage and diffusion of 

hydrogen under high-pressure conditions. 

Existing studies often simplify the leak orifice as circular, where high-pressure hydrogen leakage 

from storage tanks or pipelines forms an axially symmetric underexpanded jet(Okabayashi et al.,2019; 

Kobayashi et al.,2019; Takeno et al.,2017). Previous research has primarily focused on the structure 

and concentration distribution of the jet. The Mach disk is a characteristic feature of high-pressure 

underexpanded jets, and current research on Mach discs includes their distance from the leak orifice 

and diameter. Crist et al.(1966) conducted jet experiments with various gases, normalizing the Mach 

disc distance using the leak orifice diameter, and found that this dimensionless parameter is directly 

proportional to half of the stagnation pressure ratio, resulting in an empirical formula for Mach disc 

distance. Velikorodny et al.(2012) summarized the relationship between Mach disc diameter and the 

specific heat ratio of the gas. In terms of concentration distribution, Han et al.(2013,2014) found that 

the average concentration and velocity along the jet centerline after the Mach disk are inversely 

proportional to the dimensionless distance from the leak point, with the radial concentration 

distribution following a Gaussian pattern. Tang et al.(2018) discovered significant turbulence-

induced oscillations in the instantaneous concentration along the jet centerline. Due to the complex 

shock structure of underexpanded jets, a virtual nozzle model is commonly employed to simplify the 

jet structure. Building upon the isentropic expansion theory, Brich et al.(1984) introduced the concept 

of a virtual nozzle and transformed the underexpanded jet into a free jet by combining mass and 

momentum conservation equations. Ewan et al.(1986) improved the Brich et al.(1984) model by 

setting the flow temperature at the virtual nozzle equal to the nozzle exit temperature. Based on the 

actual shock structure of high-pressure expansion jets, Harstad et al.(2006) proposed a virtual pipe 

model, assuming that the virtual nozzle is located behind the Mach disk. Subsequently, Molkov et 

al.(2012) introduced real gas state equations to enhance the accuracy of the model. 

However, in actual leakage scenarios, the shape of the leak orifice is not limited to circular, and there 

is currently limited research on rectangular leak orifices. Li et al.(2019) found that after the jet exits 

a rectangular nozzle, there is an axis-switching phenomenon in the flow field, leading to differences 

in the diffusion rates of the jet on different planes of the nozzle, with a significantly faster diffusion 

rate on the short edge plane compared to the long edge plane. Makarov et al.(2013) pointed out that 

the similarity law formulas for centerline concentration decay in one-dimensional and two-

dimensional planar jets may not be suitable for predicting hydrogen jet flows with finite aspect ratios. 

The relationship between the position of the Mach disc in rectangular jet flows and the leak pressure, 

leak diameter, and aspect ratio has not been explored. As for virtual nozzle models, Stewart et al.(2020) 

employed the Ewan et al.(1986) virtual nozzle model to simulate releases from rectangular nozzles, 

but the simulated outcomes significantly deviated from the actual results.  Therefore, there is a need 

for research on virtual nozzle models for rectangular nozzles. 

In this paper, a numerical simulation method is employed to investigate the effects of different 

hydrogen storage pressures, nozzle equivalent diameters, and aspect ratios on the leakage of hydrogen 

from rectangular nozzles. The study focuses on the near-field region of the jet, revealing the structural 

characteristics of the rectangular nozzle jet, the position of the Mach disk, and axial conversion 

phenomena. Based on the structural characteristics of the rectangular nozzle jet, in conjunction with 

the virtual nozzle model proposed by previous researchers for circular leak orifices, a virtual nozzle 

model applicable to rectangular nozzles was established. The research results of this paper provide a 
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new simulation method, which simplifies the complex shock wave structure at the leak port, can solve 

the problems of slow calculation speed and high computing resource consumption during high-

pressure hydrogen leakage simulation, and can save time for the prediction and judgment of the 

combustible area when the hydrogen leakage accident occurs. 

2. Modeling 

2.1 Numerical methods 

In this paper, The governing equations solved are the continuity, momentum, enery, and transport 

equations. 
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where   is density, u  is the velocity, p  is the pressure, 𝜇 is the dynamic viscosity coefficient. The 

total energy E  is equal to 
2

2

iu
e + , the term e  is the specific internal energy which is calculated by 

VC T . Y  and 
YR  are the concentrations and diffusion coefficients of each of the components. The 

governing equations are solved by myRhoCentralFoam, which is developed based on 

rhoCentralFoam in OpenFOAM v7. Multiple species transport and multicomponent diffusion are 

added in the myRhoCentralFoam solver to study the diffusion process of hydrogen. The kOmegaSST 

turbulence model is a combination of the standard kEpsilon model and the kOmega model, which is 

chosen for solving the high Reynolds number and flow separation problems in this simulation. 

For the chosen solver, there is a lack of appropriate thermophysical models for handling non-ideal 

gases under high-pressure conditions. As a result, a novel combination of thermophysical models has 

been developed. The Peng-Robinson equation of state has been selected due to its effectiveness across 

a broad spectrum of thermodynamic scenarios. The PR EoS(Peng et al.,1976) is expressed as follows: 
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where a  and b  are the EOS model parameters. The pure component parameters can be calculated 

by 
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To enhance the precision of assessing the thermophysical characteristics of substances, this study 

employs NASA polynomials (Mcbride et al.,1993) in the thermodynamic and transport models. 

Transport property coefficients are given for viscosity, and thermal conductivity, which are generated 

by a least-squares fit to the following form: 
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Thermophysical parameters such as heat capacity, enthalpy, and entropy are provided, computed 

using empirical equations. 
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2.2 Modelling establishment 

Figure 1 illustrates the schematic diagram of the computational domain, taking the example of a 

rectangular nozzle with an equivalent diameter of 2mm. The main objective of this simulation is to 

analyze the jet structure in the near-field region. Therefore, a specific small area has been chosen for 

detailed investigation. In this paper, the aspect ratio, defined as the ratio of the long side to the short 

side, is adopted to describe the shape of the rectangular nozzle. The study investigates hydrogen 

leakage under different leak pressures (10MPa, 35MPa, 70MPa), various aspect ratios (AR2, AR4, 

AR8), and different leak diameters (2mm, 4mm, 6mm). Due to significant differences between 

operating conditions, different sizes of computational domains are employed. The largest 

computational domain mainly consists of a box of size 1000×1000×600 mm in x-, y-, and z-directions, 

respectively.  High-pressure hydrogen is introduced through the "Inlet", traversing the nozzle and 

entering the internal field area, which contains air at standard temperature and pressure. 

To assess grid independence in simulating leakage from the rectangular nozzle at 70MPa pressure, 

three different grids are employed.  In the coarse mesh configuration, the leak port is divided into 400 

cells, yielding an approximate total grid count of 2.8 million. For the medium mesh, the leak port 

consists of 1024 cells, resulting in a total grid count of 3.5 million, while the fine mesh divides the 
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leak port into 1296 cells, leading to a total grid count of 3.9 million. The distribution of the Mach 

number along the centerline of the jet after leakage from the AR4 nozzle at 70 MPa pressure is shown 

in Figure 2 for three different grids. The results obtained from the medium and fine grids exhibit 

uniform Mach disc positions and maximum Mach numbers. In contrast, the outcomes from the coarse 

grid significantly diverge from those of the medium and fine grids in these respects. Considering both 

accuracy and cost-effectiveness, the Medium grid has been chosen for this study. 

 

Fig. 1. Schematic of the computational model. (a) Schematic of the computational domain, (b) Schematic 

diagrams of nozzles with different aspect ratios 

 

Fig. 2. Mach number distribution along the centerline of jet flow for three different grids 

3. Result 

3.1 Jet structures 

Figure 3 illustrates the Mach number distribution of nozzles with different aspect ratios and an 

equivalent diameter of 4mm after leakage under a pressure of 10MPa. As a result of the pressure 

gradient across the nozzle, the hydrogen jet undergoes expansion into the ambient medium upon 

discharge. The expanded fan, which extends radially from the outlet of the nozzle, interacts with the 
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jet. These interactions lead to compression waves forming at the periphery of the jet, eventually 

converging downstream from the nozzle outlet to generate barrel-shaped shockwaves. In the AR2 

nozzle, the hydrogen gas flow velocity shifts from supersonic to subsonic upon crossing shock waves. 

Conversely, in AR4 and AR8 nozzles, the hydrogen flow velocity diminishes post-shock waves, yet 

the Mach number remains above 1. The strength of the direct shock waves exceeds that of the oblique 

shock waves, leading to a clearer distinction in flow parameters before and after interacting with the 

planar shock wave. Consequently, the decrease in Mach numbers for the flow from the AR4 and AR8 

nozzles is relatively insignificant. 

 

Fig. 3. The Mach number distribution of nozzles with different aspect ratios and an equivalent diameter of 

4mm after leakage under a pressure of 10MPa 

Statistical analysis of the data from all operating conditions reveals that, under all pressures and 

diameters, hydrogen leakage from the AR2 nozzle consistently leads to the formation of a direct wave, 

known as the Mach disk. On the other hand, hydrogen leaking from the AR8 nozzle always forms an 

oblique shock wave. However, the situation is rather unique for the AR4 nozzle. Figure 4 illustrates 

the Mach number distribution of the AR4 nozzle with a 4mm diameter under different leakage 

pressures. It is evident that under pressures of 35MPa and 70MPa, the hydrogen leakage also results 

in the formation of a direct wave, and the subsonic region expands with increasing pressure. 

Therefore, the formation of a Mach disk by the jet from a rectangular nozzle is related to the leak 

pressure and aspect ratio. Simulations are conducted for hydrogen leakage from the AR4 nozzle 

within the 10 MPa to 35 MPa range at 5 MPa intervals. The study find that a Mach disk can be formed 

when the pressure is equal to or greater than 20 MPa. 

The angle between the shock wave and the direction of airflow is called the shock wave angle. For a 

normal shock wave, the shock wave angle is 90°, while for an oblique shock wave, the shock wave 

angle is less than 90°, as shown in Figure 5(a). The changes in airflow parameters after passing 

through an oblique shock wave need to be determined using the shock wave angle, hence requiring 

measurement of the shock wave angle. The shock wave angles of the AR8 nozzle at different 

pressures and nozzle diameters are shown in Figure 5(b). It can be observed that, for the same 

diameter, the shock wave angle decreases with increasing pressure, indicating that the shock wave 

angle is not simply linearly related to the nozzle diameter. 
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Fig. 4. The Mach number distribution of the AR4 nozzle with a 4mm diameter under different leakage 

pressures 

 

Fig. 5. The shockwave angle. (a) Schematic diagram of an oblique shock wave angle, (b) The angle of 

oblique shock wave for the AR8 nozzle at different pressures and nozzle diameters 

The position of the shock wave is also studied in this paper. Anaclerio et al.(2023) introduced a linear 

relationship based on a semi-empirical formula for the Mach disk position to make it applicable to 

rectangular nozzle jets. This approach is adopted in this study, and the modified expression is shown 

below: 

 ( )=disk s

a

H P
E AR

d P
 (15) 

where 
diskH  represents the shock wave location, 

sP  denotes the stagnation pressure, 
aP  signifies the 

ambient pressure, d  is the equivalent diameter of a rectangular nozzle. E(AR) represents the linear 

function introduced, where the aspect ratio serves as the independent variable, producing diverse 

function outputs across different pressure levels. The linear relationship between E(AR) and AR 

under different pressures is shown in Figure 6. It can be observed that the ratio of E(AR) to AR for 

nozzles leaking at the same pressure but with different equivalent diameters tends to approach a 

constant line, indicating that the shock wave position adheres to the aforementioned expression. 

Additionally, as the aspect ratio increases, the shock wave position gradually moves closer to the 

nozzle exit. 

The distribution of the 300kPa pressure contour after the leakage of the rectangular nozzles at 10MPa 

pressure is illustrated in Figure 7. With the augmentation of the aspect ratio, there is an exacerbation 
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in the reduction of pressure along the x-axis, consequently leading to a gradual shift of the Mach disk 

position towards the nozzle exit. 

 

Fig. 6. Linear relationship of E(AR) under different pressures 

 

Fig. 7. The distribution of pressure isosurfaces at 300 kPa after the leakage of the rectangular nozzles under 

a pressure of 10 MPa 

 

Fig. 8. Cross-sectional slice of the Mach number flow field at 70MPa pressure 

Hydrogen gas leaking from nozzles with equivalent diameters of 4mm at various aspect ratios under 

pressure of 70MPa exhibits Mach number distributions parallel to the nozzle cross-section, as shown 
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in Figure 8. The phenomenon of axis conversion is also observed. As the jet travels downstream, its 

boundary rapidly expands. This is due to the greater vorticity magnitude at the centre of the jet edges, 

resulting in a faster expansion rate at the edge centres and a slower rate at the vertices, leading to 

deflection.  At three different aspect ratios, the positions of the shock waves are 75.2mm, 73.1mm, 

and 70.4mm, respectively. Axis conversion is essentially completed before these positions. 

3.2 The virtual nozzle model 

 

Fig.9. Schematic diagram of the virtual nozzle model 

For the computational analysis of high-pressure shock structures, there is a proposition to model high-

pressure shock structures using a virtual nozzle to simplify computations. This virtual nozzle is 

conceptualized as an imaginary leakage source with an equivalent gas mass flow rate to the real 

leakage and a gas pressure approximately equal to atmospheric pressure. This concept aims to 

simplify the intricate shock structures found in high-pressure underexpanded jets, treating them akin 

to traditional low-pressure leaks. Currently, there is no established virtual nozzle model for high-

pressure hydrogen leakage from rectangular nozzles. This paper, based on the jet structure from 

rectangular nozzles, enhanced the existing virtual nozzle model. A schematic representation of the 

dummy nozzle model is illustrated in Figure 9. The process of high-pressure hydrogen release 

involves four states, namely: 

Level 0 - the conditions inside the reservoir; 

Level 1 - the conditions at the orifice; 

Level 2 - the conditions before the Mach disk; 

Level 3 - the conditions after Mach disk. 

Assuming the virtual nozzle is positioned at Level 3, after the passage of the Mach disk. The gas 

undergoes isentropic expansion from stagnation conditions to the orifice. Parameters at the orifice 

can be computed using the gas state equation and isentropic expansion relations. The gas from the 

orifice to the dummy nozzle position satisfies mass conservation, momentum conservation, and 

energy conservation, expressed by the following relationships: 

 

1 1 1 3 3 3 =u A u A
 (16) 
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The symbol 
3u  denotes the flow velocity behind the Mach disk, and its expression is given by: 

 3 3 3= gu Ma R T  (19) 

The relationship between the Mach numbers before and after the shock wave is expressed as 
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The   in the formula represents the angle between the shock wave and the hydrogen flow. For a 

normal shock wave, the shock angle is 90 = , while for an oblique shock wave 90  . The 

relationship between stagnation pressure and Mach number holds during the expansion process of the 

airflow from the nozzle exit to the position before the Mach disk: 
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When the hydrogen passes through a normal shock wave, the pressure before and after the shock 

wave satisfies the relationship: 
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After the normal shock wave, the ambient pressure is present, meaning 
3 =P P . Combining equations 

(21) and (22), the Mach number ahead of the normal shock wave is: 
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The simulation results indicate that the Mach numbers ahead of the Mach disk for all rectangular 

nozzles are nearly identical. Therefore, the Mach number ahead of the oblique shock wave is also 

calculated using equation (23). Substituting equation (19) into equations (16)~ (18), which include 

three unknowns 
3T ,

3 ,
3A , the equations become closed, allowing for a solution. 

When conducting large-scale hydrogen leak dispersion simulations, this model can be utilized to 

simplify the complex shock wave structures near the leak source. The specific implementation 

method is as follows: based on the known leak pressure and length-to-diameter ratio, it is determined 

whether a Mach disk is formed. The model is then used to calculate parameters such as mass flow 
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rate, temperature, velocity, and area at the virtual nozzle location. The mass flow rate obtained from 

the model serves as the inlet condition for numerical simulations, while the Mach disk/central shock 

wave position is used as the entrance location of the model. The calculated A3 is employed as the 

entrance area, taking into consideration that the axis transformation has already occurred before the 

Mach disk. It should be noted that when modelling, the leak source needs to be rotated 180°. Further 

research is needed for the application and validation of this model. In future studies, the effectiveness 

of the virtual nozzle model will be verified. A complete numerical simulation of the leakage process 

and a simplified simulation using the virtual nozzle model will be performed under the same operating 

conditions. The effectiveness of the virtual nozzle model will be verified by comparing the results of 

two simulations, such as concentration distribution and velocity distribution. 

4. Conclusion 

Numerical simulation based on OpenFOAM is employed to investigate hydrogen leakage from 

rectangular nozzles. The main conclusions are as follows: 

(1) Under all operating conditions investigated in this paper, the AR2 nozzle forms a Mach disk after 

leakage, while the AR8 nozzle only generates oblique shock waves without forming a Mach disk. 

When the hydrogen storage pressure exceeds 20MPa, the AR4 nozzle also produces a Mach disk. 

Empirical formulas for the position of the Mach disk/shock wave are summarized. 

(2) Based on the characteristics of the jet structure formed after the release from rectangular nozzles, 

an improved virtual nozzle model is proposed. The virtual nozzle assumes mass conservation, 

momentum conservation, and energy conservation from the nozzle to its position after the Mach disk. 

By integrating the equations before and after the shock wave, the parameters at the virtual nozzle 

position are solved. 

(3) The virtual nozzle model is only suitable for rectangular nozzle leak simulations where the leak 

pressure, diameter, and aspect ratio are known. In addition, the model is based on a constant leakage 

pressure, and the prediction may be conservative when the pressure becomes smaller during the 

leakage. 

Acknowledgements 

The authors appreciate the financial support by the National Key R&D Program of China (No. 

2021YFB4000902). 

References 

Yue M, Lambert H, Pahon E, Roche R, Jemei S, Hissel D,2021. Hydrogen energy systems: A critical 

review of technologies, applications, trends and challenges. RENEW SUST ENERG 

REV.146,111180. 

Usman,MR.,2022.Hydrogen storage methods: Review and current status. Renewable and Sustainable 

Energy Reviews. 2022;167:112743. 

Guo, L., Su,J., Wang,Z., Shi,J., Guan,X., Cao,W., Ou,Z.,2024. Hydrogen safety: An obstacle that 

must be overcome on the road towards future hydrogen economy, INT J HYDROGEN 

ENERG.51,1055-1078. 

Okabayashi,K.,Tagashira,K.,Kawazoe,K.,Takeno.K,Asahara,M.,Hayashi,AK.,2019.Non-steady 

characteristics of dispersion and ignitability for high-pressurized hydrogen jet discharged from a 

306



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

pinhole. INT J HYDROGEN ENERG.44,9071-9. 

Kobayashi,H.,Naruo,Y., Maru,Y., Takesaki,Y., Miyanabe,K. ,2018.Experiment of cryo-compressed 

(90-MPa) hydrogen leakage diffusion. INT J HYDROGEN ENERG. 43,17928-37. 

Takeno,K., Okabayashi,K., Kouchi,A., Misaka,N., Hashiguchi,K.,2017. Concentration fluctuation 

and ignition characteristics during atmospheric diffusion of hydrogen spouted from high pressure 

storage. INT J HYDROGEN ENERG. 42,15426-34. 

Crist,S.,D.R.Glass,and P.M. Sherman,1966. Study of the highly underexpanded sonic jet. 68-71. 

Velikorodny, A., Kudridkov,S.,2012.Numerical study of the near-field of highly underexpanded 

turbulent gas jets. INT J HYDROGEN ENERG.37(22),17390-17399. 

Han,SH., Chang,D., Kim,JS.,2014. Experimental investigation of highly pressurized hydrogen 

release through a small hole. INT J HYDROGEN ENERG. 39,9552-61. 

Han,SH., Chang,D., Kim,JS.,2013. Release characteristics of highly pressurized hydrogen through a 

small hole. INT J HYDROGEN ENERG. 38,3503-12. 

Tang,X., Dzieminska,E., Asahara,M., Hayashi,AK., Tsuboi, N.,2018. Numerical investigation of a 

high pressure hydrogen jet of 82 MPa with adaptive mesh refinement: Concentration and velocity 

distributions. INT J HYDROGEN ENERG. 43,9094-109. 

Birch,AD., Brown,DR., Dodson,MG., Swaffield,F.,1984. The Structure and Concentration Decay of 

High Pressure Jets of Natural Gas. c. 36,249-61. 

Ewan,BCR., Moodie,K.,1986. Structure and Velocity Measurements in Underexpanded Jets. 

COMBUST SCI TECHNOL. 45,275-88. 

Harstad,K.,Bellan,J.,2006. Global analysis and parametric dependencies for potential unintended 

hydrogen-fuel releases. COMBUST FLAME. 144(1-2), 89-102. 

Molkov,V., 2012. Hydrogen safety engineering: The state-of-the-art and future progress. Compr 

Renew Energy.4,77-109. 

Li,X.,Chen,Q.,Chen,M.,He,Q., Christopher,DM.,Cheng,X.,2019. Modeling of underexpanded 

hydrogen jets through square and rectangular slot nozzles. INT J HYDROGEN ENERG. 44,6353-

65. 

Makarov,D., Molkov,V.,2013. Plane hydrogen jets. INT J HYDROGEN ENERG. 38,8068-83. 

Stewart,JR.,2020. CFD modelling of underexpanded hydrogen jets exiting rectangular shaped 

openings. PROCESS SAF ENVIRON. 139,283-96. 

Peng,D., Robinson. DB.,1976. A New Two-Constant Equation of State. Industrial & Engineering 

Chemistry Fundamentals. 15,59-64. 

Mcbride,BJ., Gordon,SD., Reno,MA.,1993. Coefficients for calculating thermodynamic and 

transport properties of individual species. 

Anaclerio,G.,Capurso,T.,Torresi,M.,2023. Gas-dynamic and mixing analysis of under-expanded 

hydrogen jets: effect of the cross section shape. J FLUID MECH.970. 

 

307



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Calibrated Tracer-LIF Spectra for Experimental 

Investigation of Ignition Processes 

J. Brunzendorf, V. Vasudevan, D. Markus  

Physikalisch-Technische Bundesanstalt (PTB), Bundesallee 100, 38116 Braunschweig, Germany 

E-mail: Jens.Brunzendorf@PTB.de  

Abstract 

Temperature distributions, gas concentrations, mixing processes and oxygen concentrations are key 

parameters in ignition and explosion processes e.g. by electrostatic discharges, hot free gas jets or hot 

surfaces. Knowledge of these quantities enables the definition of safe operating limits in the process 

industry and a proper design of explosion protected equipment. Accurate measurements are necessary 

to avoid large safety margins or explosions hazards. In recent decades, laser-induced fluorescence 

(LIF) has developed into an established method for measuring the 2D distribution of temperatures 

and gas concentrations with high spatial and temporal resolution. Knowledge of the emitted LIF 

spectrum is required to interpret the LIF signal. These spectra cannot be calculated, they have to be 

measured. Most of the available high quality LIF spectra are included in the tracer-sim database. 

However, even with the most common LIF tracers such as acetone, there are substantial deviations in 

the spectral shape; the relative intensities can differ by a factor of two or more. The number and 

position of the maxima also differ considerably from author to author. In this work we present 

intensity- and wavelength-calibrated LIF spectra for various suitable tracers (such as toluene, anisole, 

acetone, 2-butanone, 2-pentanone, 3-pentanone, cyclopentanone, cyclohexanone, acetophenone, 

ethyl acetate, 1,3-dimethoxybenzene) measured at room temperature and ambient pressure. There is 

a good overall agreement with previous publications, although the spectra in this work have both a 

higher spectral resolution and signal-to-noise ratio. This will allow for explosion and combustion 

experiments with lower uncertainties than previously possible. 

Keywords: laser-induced fluorescence, tracers, spectroscopy, calibration, explosion, visualization 

 Introduction 

Under what conditions do ignition processes take place? This question is just as important for 

explosion protection as it is for ensuring stable combustion processes, for example in burners or 

engines. One way of answering this question is to investigate the physico-chemical conditions, in 

particular the spatial and temporal temperature distributions, the gas concentrations, the mixing 

processes and the oxygen concentrations. Knowledge of these variables enables the definition of safe 

operating limits in the process industry and the appropriate design of explosion-proof equipment. 

Accurate measurements are necessary to avoid large safety margins or explosion hazards. 

A common method for the determination of these quantities are laser-induced fluorescence (LIF) 

measurements. This non-invasive technique allows high-resolution two-dimensional investigations 

of chemical reactions, gas mixing and temperature fields. The fundamentals have been described 

excellently in the books by Eckbreth (1996) and Kohse-Höinghaus & Jeffries (2002) and references 

therein and shall not be repeated here. 

During the last decades, LIF has become one of the established fundamental techniques in ignition 

and combustion research (Deguchi 2019). In tracer LIF, a suitable tracer gas is added which produces 

the LIF signal when exited. However, the interpretation of the detected LIF signal is not 

straightforward, because the shape and total intensity of the LIF spectrum does not only depend on 
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the concentration of the tracer gas, but also on other influence quantities like the laser excitation 

wavelength and pulse energy, gas temperature and pressure, as well as the remaining gas components 

(especially quenchers like oxygen and water). For quantitative results, these influence factors must 

be quantified. This applies in particular to the evaluation of signal ratios such as in two-color 

thermometry or other multispectral techniques (e.g. Thurber, Grisch & Hanson 1997, Thurber & 

Hanson 2001, Schulz & Sick 2005, Lind et al. 2016). 

These dependencies cannot be calculated analytically; suitable models rely on several simplifications 

and free parameters which must be calibrated by fitting the model onto reference spectra. For 

meaningful results, these reference spectra should be both wavelength- and intensity-calibrated. 

Recently, UV-sensitive scientific CMOS cameras entered the market, which have a much higher 

resolution than the common image intensifier cameras, a near-perfect linearity, a large detector area 

and no sensitivity degradation by light. This, in combination with the unique calibration facilities at 

PTB, are good prerequisites for accurate LIF spectra measurements traceable to the SI system.  

In this work, we present intensity and wavelength calibrated LIF spectra for various suitable tracers: 

ketones (acetone, 2-butanone, 2-pentanone, 3-pentanone, cyclopentanone, cyclohexanone, aceto-

phenone), aromatic compounds (toluene, anisole, 1,3-dimethoxybenzene), and ester (ethyl acetate). 

Usually, the LIF spectra were measured in three different carrier gases: nitrogen, hydrogen and 

synthetic air at room temperature and ambient pressure. Some of these tracers are already common 

in explosion protection research, others are possible LIF alternatives and/or integral components of 

biofuels which can be used as integrated tracers. The spectra of several known LIF-active substances 

were not measured: Benzene was considered too carcinogenic, diacetyl even destroys PTFE hoses 

and seals, and others proved to have too weak LIF signals for meaningful measurements.  

There is a good overall agreement with previous publications, although the spectra in this work have 

both a higher spectral resolution and signal-to-noise ratio. This will allow for concentration 

measurements with lower uncertainties than previously possible. Thus, this work promotes the 

detailed experimental investigation of ignition and explosion processes. 

1. Experimental Setup 

The experimental setup essentially consists of a 266 nm Nd:YAG laser, a quartz cell containing the 

tracer gas and a spectrometer with CMOS camera. The principal components are shown in Fig. 1. 

 
Fig. 1. Principal components and light path. A 266 nm laser beam passes through a gas cell containing the 

tracer gas produced in a bubbler. The LIF signal is recorded with a grating spectrometer + CMOS camera. 
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The 266 nm laser light is produced by an Innolas Spitlight 2500 (up to 200 mJ per pulse with 7 ns 

pulse length and a repetition rate of 3 Hz). The laser beam passes a cylindrical quartz glass gas cell 

of type Hellma 120-QS (Fig. 2). An 8 mm aperture directly in front of the gas cell (Fig. 2) removes 

incoming stray light and defines the laser beam. 

     
Fig. 2. Quartz cuvette for LIF detection (Left: open housing, Right: final configuration). Laser beam and gas 

flow directions: left → right. Black molton wraps cuvette, LIF window below gas entrance. 

 

For further stray light absorption and removal, the gas cell is completely wrapped in black molton, 

with the exception of the laser entrance and exit windows and a side window 2×1 cm² just below the 

gas entrance. 

The cell is purged with the carrier/tracer gas mixture, which is produced in a temperature-stabilized 

Drechsel gas wash bottle with filter disk containing the liquid tracer. This bubbler is purged with 

either nitrogen, hydrogen or dry air from gas bottles at a flow rate of 1 liter/min, corresponding to a 

gas velocity within the gas cell of 6 cm/s. This velocity ensures that the gas in front of the window is 

renewed between two laser shots. The temperature of the whole lab is kept at 22°C, i.e. above the 

bubbler water bath temperature of 19 °C to avoid tracer condensation. 

The spectrometer entrance axis is aligned perpendicular to the laser beam axis entrance and centred 

to the gas cell side window. The distance between the laser beam axis and the slit entrance is 5 cm. 

To avoid various possible problems in the intensity calibration, there is deliberately no optical element 

between the gas cuvette and the spectrometer, neither a light-collecting optic nor a bandpass filter. 

This excludes all influences of the filter, the light-collecting optics or any anti-reflection coating on 

the calibration process. Note that the emission spectrum of a calibration lamp is different at different 

points of the lamp and optical elements can either focus on the hottest part of the tungsten wire or the 

cooler housing, thus changing the measured spectrum. The fact that no bandpass filter is used must 

be taken into consideration during the data evaluation: strong LIF signals in the 300 nm region might 

cause a (much fainter) artificial second order signal at exactly twice the wavelength. One major 

advantage is that a much broader spectral range can be measured simultaneously. 

The spectra are measured with a conventional Czerny-Turner with 320 mm focal length (Acton 

Research SpectraPro-300i), a grating with 150 lines/mm and a blaze wavelength of 300 nm. An extra 

aperture is inserted between the last mirror and the detector for additional stray light removal. The 

spectra were recorded by a scientific CMOS camera containing a Gpixel GSENSE 400BSI sensor 

with 22×22 mm² area and 11 µm pixel size (2048×2048 pixels, backside-illuminated). Thus, a spectral 

range from 200 nm to 670 nm is simultaneously covered with a pixel resolution of 0.24 nm/pixel and 

a measured spectral FWHM resolution of better than 1 nm. With this type of sensor, nonlinearities 

are not an issue, and readout noise is less than 2 e-/pixel (sensor temperature -25 °C). The UV 

quantum efficiency exceeds 30 % above 200 nm.  

Great care was taken to avoid LIF-active substances in the setup and to remove all reflections, 

including within the spectrometer. The surfaces of the setup are painted with black non-fluorescent 

paint or covered with black molton fabric. An additional housing shields the experiment from ambient 

light. More details are given in Brunzendorf et al. (2024). 
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2. Wavelength and Intensity Calibration 

The calibration of the wavelength axis is based on the emission lines of a mercury vapor lamp of type 

Newport Spectral Calibration Lamp, Hg (Ar), Model 6035. The positions of the emission lines were 

taken from the metrological NIST atomic database. The sCMOS sensor is oriented so that the 

emission lines are parallel to the x-axis, while the wavelength axis follows the y-axis. A linear fit 

between the emission line wavelengths and the corresponding y positions of the lines provides the 

wavelength calibration with an uncertainty of less than 0.2 nm. 

For the determination of the spectral response of the setup (intensity calibration), the gas cell is 

removed and a PTB calibration lamp is placed at a distance of 50 cm from the entrance slit of the 

spectrometer. All non-black parts outside the light path between lamp and entrance slit were covered 

with black molton fabric to suppress stray light. After the stated burn-in time is passed, the spectrum 

is measured. Calibration is performed both with a tungsten and a deuterium lamp. Both lamps were 

calibrated at PTB, the spectral irradiance is traceable to the International System of Units SI. The 

wavelength-dependent irradiance of both calibration lamps is shown in Fig. 3 (left), and the measured 

signal intensities are given in Fig. 3 (right). 

   
Fig. 3. Intensity calibration. Left: Spectral irradiance of the Deuterium lamp PTB-SLD-102 (200…400 nm, 

violet) and tungsten lamp PTB-KSL-006 (250+ nm, red). Right: Corresponding measured pixel intensities.  

The shape of the signal intensities is determined by the product of lamp intensity, grating efficiency 

and sensor sensitivity. The significant drop in the measured signal intensity between the two peaks at 

240 nm and 300 nm is due to a known local minimum in the sensor sensitivity. 

The spectral irradiance of the deuterium lamp was traceably calibrated in the range from 200 nm to 

400 nm, that of the tungsten lamp from 250 nm. 

The tungsten signal below 350 nm is too weak for reliable calibration. On the other hand, the 

deuterium spectrum above 370 nm has emission lines that make intensity calibration difficult. 

Therefore, the determination of the spectral response was split in two: up to 360 nm it is based on the 

deuterium spectrum, whereas at longer wavelengths it is based on the tungsten spectrum. The relative 

response of the system for a given wavelength is equal to the ratio between the measured signal and 

the spectral irradiance of the lamp. The resulting relative response (sensitivity) of the 

spectrometer/camera system is shown in Fig. 4. Further details can be found in Brunzendorf et al. 

(2024).  
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Fig. 4. Resulting sensitivity curve of the spectrometer/camera system. Note that the data are not smoothed. 

3. Measurements 

The measurements required to determine the LIF spectra were carried out in the following steps: (0) 

thorough cleaning and flushing of the whole setup if necessary, (1) measurement of the cuvette signal 

with 266nm laser light, but without tracer gas, (2) if a LIF signal is visible, proceed with step 0, 

otherwise (3) flushing the cuvette with the tracer gas in N2 for at least 5 min, (4) switching on laser 

light, waiting for stabilization, (5) 100+ images of the 2D spectrum were taken (at most 700 images, 

depending on signal intensity), (6) repetition of steps 3-5 with carrier gas H2, synthetic air, and again 

N2, (7) repetition of step 1, (8) measurement of the signal with laser light switched off (dark frames). 

The integration time and detector gain had to be adjusted to the LIF intensity to avoid overexposure. 

The maximum exposure time was five seconds – at this exposure time the dark noise of the sCMOS 

detector becomes as high as the read-out noise.  

The search for residual LIF signals in the absence of a LIF tracer is crucial to minimize the 

background signal and to produce reliable results. Prior to the actual measurements, the empty cuvette 

was illuminated with 266 nm laser light, which was passed through both windows. The images taken 

with an ordinary color camera showed a conspicuous, ubiquitous blue light that should not be present 

(Fig. 5, left image). Suprasil is known to be non-fluorescent. Although the cuvette was taken from a 

freshly purchased sealed box bought directly from Hellma Analytics, it already showed the LIF glow. 

However, blue LIF signals can also be generated by possible cleaning residues or organic substances. 

Fingerprints are also a known source of blue LIF signals (Saitoh & Akiba, 2005).  

The search for the origin of the significant blue LIF glow of the original Hellma cuvettes and its 

elimination proved to be much more complicated, time-consuming and surprising than expected. The 

authors began with typical gentle cleaning procedures such as rinsing with triple distilled water, ultra-

pure isopropanol and ethanole as well as Hellmanex III, but to no avail; the LIF signal persisted. 

Stronger chemicals such as acetone, H2O2, ethyl acetate and even KOH showed no discernible effect. 

In the third step, a mixture of warm Hellmanex III and isopropanol as well as hot KOH + isopropanol 

were tried. The effect was rather negative, as the hot KOH increased the blue glow, possibly due to 

the aggressive substance damaging the surface of the cuvette. The use of the above-mentioned 

chemicals in combination with an ultrasonic bath was also rather counterproductive, as it also 

increased the blue glow. Finally, a heat gun was used to generate hot air at temperatures of up to 

800 °C (1070 K). Most organic substances burn at these temperatures. The cuvette became red-hot in 

the air stream. It was then rinsed with triple distilled water and ultra-pure isopropanol to remove any 

residue. The blue glow was weaker than ever before, but had not disappeared. In the end, the authors 

bought an old, used Hellma cuvette of the same type after learning that Hellma had changed the 

manufacturing process and the type of quartz glass about 6 years ago. This old cell had to be cleaned, 
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after which only a red LIF glow could be seen at those parts of the windows that were directly hit by 

the laser beam. The main part of the cell showed no fluorescence (Fig. 5, right). LIF emission at the 

windows is insignificant, as it cannot enter the spectrometer, and the red LIF emissions are in a 

different spectral range than the blue LIF of the ketones and aromatics.  

  

Fig. 5. 266 nm laser light through Hellma cuvettes: Left: new cuvette claimed to be made of suprasil (QS), 

but shows a significant blue LIF signal, Right: old second-hand Hellma cuvette without blue LIF signal. The 

red spots at the windows are laser light LIF signals caused by the cleaning procedure and are insignificant. 

The final measurements were carried out with a measured laser intensity at the position of the cell of 

60 mJ per shot, i.e. a fluence of 1.3 mJ/mm², with a 1  shot-to-shot stability of better than 3 %.  

4. Data Reduction 

According to the sensitivity curve (Fig. 4), the spectrometer has its highest sensitivity in the range 

from 260 nm, and the calibration applies up to a maximum of 650 nm. This range is exactly the 

relevant range for LIF measurements based on an excitation wavelength of 266 nm. 

For all LIF spectra it was checked whether the LIF intensity or the LIF spectrum changed over time, 

i.e. over the sequence of frames. A drift or other change would indicate some kind of instability or 

chemical reaction. However, in no case an intensity or shape change of the LIF spectrum was 

detected. 

Hence, all 100+ frames of a LIF measurement were evaluated: (1) Each frame was corrected for 

cosmic ray hits, (2) extraction of the central 171×2048 pixels (Czerny-Turner spectrographs are 

sharpest near the optical axis), (3) averaging of all 171 pixels at the same wavelength, resulting in a 

spectrum with a length of 2048 pixels. Finally, the 100+ spectra were averaged. Then, the dark 

spectrum (processed in exactly the same way) was subtracted from the light spectrum. 

 The LIF intensity is calibrated by dividing by the relative response. For each intensity calibrated LIF 

spectrum, the total intensity is derived, which is needed for the determination of quenching effects. 

In addition, each spectrum was normalized to the maximum intensity above 270 nm (the 266 nm laser 

line is not part of the LIF spectrum and must be excluded) to simplify the comparison of the spectral 

shapes. 

Note that the laser lines at 266 nm and 532 nm (caused by scattered laser light) are not removed to 

indicate these two regions and the intensity of the laser signal. These regions should be considered as 

unreliable due to the superimposition of a non-LIF-signal. Initially, a removal of the laser lines was 

planned. For this purpose, no-tracer-spectra were taken just before and after the LIF measurements 

(same setup, but no LIF tracer in the cell, just the carrier gas). However, the intensities of the 266 nm 

and 532 nm laser lines were significantly different between LIF spectra and no-tracer-spectra. 

Partially, this is due to the different Rayleigh scattering cross sections of the different molecules. 

Another contribution comes from adsorption and photolysis, which increase laser light scattering. 

Therefore, the 266 nm and 532 nm regions should be discarded. 
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5. Results and discussion 

The measured and peak-normalized irradiance spectra of several LIF tracers are shown in Fig. 6 to 8. 

Note that the data are not smoothed and the FWHM resolution is better than 1 nm. As this is an 

ongoing project, some follow-up measurements are planned to confirm the measured spectra and to 

evaluate previously undetected contributions to the uncertainty budget, such as long-term drift, 

cleaning effects, ageing and weathering of the cell. 

Common LIF tracers are acetone and 3-pentanone. Their LIF spectra as well as those of two related 

ketones (2-butanone and 2-pentanone) are presented in Fig. 6. All four ketones have similar smooth, 

bell-shaped LIF-spectra with a maximum intensity in the blue region (415 nm for acetone and 3-

pentanone, and 430 nm for 2-butanone and 2-pentanone). Despite the exceptionally high signal-to-

noise ratio, there is no detectable influence of the carrier gas (N2, H2, or synthetic air) on the shape of 

the LIF tracer spectra: The three curves lie directly on top of each other. For 2-butanone, the spectra 

in H2 and air were omitted because they were too noisy due to a drop in laser intensity.  

Several 266 nm acetone LIF spectra under ambient conditions have already been published in the 

literature. The position of the acetone LIF intensity maximum was found to be at 385 nm (Schulz & 

Sick 2005), near 400…410 nm (Grisch, Thurber & Hanson 1997, Bryant, Donbar & Driscoll 2000, 

Rossow 2011) with a possible secondary maximum near 370 nm (Rossow 2011), at (4082) nm (this 

work) or at 450 nm (Yu et al. 2019). The acetone spectra determined in this work match the literature 

values well (Brunzendorf et al. 2024). In general, the literature values show considerable noise, which 

is due to the use of image intensified cameras and is considerably higher than in the present work. 

 

 
Fig. 6. 266 nm ketone LIF spectra: Peak-normalized intensities of acetone (red), 2-butanone (green),  

2-pentanone (orange), and 3-pentanone (blue) at ambient conditions in N2 (solid lines), H2 (dashed lines) 

and synthetic air (dotted lines) as carrier gas. Note that the lines of each gas are practically superimposed. 

 

The LIF spectrum of 3-pentanone is similar to that of acetone, but somewhat narrower. The LIF 

spectra of 2-butanone and 2-pentanone are also similar. There is no evidence of band structures. The 

conspicuous laser line at 532 nm must be ignored as it is not part of the LIF spectrum. It was not 

removed because the LIF spectrum in this range is unusable. The position of the 532 nm laser line is 

an indicator of the quality of the wavelength calibration, as it must always be at 532 nm. 
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It shall be noted that for all four ketones – acetone, 2-butanone, 2-pentanone and 3-pentanone – the 

integral LIF intensity is independent of the carrier gas (N2, H2, synthetic air) within the measurement 

uncertainty (2% due to laser instabilities). There is no evidence of oxygen quenching. Hence, these 

ketones are well-suited for concentration measurements, even in the presence of oxygen. 

Among the usual LIF-active aromatics, benzene was not measured because it is too carcinogenic, but 

toluene and anisole were. Their 266 nm LIF spectra are shown in Fig. 7. The strong 266 nm peak due 

to scattered laser light shall be ignored. The peak-normalized LIF spectra are consistent with the 

literature (TracerSim-Dat 2022, Yu et al. 2019). As expected, the LIF spectra in N2 and H2 agree, 

while synthetic air causes an apparent shift of the peak-normalized spectrum toward longer 

wavelengths. This effect is due to the strong oxygen quenching, which is more pronounced at shorter 

wavelengths. Due to the oxygen quenching, the total LIF intensity above 270 nm decreases by a factor 

of 17 (anisole) or 14 (toluene). It should be noted that the energy density of the laser triggers 

significant self-quenching of toluene (Fuhrmann et al. 2017). Although the synthetic air was always 

taken from the same gas bottle, the LIF spectra in synthetic air show some fluctuations, as shown by 

the second measurement in synthetic air (hence the two dotted lines in each figure). These results 

were confirmed by several follow-up measurements. The LIF spectra of both anisole and toluene 

show significant band structures. 

 

 
Fig. 7. 266 nm LIF spectra of toluene (Left) and anisole (Right) in N2 (solid lines), H2 (dashed lines) and 

synthetic air (dotted lines). The LIF spectra in N2 and H2 are practically superimposed, whereas the LIF 

spectra in synthetic air are significantly different, as are the total intensities of the LIF spectra in air 

compared to N2 and H2. Note that the 266 nm laser line is not removed, this region has to be ignored. 

 

In this study, further organic liquids were also examined for their suitability as LIF tracers. Because 

the LIF intensities are rather weak (up to a factor of 100000 weaker compared to anisole), the signal-

to-noise ratio is not as good as for the common LIF tracer molecules. However, depending on the 

application, different LIF emission ranges are desirable to avoid interference with other 

measurements and problems in the transmission, reflectivity and sensitivity range of the experimental 

setup. In addition, these LIF tracers could be of relevance in combustion laser diagnostics if they are 

a natural fuel component (e. g. in biofuels). 

Diacetyl was excluded as it proved to be too aggressive a chemical for the Teflon seals. Formaldehyde 

(37wt. % in water), glyoxal (40wt. % in water) and 2,4-pentadione provided too low a LIF signal and 

were therefore not pursued further. Several other substances tested produce a noticeable LIF signal: 

Fig. 8 shows the 266 nm LIF spectra in N2 for acetophenone, cyclopentanone, cyclohexanone, ethyl 

acetate and 1,3-dimethoxybenzene. Here too, the 532 nm laser line is not part of the LIF spectrum 

and should be ignored.  
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Fig. 8. 266 nm LIF spectra of further hydrocarbons at ambient conditions in N2 as carrier gas. 

 

For 1,3-dimethoxybenzene, the LIF spectrum is intentionally cut off at 500 nm, as only the 2nd order 

signal of the grating spectrometer was visible at higher wavelengths. Although the grating is blazed 

at 300 nm, a 2nd order signal occurring at twice the wavelength of the original signal is not completely 

suppressed. Such signals can either be avoided by limiting the measurement to the range of the 1st 

order signal, e. g. by using bandpass filters (but then only a limited range can be measured 

simultaneously and intensity calibration can be trickier), or they can be taken into account when 

examining the LIF spectra, as in the present work.  

Acetophenone shows LIF in a broad wavelength range from UV to IR and a distinct band structure. 

The LIF spectrum of 1,3-dimethoxybenzene is bell-shaped like that of the ketones, but has its 

maximum in the UV at the same wavelength as that of OH-LIF. The LIF spectra of cyclopentanone 

and cyclohexanone are surprisingly different, and the ester ethyl acetate shows a combination of a 

bell-shaped UV peak and a second broad LIF emission region in the visible range peaking in the 

orange region. Since the chemicals presented have vastly different LIF spectra, they significantly 

expand the palette of usable LIF tracers. 

6. Conclusions 

This work presents high-accuracy LIF spectra of several ketones (acetone, 2-butanone, 2-pentanone, 

3-pentanone, acetophenone, cyclopentanone, cyclohexanone), aromatics (toluene, anisole, 1,3-

dimethylbenzene) and ester (ethyl acetate) at ambient conditions with a FWHM resolution of 1 nm 

and an unprecedented signal-to-noise ratio. By using a large UV-sensitive sCMOS camera instead of 

an image intensified camera, many issues like low resolution, high noise, nonlinearity, varying 

sensitivity, vignetting, etc. were significantly improved. 

The spectra of aromatics and ketones are fundamentally different, when excited at 266 nm: aromatics 

emit the LIF signal in the 270-340 nm range, whereas ketones only emit the LIF signal from 320 nm 

to over 500 nm. In aromatic compounds that also contain a keto group, the LIF signal from the keto 

group dominates.  

The LIF signal of the aromatic compounds partially overlaps with the OH-LIF signal, which is in the 

range of 310-325 nm. If simultaneous OH-LIF measurements are to be carried out, aromatics are only 

suitable as LIF tracers to a limited extent. Aromatic compounds like anisole and toluene have a strong 

316



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

oxygen quenching effect (difference of more than a factor of 10 between nitrogen and air as carrier 

gas). Both toluene and anisole show some variations in the shape of their LIF spectra in air that should 

be taken into account. 

Ketones have a smooth, bell-shaped LIF spectrum with no recognizable band features, which 

simplifies data reduction when using bandpass filters. Both the shape of the spectrum and the total 

intensity of the LIF signal are insensitive to oxygen quenching. Ketones are therefore recommended 

for concentration measurements in the presence of oxygen.  

The 266 nm LIF spectra of several other chemical substances were measured; they show very 

different curves and structures. These substances thus considerably expand the range of usable LIF 

tracers. 

This paper reports on an ongoing project. Further measurements are planned, including different 

tracers, laser energies and excitation wavelengths, oxygen concentrations, higher temperatures and 

spectral resolution. Special attention was paid to a metrologically correct calibration of the setup.  
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Abstract 

The increasing prominence of hydrogen and its mixture with methane needs a comprehensive 

understanding of the complex interactions linked with industrial explosion risks and mitigation 

strategies. Systems thinking and system dynamics approaches are used to deal with complex systems 

This research explores the application of a Systems Thinking approach in the context of explosion 

management, specifically focusing on safety considerations associated with hydrogen, methane, and 

their mixtures. A Causal Loop Diagram is proposed for providing a holistic view of the complex 

interdependencies linked to the hydrogen enrichment implementation. A System Dynamics-based 

model is developed for computing the effects of hydrogen addition on the explosion risk and 

considering the dynamic behaviour of the interdependencies involving storage conditions, 

infrastructure design, and emergency response protocols. Furthermore, by adopting this holistic 

perspective, this research aims to identify leverage points and potential vulnerabilities in the 

explosion safety management associated with each gas and its mixtures. Using the developed models, 

it is possible to quantify and compare the risk profiles associated with H2 and CH4/H2 mixture 

handling, providing valuable insights for designing effective explosion management strategies. By 

using the Systems Thinking approach, this work contributes to a better understanding of the multiple 

challenges in explosion management, leading to informed decision-making and advancements in 

safety practices. 

Keywords: Systems thinking, System dynamics, complexity, gas explosions, safety management. 

1. Introduction 

One of the most crucial challenges nowadays in the energy sector is the hydrogen economy. In this 

regard, hydrogen enrichment represents one of the most efficient practices for sustainable hydrogen 

energy (Capocelli and De Falco, 2016). In other words, adding hydrogen to a mixture of other fuels 

is a ready alternative that can be a pathway toward a hydrogen economy in the near term. Hydrogen 

contributes only about 5-7% of the total heat of combustion but enables the exploitation of all the 

existing infrastructures and conversion technologies with improved results considering the efficiency 

and emission with respect to pure methane (Middha, 2016). 

However, the hydrogen enrichment implementation brings a considerable additional complexity 

which needs to be explored. This complexity relies on the interdependencies among the adoption 

using CH4/H2 mixtures, their environmental impact, the technology efficiency, the hydrogen 

economy, the connection with renewable energy (RE) pathways, the public acceptance, and the 

explosion risk. 
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One of the most effective frameworks for capturing this complexity is a Systems Thinking paradigm 

because this offers a holistic view of a given complex system (Dueñas Santana et al., 2024). Precisely 

this research aims to capture the complexity linked to the hydrogen enrichment practice by using a 

Systems Thinking approach. 

2. Methodology 

This section contains the methodology proposed in this research study which consists of six main 

stages (Fig. 1.). The first stage aims to analyse the main characteristics as well as advantages and 

disadvantages related to the hydrogen enrichment (HE) of methane. This is crucial in order to 

understand and identify the main causalities associated with the HE. Secondly, a Systems Thinking 

framework is proposed for capturing the complexity linked to the previously identified causalities 

and interdependencies. The third stage consists of building a Causal Loop Diagram (CLD) for 

providing a holistic view of the complex interdependencies linked to the HE implementation. Then, 

the fourth stage focuses on developing a System Dynamics (SD) model for computing the effects of 

hydrogen addition on the explosion risk. The fifth stage aims to analyse the complexity of the HE by 

causal tracing and simulations for decision-making purposes. Finally, future research lines and 

challenges are outlined.  

Fig. 1. Proposed methodology in this research framework 

 

 

320



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

2.1-  Conceptual framework for adopting a Systems Thinking approach  

In general, there is a tendency to interpret the experience as a series of events, which means that every 

event has a cause, which is turned into an effect. This is defined in the literature as the event-oriented, 

or open-loop worldview, in which the assessment of the current state is given by a comparison 

between it and the goal; and then, the gap between the desired situation and the perceived state defines 

the problem (Ball & Wietschel, 2009).  

However, there are certain elements related to the dynamic complexity that need to be included such 

as feedback effects, time delays, stocks, and flows. The problem is that complex and real systems 

react to our interventions, and these modify the environment. Therefore, there is feedback which 

means the results of the actions define the new situation in the future. Then, this new state alters the 

assessment of the problem and the possible effective policies needed to solve it. Additionally, there 

are some side effects which can emerge in an unanticipated way (Sterman, 2002). Understanding this 

is crucial because often policy resistance arises because of misunderstanding of the full range of 

feedback operating in the system. Hence, yesterday’s solutions transform into today’s problems, 

which implies that without a clear understanding of the feedback processes which trigger the possible 

system outcomes, (generally as a consequence of the taken policies) it is possible to create new crises 

(Garcia, 2009).  

Systems Thinking and SD approaches are used to deal with complex systems. Systems Thinking is 

related to qualitative modelling, and it aims to develop a conceptual model for capturing the dynamic 

interaction between system components. SD approach refers to quantitative modelling, and it aims to 

build a simulation model for computing the dynamic interactions among different components 

(Sterman, 2002). 

Moreover, the adoption of a Systems Thinking approach allows the development of models after a 

really careful assessment of the elements of the complex system and its interconnections and 

interdependencies. Using an SD approach, the internal logic of the model can be extracted and 

knowledge then can be gained for a long-term dynamic evolution of the system. The key issue for the 

model construction is the analysis of the internal logic and the structural relationships within the 

system. Therefore, the main application of SD is in the field of complex defined environments. 

(Dueñas Santana et al., 2024).  

There are three main elements of a SD-based model: reinforcing loops, balancing loops, and delays. 

Reinforcing loops (RLs) generate growth, amplify deviations, and reinforce change. These are 

positive feedback loops and can lead also to the collapse of the system, and extreme changes as well. 

Balancing loops (BLs) change the current value of a system variable or a desired or reference variable 

using some actions. It corresponds to a negative feedback loop in control theory and it tends to be 

self-regulating. The third basic element is a delay, which is used to model the time that elapses 

between cause and effect. Delays make it difficult to link cause and effect (dynamic complexity) and 

could lead to unstable system behaviour, increasing the tendency of systems to oscillate. Real-life 

systems contain both types of loops, and the ultimate behaviour will depend on the dominant type at 

any particular time. Hence, it is important to understand how the structure of a given system affects 

their behaviour. Each CLD is associated with qualitative dynamic behaviour (Haraldsson & Sverdrup, 

2021).  

For developing the SD-based model in this research it is assumed that the Explosion Risk Level can 

be computed by using the equation (1) as follows: 

𝐸𝑥𝑝𝑙𝑜𝑠𝑖𝑜𝑛 𝑅𝑖𝑠𝑘 𝐿𝑒𝑣𝑒𝑙 = ∫(𝐸𝑥𝑝𝑙𝑜𝑠𝑖𝑜𝑛 𝑅𝑖𝑠𝑘 𝐼𝑛𝑓𝑙𝑜𝑤 − 𝐸𝑥𝑝𝑙𝑜𝑠𝑖𝑜𝑛 𝑆𝑎𝑓𝑒𝑡𝑦 𝑀𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡)𝑑𝑡

𝑡

0
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3. Results and discussion 

This section exposes the main obtained results and the developed conceptual models in this research 

framework. It is divided into five main sub-sections considering the stages proposed in the 

methodology: (1) advantages and disadvantages of hydrogen enrichment, (2) Systems Thinking 

approach for capturing the complexity linked to the HE, (3) a new conceptual model (CLD) for HE 

practice, (4) an SD-based model for computing the explosion risk of HE, and (5) future research and 

challenges.  

3.1- Hydrogen enrichment of methane. Advantages and disadvantages (Stage 1) 

Hydrogen enrichment implementation brings several advantages to the hydrogen economy 

(Makaryan et al., 2022). Notwithstanding, it triggers some negative effects, especially for the 

increased explosion risk and therefore less public acceptance (Groth and Al-Douri, 2023). Table 1 

shows some of the most relevant advantages and disadvantages of the HE practice according to the 

reports in the literature(De Santoli et al., 2017; Judd and Pinchbeck, 2015; Middha et al., 2011).  

Table 1. Advantages and disadvantages of the hydrogen enrichment 

Factor Advantages Disadvantages 

Economic impact. Increase in the efficiency of the 

hydrogen economy. 

Capital investments and new 

infrastructures (especially with higher 

hydrogen concentrations). 

Environmental impact. Decrease the emissions of carbon 

dioxide, carbon monoxide, and 

methane. In general, it brings much 

more environmental benefits 

compared to methane. 

It could increase the emissions of 

nitrogen oxides. 

Societal impact. Works on public acceptance should be 

implemented by investing in safety. 

Public acceptance could be decreased if 

an explosion occurs. 

Safety management. Stricter safety regulations are needed 

triggering more efficient safety 

management procedures. 

Increased explosion risk. 

 

3.2- Systems Thinking approach for hydrogen enrichment (Stage 2) 

A Systems Thinking approach provides a holistic view of a given complex system (Sterman, 2002). 

It helps to visualize the complex interdependencies among the following variables: (1) adoption rate 

for using hydrogen/methane mixtures, (2) hydrogen enrichment practice, (3) technology efficiency, 

(4) environmental benefits, (5) efficiency of the hydrogen economy, (6) public acceptance, (7) failure 

probability, (8) explosion risk, (9) RE production and integration, (10) investment in safety, (11) 

explosion event, (12) domino effect propagation, and (13) major explosion consequences. These 

variables are linked by analysing the feedback loops which include them. Additionally, the role of 

effective safety management procedures, the gap between the actual and the perceived risk level, the 

human expertise, the innovation and development advancements, and the inherent safety are linked 

to the explosion risk by developing a system dynamics-based model.  
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3.3- A new conceptual model (CLD) for hydrogen enrichment (Stages 3-5) 

A new conceptual model (CLD) is proposed for capturing the complexity related to the HE (Fig. 2.) 

Fig. 2. CLD for analysing the hydrogen enrichment implementation 

This CLD was built according to six main feedback loops (Table 2), considering the 

interdependencies among the model variables. Figures 3, 4, and 5 show the causal tracing for the 

variables: (1) adoption rate, (2) hydrogen enrichment practice, and (3) public acceptance. This 

analysis brings the remark that the hydrogen enrichment implementation is a high-interconnected 

complex system itself, where the main variables influence each other, triggering a huge number of 

new feedback loops.  

Table 2. Integrated feedback loops (FL) in the CLD for analysing the adoption of hydrogen enrichment to 

methane fuel gas 

No. Feedback loop Loop description 

01 H2 enrichment (HE) reinforced by 

technology efficiency. 

The HE practice has several advantages from a technological 

point of view such as (1) a decrease in fuel consumption, (2) 

an increase in ignition limits, (3) a higher combustion rate, (4) 

higher thermal efficiency, (5) better flame stability, (6) an 

increase in the velocity of the flame propagation. These 

characteristics linked to the addition of H2 to methane brings 

more efficient fuel combustion, leading to higher technology 

efficiency. In other words, this promotes a more efficient 

hydrogen economy, reinforcing the adoption of HE. 

02 HE reinforced by environmental benefits. The adoption of HE brings some positive impacts on the 

environment such as the reduction in CO2, CO, and CH4 

emissions. However, there are some studies which support the 

idea that the HE can lead to more NOx emissions. Despite this, 

in general, the HE reduces the pollutant gases, helping to meet 

the decarbonization objectives of the European Union. This 

positive environmental impact reinforces the public 

acceptance of the HE practice, and therefore the adoption of 

the HE itself. 

03 HE linked to renewable energy (RE) 

production and integration, and to the 

hydrogen economy.  

If the hydrogen used for the HE practice is produced from RE 

sources, this reinforces the integration of RE production 

leading to more forces on the HE itself. At the same time, 

when more hydrogen is required, more pressure will be 

established on green and/or blue hydrogen, making more 

efficient the current hydrogen economy.  
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04 HE practices linked to the explosion risk 

and the public acceptance. 

HE can lead to a higher failure probability (due to the addition 

of H2 phenomena such as hydrogen embrittlement). After a 

loss of containment, a flammable fuel-air cloud increases the 

explosion risk. This risk itself can decrease the public 

acceptance of HE usage. An explosion event can occur via a 

detonation (with direct ignition, but less probable) or 

deflagration phenomenon (with a delayed ignition, and much 

more probable). The major consequences came from a 

detonation rather than a deflagration. However, the hydrogen 

presence brings an additional complex issue in this regard, due 

to the deflagration-to-detonation transition (DDT), which can 

cause real severe damage. The high pressures due to a 

detonation can provoke structural damage, loss of life, and 

additional fires and/or BLEVEs. These major explosion 

consequences, decrease the public acceptance of the HE 

practice, balancing its adoption.  

05 Efficiency of H2 economy linked to the 

explosion safety management. 

The implementation of the HE can lead to a more efficient 

hydrogen economy, one of the most crucial challenges 

nowadays. Part of this profits must be used for investing in 

safety management. The investment in mitigation measures as 

well as in prevention procedures will reduce the explosion 

risk, reinforcing the HE implementation.  

06 Public acceptance of the HE practice. The public acceptance of the HE implementation can be 

reinforced due to the environmental benefits and the 

efficiency of the hydrogen economy. On the other hand, 

public acceptance is balanced by the increased explosion risk 

and the possible major explosion consequences. Public 

acceptance itself can bring a certain delay to promote the 

adoption of the HE practice.   

 

 

Fig. 3. Causal tracing for the adoption rate for using H2/CH4 mixtures 
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Fig. 4. Consequences of the hydrogen enrichment practice 

 

Fig. 5. Causal tracing for the public acceptance of the hydrogen enrichment practice 

 

These huge number of new feedback loops appear as a consequence of the emerging complexity of 

the hydrogen enrichment implementation. Figure 6 shows the number of loops and the maximum 

observed loop length starting from the main model variables. 
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Fig. 6. Loops involved and max. length for the main model variables 

The maximum number of feedback loops is observed starting from the variables adoption rate and H2 

enrichment practice, with 469 loops, and the maximum length is 18, which means that 18 out of the 

40 variables are involved at least in one of these loops (45%). After that, the third most interconnected 

variable is the explosion risk (441 feedback loops-18 max. length), followed by the efficiency of the 

hydrogen economy (440 feedback loops-18 max. length), the investment in safety, and the explosion 

event (420 feedback loops-18 max. length, each one). Hence, the explosion risk plays a crucial role 

in the hydrogen enrichment implementation which is additionally studied in the following section.  

3.4- An SD-based model for explosion risk related to hydrogen enrichment (Stages 4-5) 

This section focuses on developing a System Dynamics-based model (Fig. 7.) for computing the 

explosion risk considering different percentages of hydrogen enrichment.  

Fig. 7. SD-based model for explosion risk linked to hydrogen enrichment 
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This SD-based model complements the previously developed CLD by adding the following variables: 

(1) explosion safety management, (2) innovation and technology development, (3) inherent safety, 

(4) optimal storage conditions, (5) gap between actual and perceived risk level, and (6) human 

expertise.  

For simulation purposes, the flammability in this model is taken as the difference between the 

flammability limits of different hydrogen compositions in the gas mixture according to Table 3 

(adapted from the study of Atzori, 2023) 

Table 3. Data for SD-based model simulations 

Molar Hydrogen 

Percentage 

Lower Flammability 

Limit (LFL) (% vol.) 

Upper Flammability 

Limit (UFL) (% vol. ) 

Flammability range (% 

vol.) 

0 4.4 16.5 12.1 

20 4.4 17.9 13.5 

30 4.3 19.5 15.2 

40 4.2 24.0 19.8 

100 4.0 75.0 71.0 

 

Figure 8 shows the dynamic evolution of the explosion risk profiles considering different hydrogen 

compositions (Table 3). 

 

Fig. 8. Dynamic evolution of the explosion risk profiles linked to the hydrogen enrichment 
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In general, it is observed an exponential growth in the first 5 minutes after a gas release for all the 

fuel mixtures, after that a slow increment of the explosion risk is captured due to the effect of the 

safety control measures. Despite that, this increment tendency is much higher for pure hydrogen than 

for the mixtures with methane. Similar tendencies are obtained for hydrogen compositions of 20% 

and 30% with regard to pure methane, however, the explosion risk is slightly higher. For hydrogen 

composition, 40% higher differences are observed compared to pure methane, but the explosion risk 

is still much lower than that of pure hydrogen. Therefore, this reinforces the idea that hydrogen 

enrichment explosion risk, although not negligible, can be managed effectively in the same way that 

the methane explosion risk for hydrogen molar compositions below 30%. These results are similar to 

those reported in the literature (Messaoudani et al., 2016; Molnarne and Schroeder, 2019). 

3.5- Future research and challenges (Stage 6) 

Future research can be performed by transforming the proposed conceptual model (CLD) into System 

Dynamics-based models. For this purpose, data about the public acceptance of hydrogen enrichment 

and the connection of this with renewable energy production and storage will be needed, challenging 

the simulation of these models. Computation of different expert criteria by Fuzzy logic could offer a 

solution in this regard. Moreover, the developed SD-based model for computing the explosion risk 

can be extended and applied to other fuels by considering specific safety management procedures and 

their effectiveness.  

4. Conclusions 

This research proposes a Systems Thinking framework for analysing the complex interdependencies 

linked to the hydrogen enrichment of methane. Two models were developed, the first one for 

capturing the interrelations related to the adoption rate of the hydrogen enrichment, and the second 

one for computing the explosion risk linked to different hydrogen concentrations in the gas mixture. 

The advantages of using the developed models and future research lines are as follows: 

(1) The CLD can be further transformed into a Forrester Diagram, and in this way, it will be possible 

to quantify the adoption rate using real data. 

(2) The SD-based model can be used in the presented form for assessing and comparing other fuel 

explosion risks.  

(3) These two models can be used and extended for developing a unified framework for Risk 

Assessment and Safety Management in the chemical industry and the energy sector by considering 

the complex interdependencies among the economy, the environment, and society.  

Overall, by considering a Systems Thinking framework, it is possible to capture the emerged 

complexity and the interaction among the analysed variables linked to the hydrogen enrichment 

practice.  
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Abstract
The current paper focuses on high-pressure reservoirs and the consequences of their potential burst,
related to scenarios of thermal or mechanical aggressions, in tunnels.
CFD (Computational Fluid Dynamics) modeling can be used to account for the effects of such
scenarios. An intrinsic advantage of such an approach consists in integrating the specific geometrical
effects (tunnel walls, presence of vehicles) on the pressure wave propagation.
To meet such an objective, experimental data are required to offer an opportunity for validation. Data
from the literature and new ones from INERIS are detailed in this paper, with their strengths and
weaknesses to identify relevant test cases for CFD.
Phenomenological tools are tested against experimental cases of bursting tank in a free field to
evaluate their prediction capability for pressure. These tools could be used along with CFD in a global
modeling framework.
CFD is tested against fictitious free-field cases, investigating the effect of the thermodynamic model
on the results. The numerical method for propagating the pressure wave in realistic tunnels is also
studied.

Keywords: tank burst, pressure effects, CFD, phenomenological tools

Introduction
To meet the objective of reducing the transportation impact on the global warming, car manufacturers
currently develop new technologies. According to this change, the propulsion of vehicles crossing
tunnels is expected to be more and more varied in a next future with Batteries, Fuel Cells or spark-
ignition engines using either Natural Gas or Hydrogen. Currently, those two gases, Hydrogen and
Natural Gas, are stored at a gaseous state under high pressure, up to 700 bar. The presence of such
reservoirs in tunnels raises new risks that should be finely considered by technical experts and
regulators.
A first specificity of such bursts in confined geometries is the existence of a reflection zone, close to
the bursting capacity, leading to the formation of a planar pressure wave. The intensity of this latter
decays much more slowly than in free field. Also, vehicles can be present and influence the pressure
wave propagation.
As CFD intrinsically accounts for geometrical effects, this method appears attractive for dealing with
these scenarios. Nevertheless, confronting CFD computations to reference test cases is needed to
define a modeling strategy. Available experimental data are first listed and described.
Phenomenological tools are then tested against some points of the database. These tools could be used
along with CFD for getting a reference solution for example. CFD computations are also compared
with free-field and tunnel burst tank cases.
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1. Experimental data

1.1. Tunnel cases
The data of the literature produced in the framework of experimental campaigns in tunnels is given
in the Table below. They are mainly the measurements from Kudriakov et al. (2022) in a disused 507
m long road tunnel. Original data obtained by INERIS in its test tunnel are also supplied. This tunnel
cross section is about 10 m² and its length of about 80 m.

Table 1. Dataset for the tank burst in tunnel. The tests performed at INERIS are in italics. Reference [1]
stands for (Blanc-Vannet et al., 2019), [2] for (Kudriakov et al., 2022) with second pressure peak in

brackets, [3] for (Ruban et al., 2012) and [4] for (INERIS, 2012)
Gas Bottle

type
Aggression
mode

Volume
(L)

Initial
pressure
(bar)

Rupture
pressure
(bar)

Brode energy
(ideal gas law)
(MJ)

Pressure measurements Ref.

N2 IV Fire 19 700 706 3.3 At 5m: 220mbar [1]
N2 IV Fire 19 700 715 3.4 At 5m:287mbar [1]
N2 IV Fire 36 700 749 6.7 At 5m: 433mbar [1]
N2 IV Fire 36 700 716 6.4 At 5m: 399mbar [1]
N2 IV Fire 19 525 585 2.8 At 5m: 399mbar [1]
N2 IV Fire 19 700 714 3.4 At 5m: 377mbar [1]
He IV Detonation

belt
78 650 650 7.7 At 30 m: 98 mbar / 50m: 85 mbar

80 m: 72 mbar / 110m: 68 mbar
140 m: 61 mbar / 170 m: 55 mbar

[2]

H2 IV Detonation
belt

78 520 520 10.1 At 30 m: 207 mbar (271 mbar)
50m: 180 mbar (243 mbar)
80 m: 160 mbar / 110m: 205 mbar
140 m: 202 mbar / 170 m: -

[2]

H2 IV Detonation
belt

78 610 610 11.9 At 30 m: 187 mbar (218 mbar)
50m: 180 mbar (225 mbar)
80 m: 151 mbar (204 mbar)
110m: 205 mbar (336 mbar)
140 m: 301 mbar / 170 m: 179 mbar

[2]

He IV Fire 36 350 378 2.1 At 30 m: 187 mbar [3]
He IV Fire 36 700 703 3.8 At 30 m: 248 mbar [3]
He III Fire 17 718 881 2.3 At 19 m: 140 mbar / 24 m: 159 mbar

/ 29 m: 152 mbar
[3]

He IV Mechanical
impact

2.4 698 698 0.25 At 1 m: 150 mbar / 5 m: 50 mbar [4]

He IV Mechanical
impact

2.4 693 693 0.25 At 2 m: 142 mbar / 5 m: 67 mbar [4]

A CFD method for modeling high-pressure tank bursts should be regarded on cases with increasing
physical complexity for validation purpose. Then, a modeling work should first address the burst of
non-reacting gas tanks. Indeed, the fireball was proved to contribute to the pressure effects (Molkov
et al., 2015). Furthermore, the aggression mode is of importance as it impacts the discharge of the
pressure wave. In free field, most reservoirs of the literature contain hydrogen and are thermally
aggressed, making these cases hard to address with CFD. A CFD method was nevertheless previously
proposed by Molkov et al. (2021) for such cases.
The results obtained recently by Kudriakov et al. (2022) are interesting as the way the pressure
discharge is obtained is partially controlled, non-reacting gases are used, and numerous measuring

331



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions
Naples, ITALY – June 10-14, 2024

points were exploited. Nevertheless, there are no pressure measurements around the tank (between
the tank and the first wall met by the pressure wave for example).
When the purpose is to assess the behavior of modeling tools, it is wished to check they could
reproduce the pressure field from the source to an observer location. Some campaigns show only one
measurement point, making them difficult to be used for validating tools.
The graph below is built from the data of Table 1. It plots the peak pressure versus the reduced
distance 𝜆, which writes: 𝜆 = 𝑟/𝑚𝑇𝑁𝑇

1/3 . 𝑟 is the distance between the pressure source and the sensor
and 𝑚𝑇𝑁𝑇  is the TNT equivalent. This latter is deduced from 𝐸, the tank rupture energy, closed with
the expression of Brode (1959): 𝐸 = Δ𝑝.𝑉/(𝛾 − 1). 𝑉 is the tank volume, Δ𝑝 is the rupture pressure
and 𝛾 is the heat capacity ratio of the stored gas. An ideal gas behavior is assumed in this formula.
A free-field pressure decay is computed with the PROJEX tool (Heudier, 2013), relying on the Multi-
Energy method abacus (Van der Berg, 1984). The severity is then set to 10 and the explosion energy
is calculated with the Brode formula. The comparison shows that for a given explosion energy, the
available experimental data describe either the spherical pressure wave expansion or the planar wave
propagation, but not the whole propagation process.

Fig. 1. Overpressure peaks in case of tank burst in tunnel (experiments) and in free field (calculations). The
blue line approximates the PROJEX results.

The database is not sufficient for testing CFD. Tank burst cases in free field are then regarded in the
next section.

1.2. Free-field cases
The data found in the literature related to tests of high-pressure tanks bursting in free field are detailed
in Table 2. This latter contains also original data produced by INERIS.
The overpressure measurements in Fig. 2 show that several values of overpressure peaks can be
retained, depending on the analysis of the measured signal. That’s why, in Table 2, for some tests,
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several values of overpressure peaks are indicated for the same sensor. For this reason, it is preferable
to have the overpressure signals and not only the peak values when trying to assess the performance
of modeling tools such as phenomenological or CFD based ones.

Table 2. Dataset for the tank burst in free field. For the data (1), the bottle was surrounded by four concrete
walls that could have impacted the measured value. Furthermore, the bottle moved when bursting making it
difficult to know the real distance between the sensor and the bottle. The tests performed at INERIS are in

italics. Reference [1] stands for (Zalosh et al., 2005), [2] for (Shen et al., 2018), [3] for (Tamura et al.,
2006), [4] for (Chaineaux, 2000), [5] for (INERIS, 2010) and [6] for (Blanc-Vannet et al., 2019)

Gas Bottle
type

Aggression
mode

Volume
(L)

Initial
pressure
(bar)

Rupture
pressure
(bar)

Pressure measurements Ref.

H2 IV Fire 72.4 343 357 On the bottle axis, at 4.2m: 650 mbar
On the normal axis, at 1.9m: 3 bar / 4.2 m: 830
mbar, 6.5m: 410 mbar

[1]

H2 III Fire 165 350 440 No pressure measurement. Bottle projected 200
m away

[2]

H2 IV Fire 35 700 945 At 5 m: 1.1 bar / 10 m: 234 mbar [3]
H2 III Fire 36 700 995 At 5 m: 743 mbar / 10 m: 234 mbar
H2 N/A Detonating

cord
9 700 700 Axis 1, at 10 m: 96 mbar / 15 m: 58 mbar

Axis 2, normal to axis 1:
at 10 m: 110 mbar / 15 m: 64 mbar

[4]

H2 IV Fire 2.4 481 600 At 5 m: 58-68 mbar / 10 m: 30-36 mbar [5]
H2 IV Fire 2.4 525 673 At 5 m: 58-75 mbar / 10 m: 32 mbar
H2 IV Fire 2.4 700 827 At 5 m: 61-69-78 mbar / 10 m: 38 mbar
H2 IV Fire 2.4 700 854 At 5 m: 71-80-104 mbar / 10 m: 41-53 mbar
N2 IV Fire 19 700 722 At about 1 m: 1 bar(1) [6]
N2 IV Fire 19 467 488 At about 1 m: 2.5 bar(1)

He IV Fire 19 700 730 At about 1 m: 4.5 bar(1)

He IV Fire 19 467 506 At about 1 m: 2.5 bar(1)

H2 IV Fire 19 700 713 At about 1 m: 450 mbar(1)

H2 IV Fire 19 467 483 At about 1 m: 6-7 bar(1)

Fig. 2. Pressure signals measured for the burst of a 2.4 L bottle containing 700 bar of hydrogen. Red: at 5
m. Blue: at 10 m.
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Again, a campaign only supplies a single measurement, which is not enough for testing the codes.
This measurement can also be disturbed by the surrounding walls. The data coming from (INERIS,
2010) presents several tests and two measuring points. The first pressure rise is followed by several
pressure peaks. This may notably be explained by a progressive pressure discharge, which is tricky
to address through numerical modelling. The first part of the signals of Zalosh et al. (2005) and
Tamura (2006) (not shown) is closer to the typical shock wave shape, with a single peak followed by
a pressure decay. Some data obtained for non-reacting gases could greatly improve the database,
when thinking of modeling tool assessment.

2. Modeling burst tank cases

2.1 Phenomenological tools for free-field bursting tanks
As experimental data appear to miss to provide a complete validation database for CFD dedicated to
bursting tanks, some phenomenological tools are regarded. Indeed, if they are accurate enough, they
could be used to complete experimental dataset with extra points.
The considered tools are PROJEX, the TNT equivalent (TM5 1300, 1969) and the Baker methods
(Baker et al., 1983). Also, the Brode energy upon which PROJEX and the TNT equivalent method
rely can be quantified with the ideal gas law and with a real gas law, such as the Able-Nobel one
(Molkov et al., 2015). The dataset provided by Zalosh and Tamura is used to test the
phenomenological approaches (see Tables 3 and 4). All approaches are employed for a charge located
on the ground and do not account for chemical effects related to a fireball generation.

Table 3. Phenomenological tools results compared to Zalosh measurements (Zalosh et al., 2005). The Baker
method results are from Molkov et al. (2015). Computations made for a TNT equivalent of 4.57 MJ/kg.

Location Exp. data PROJEX
(6.46 MJ)

PROJEX A-N
(5.33 MJ)

TNT Eq.

(1.41 kg)

TNT Eq. A-N

(1.16 kg)

BAKER A-N

(9.4 MJ)
at 1.9 m orthogonally to the
bottle axis

3 bar 2.35 bar 2.05 bar 4.2 bar 3,6 bar 3,19 bar

at 4.2 m on the bottle axis 650 mbar
441 mbar 403 mbar 740 mbar 650 mbar 608 mbar

at 4.2 m orthogonally 830 mbar
at 6.5 m orthogonally 410 mbar 222 mbar 205 mbar 336 mbar 302 mbar 284 mbar

Table 4. Phenomenological tools results compared to Tamura measurements (2006).
Location Exp. data PROJEX

(8.3 MJ)
PROJEX A-N
(5.8 MJ)

TNT Eq
 (1.81 kg)

TNT Eq. A-N
(1.27 kg)

35 L type
IV bottle

at 5 m orthogonally to
the bottle axis

1.1 bar 390 mbar 320 mbar 618 mbar 500 mbar

at 10 m orthogonally to
the bottle axis

234 mbar 138 mbar 116 mbar 196 mbar 165 mbar

Exp. data PROJEX
(8.95 MJ)

PROJEX A-N
(6.3 MJ)

TNT Eq.
(1.96 kg)

TNT Eq. A-N
(1.37 kg)

36 L type
III bottle

at 5 m orthogonally to
the bottle axis

743 mbar 402 mbar 331 mbar 650 mbar 520 mbar

at 10 m orthogonally to
the bottle axis

234 mbar 142 mbar 120 mbar 204 mbar 172 mbar
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For the Zalosh database, all the methods recover the proper orders of magnitude. Nevertheless, the
most accurate methods seem to be the TNT Equivalent method with a real gas law and the Baker
method. Concerning the Tamura cases, PROJEX and the TNT equivalent method underestimate the
peak about 1 bar, 5 m from the first bottle. Overall, the best results are obtained with the TNT
equivalent method.
According to the results, the phenomenological methods give most of the time the proper orders of
magnitude when compared with the chosen experiments but are not necessarily accurate. These
methods can help to assess a result obtained with CFD but do not give strict reference results.

2.2 CFD
The CFD approach is regarded in modeling the fictitious case of the burst of a 78 L reservoir
containing air at a pressure of 610 bar. The CFD tool is OpenFoam (Weller, 1998). The solver
rhoCentralFoam is chosen. It solves the Euler equations with the convective numerical scheme of
Kurganov and Tadmor (2000). The time derivatives are discretized with the Euler scheme. The basic
solver does not account for transport equations for the chemical species, meaning the gas in the bottle
and in the environment is the same. By default, also, the user can only rely on an ideal gas law. The
specific heat at constant pressure can be set to a constant or a JANAF table can be used to introduce
a law 𝐶𝑝 = 𝐶𝑝(𝑇).

Developments were carried out to add the transport equations for chemical species and enable to
account for a real gas law such as the Peng-Robinson one. A recent work (Ghasemi, 2020) gives
elements to perform the coding.
Several CFD computations are performed for a regular mesh, the cell width being 5 cm. In a volume
equal to the tank one, a pressure of 610 bar is initially imposed. The discharge is then implicitly
modeled as the instantaneous disappearance of the tank walls. The results of the CFD computations
for several parametrizations are given in the Table below, as well as results obtained with
phenomenological tools. It can be seen these latter tools provide the same orders of magnitude from
5 to 30 m from the pressure source, the TNT equivalent overpredicting the PROJEX results. In the
previous part, the TNT equivalent gave the best results for similar bursting cases. The CFD
computation based on a resolution of the chemical species transport equations and a real gas law gave
the closest results to the TNT equivalent ones. It should be nevertheless noted that in the previous
part, the regarded cases involved a fireball, that potentially contributed to pressure effects and not the
current one.
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Table 5. Pressure effects at several distances related to a fictitious case of a bursting 78 L reservoir
containing 610 bar of air. Several computing methods are used.

Distance (m)

Modeling method 5 10 15 20 25 30

PROJEX (E=12.2 MJ) 472 mbar 162 mbar 93 mbar 65 mbar 51 mbar 41 mbar

TNT equivalent (m=2.67 kg) 795 mbar 238 mbar 133 mbar 91 mbar 70 mbar 55 mbar

CFD with ideal gas law and constant Cp
coefficients

168 mbar 69 mbar 38 mbar 25 mbar 21 mbar 19 mbar

CFD with transport equations for chemical
species, an ideal gas law and JANAF tables

1550 mbar 320 mbar 189 mbar 154 mbar 124 mbar 90 mbar

CFD with transport equations for chemical
species, a real gas law (Peng-Robinson) and
JANAF tables

823 mbar 237 mbar 155 mbar 109 mbar 94 mbar 84 mbar

Finally, first CFD computations of a case of the Kudriakov et al. campaign is performed. The Helium
case is addressed as it is theoretically the simplest as no fireball is generated at the tank rupture. The
computational domain is 3D and 120 m long. It is decomposed into cubic cells with a characteristic
width of 5 cm.
It was chosen to work with relatively small cells instead of using an Automatic Mesh Refinement
(AMR) method. Indeed, the criterion that is used by default is the normalized pressure gradient
meaning only the first pressure wave will be refined. This may be fine for dealing with free field cases
but not necessarily tunnel cases for which the reflection zone involving numerous pressure waves is
of importance.
Two CFD simulations are performed, both with the transport of the chemical species and JANAF
tables for computing the Cp coefficients. The first CFD relies on the ideal gas law, the other on the
Peng-Robinson law.
The Figure 4 shows the results obtained 30 m away from the pressure source and the measured
pressure signal. It should be pointed out the experimental signal presented in the Kudriakov et al.
paper has been treated with a low-pass filter and a cut-off frequency of 100 Hz to suppress acoustic
effects. This signal as well as the unfiltered one are given in the Figure. It can be seen the shocks
disappeared with the filtering procedure. The CFD results are very similar between them. The impact
of the gas law can be noticed, as the real gas law leads to lower pressure magnitude but remains
moderate. The CFD pressure waves have a higher intensity than the experimental one and are quicker.
These computations are first attempts in order to assess their potential, but extra work is needed to
address properly free field cases.

336



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions
Naples, ITALY – June 10-14, 2024

Fig. 3. Experimental (yellow) raw (line) and filtered (dash line) signal measured at 30 m after bursting of a
78 L Helium bottle under 650 bar in the Mortier tunnel (Kudriakov et al., 2022). CFD modelling with an

ideal gas law (blue) and a real gas law (red).

3. Conclusions
A CFD approach is studied for dealing with high-pressure tank burst in tunnels. Reference tests are
needed to propose a CFD strategy. Most tests are physically complex as they correspond to a thermal
aggression of a hydrogen tank. These tests do not permit to quantify the part of pressure effects related
to the fireball and the other one related to gas expansion.
Tests in tunnels were performed but the available data remain too limited to design and validate step
by step a CFD modeling strategy. A promising experimental campaign could consist in provoking
tank burst in free field for one or two non-reacting gas and for hydrogen, for the same tank volume
and the same initial pressure. Burst could be generated by a detonating cord to control the discharge
mode (initial pressure and surface discharging pressure). Repeatability tests would be needed. The
same tests could be performed in a gallery or in a tunnel. The locations of the pressure probes should
be the same in both types of tests and chosen in order to detect in tunnel, the reflection zone, the
planar zone and the transition between the two of them.
Phenomenological tools were tested against some free field results. These models recover orders of
magnitude for the pressure magnitude but their accuracy may vary. The way the pressure energy is
quantified for high pressure cases may impact the results.
Some CFD was performed in free field and in tunnel. Some modeling choices for thermodynamics
seem to be preferable nevertheless, the results obtained in the tunnel overestimate the experimental
results. Extra work is needed based on the analysis of the projected experimental campaign mentioned
above. This latter could also be beneficial for checking the behavior of already existing CFD strategies
for modeling hydrogen tank bursts (Molkov et al., 2021).
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With the global goal of minimising energy dependence on fossil fuels, biomass is taking on a crucial 

role, not only as an energy source, but also as a means of reducing greenhouse gas emissions and 

incorporating the use of new biofuels. However, the storage of processed biomass in dust form 

introduces several inherent hazards, e.g. the formation of fires due to self-ignition or the deposition 

of this powdery material on hot surfaces, thus reaching the minimum ignition temperature of dust 

layer. These hazards are not only observed in the industrial safety area but are also associated with 

the process of generating energy from biomass in controlled environments. In order to quantify these 

critical risks, this study focuses on correlating the devolatilisation temperature ranges of the main 

polymers of biomass from the differential analysis of thermogravimetric curves (DTG) to obtain a 

prediction of the minimum ignition temperature of dust layer. This parameter has been experimentally 

determined according to UNE - EN ISO/IEC 80079-20-2:2016. Six samples of lignocellulosic 

biomass of different origin and provenance were studied. The Fraser-Suzuki deconvolution method 

was used to determine the percentage of hemicellulose, cellulose, and lignin in order to establish a 

correlation between the composition and the flammability tendency of the samples. The results of the 

study underline the effectiveness of differential analysis of thermogravimetric curves as a fast and 

accurate tool for predicting the minimum ignition temperature of dust layer in lignocellulosic 

biomasses. This novel method, which requires only 60 mg and has an average error of 1.10% 

compared to experimental temperatures, improves the understanding of the combustibility of 

lignocellulosic biomasses by providing a more complete thermal record than that reported by 

international standard test methods. Therefore, its implementation would provide an improvement in 

terms of preventive and environmental risk management strategies related to combustible dust 

accumulation. 

 

Keywords: Biomass, Thermogravimetric Analysis, Minimum Ignition Temperature of Dust Layer, 

DDTG, Industrial Explosions 

 

1. INTRODUCTION 

Recent studies indicate an increase in global carbon dioxide (CO2) emissions due to, among other 

factors, technological improvements in the industrial sector and associated energy demand. The 

predominant use of fossil fuels intensifies greenhouse gas (GHG) emissions, notably CO2 and 

methane (CH4), contributing to global warming and climate change. This increase in CO2 emissions 

triggers not only climate instability, but also impacts on the ecosystem and the quality of human life. 

This factor leads to an escalation of energy demand and thus to an increase in the carbon footprint 

and environmental consequences. Faced with this problem, during the COP21, the Paris Agreement 

was signed by several countries with the aim of keeping the global temperature increase below 2 ºC 

(Scarlat et al., 2015). 

In line with the goal of reducing greenhouse gas emissions caused by the widespread use of fossil 

fuels, the production of biofuels has intensified and with it the transition to alternative energy sources. 

Despite the potential of biomass and lignocellulosic materials in terms of renewable energy 

production, the implementation of the process to obtain biofuels is characterised by high associated 

costs. However, this limitation draws attention to areas of opportunity that have not yet been fully 

explored. The wide scope for improving economic efficiency, strategic selection and cost optimisation 
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in pre-treatment processes suggests a promising future for biomass and lignocellulosic materials as 

valuable renewable alternatives that have yet to be fully exploited (Abbas Azeez & Al-Zuhairi, n.d.). 

These lignocellulosic materials and biomasses can be treated by various conversion processes 

depending on the final product required. These processes, depending on the type of process applied, 

can be divided into thermochemical and biochemical processes. The first group of processes includes 

combustion, gasification, and pyrolysis, while biochemical processes include anaerobic digestion and 

fermentation (Mckendry, n.d.). 

The recent rise in the use of these types of biofuels raises several risks related to industrial safety, 

triggering an increase in the number of accidents due to spontaneous combustion or smouldering 

processes, among others (Torero et al., 2020). Specifically, these two processes must be taken into 

account when addressing facilities industrial safety design and, in addition, when these processes are 

combined with dust deposition on a hot surface, they can serve as a source of ignition for future events 

(Salamonowicz et al., 2012; Tureková & Marková, 2020). 

For this reason, accredited notified bodies have established certain tests that can experimentally 

predict the temperature at which a quantity of dust deposited on a hot surface will ignite. This 

parameter is known as the minimum ignition temperature of dust layer (MITL) and is standardised in 

the UNE – EN ISO/IEC 80079-20-2:2016 standard (Explosive Atmospheres—Part 20–2: Material 

Characteristics—Combustible Dusts Test Methods, 2021). 

In order to understand the combustion process of powdery biomasses deposited on a hot surface it is 

crucial to understand the thermal profiles. Advance knowledge of these thermal profiles predicts 

potential future problems in terms of industrial and process safety. These thermal profiles are obtained 

by thermogravimetry (TGA) and differential analysis of their curves (DTG and DDTG) (Barzegar et 

al., 2020). By analysing these curves, critical parameters can be obtained, such as the ignition 

induction temperature (IT)  (Castells et al., 2023a), burnout temperature (Tb) (Lu & Chen, 2015), 

maximum weight loss temperature (MWTL), known as the temperature at which the three 

representative polymers of the biomass (hemicellulose, cellulose, and lignin) reach their maximum 

decomposition (Castells et al., 2023a). 

In aiming to analyse the composition of the polymers mentioned above, the deconvolution technique 

using the Fraser Suzuki method was employed, representing an accurate method for this purpose. The 

technique was applied to data collected through thermal profiling extracted from TGA to provide 

accurate estimates of the hemicellulose, cellulose, and lignin content in lignocellulosic biomasses. 

(Perejón et al., 2011).  

Due to the above, the main objective of this study is to introduce a new method never reported before 

to determine the minimum ignition temperature of dust layer from thermogravimetry. In addition, the 

relationship between sample composition by Fraser-Suzuki and ignition tendency has also been 

investigated. This innovative method provides accurate values of the minimum ignition temperature 

of dust layer compared to the data obtained from the experimental test, with a consequent reduction 

of time, sample quantity and toxic vapours emissions. 

 

2. MATERIALS AND METHODS 

2.1. Samples 

The study presents the results obtained from the analysis of six biomass samples with different 

compositions and origins. These samples are categorized as different parts of the olive, various types 

of pellets and organic dusts. Their origins and identification are shown in Table 1. 

 

Table 1: Samples identification 

Material Origin Identification 

Olive pomace Portugal BPA 

Almod shell Portugal BCA 
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Olive leaves Córdoba, Spain BHO 

Wood pellets Gipuzkoa, Spain BPM 

Wheat straw Sweden BP 

Soja dust Huesca, Spain BPS 

 

Olive pomace and olive leaves are by-products of the industrial olive oil extraction process. While 

the remaining samples were obtained through different processes and origins. The samples were 

milled using an IKA-WEKE M20 mill and sieved through a 1 mm sieve. 

Particle size distribution was analysed using laser diffraction (Mastersizer 2000, Malvern, UK), while 

the moisture content was assessed by measuring the reduction in mass when heating a sample to 

105°C using a Mettler Toledo HB43-S halogen analyser. Table 2 displays the particle size 

characteristics and the moisture (MS) content. 

 

Table 2: Samples particle size distribution and moisture content parameters 

Sample 
d10 

 (μm) 

d50  

(μm) 

d90  

(μm) 

MS 

(%) 

BPA 141.49 509.50 1190.13 5.04 

BCA 69.23 534.24 1260.72 7.45 

BHO 188.44 518.60 1167.03 6.22 

BPM 51.88 167.51 653.89 7.92 

BP 9.59 135.31 1008.83 6.87 

BPS 338.21 769.14 1409.92 7.35 

 

2.2. Thermogravimetric Analysis 

Thermogravimetric analysis (TGA) is based on measuring changes in mass when a continuous, 

variable, or constant heating rate is applied. In this case, the Mettler Toledo TG-DSC T50 apparatus 

and 70 µL alumina crucibles were used. The experiments were carried out under three heating rates - 

β - (3, 5, and 7 K/min) and under a gaseous atmosphere that simulates the approximate composition 

of air (79% N2 - 21% O2), with a flow rate of 5 mL/min, simulating a combustion process. The amount 

of sample used for thermogravimetric tests has been 20 ± 1.5 mg. 

By analysing TGA curves, it is possible to obtain the first derivative (DTG) to effectively interpret 

the analysis results. In the case of biomass samples, these curves typically exhibit three different 

phases. First, there is an initial drying phase and intramolecular moisture release, occurring 

approximately between ambient temperature and 120 ºC. Second, a biomass degradation phase takes 

place roughly between 120 ºC and 500 ºC, primarily involving the devolatilisation of hemicellulose 

and cellulose. Finally, there is an oxidation phase of the carbonaceous residue, which occurs at 

temperatures approximately between 500 ºC and 800 ºC. 

Moreover, both TGA and DTG curves provide valuable information for determining key temperature 

points during degradation, as shown in Figure 1. These include the temperature at which the 

degradation rate reaches its maximum, known as the maximum weight loss temperature (MWLT), 

the temperature at which reactions accelerate, referred to as the induction temperature (IT), 

determined according to Castells et al., 2023a, and the burnout temperature (Tb), determine according 

to Lu & Chen, 2015. Furthermore, this parameter can also be determined by identifying the moment 

just before the reaction ceases when the rate of weight loss reaches 1% per minute (Lu & Chen, 2015).  
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Additionally, it is possible to obtain the second derivative (DDTG) to properly address the results of 

the decomposition analysis. The DDTG curve allows to define the decomposition range and identify 

the maximum decomposition points for hemicellulose, cellulose, and lignin, as depicted in Figure 2. 

Specifically, (I) denotes the thermal decomposition range primarily associated with hemicellulose 

(though lignin is also present), locating the peak temperature of hemicellulose devolatilisation            

(H - as indicated on the DDTG curve). (II) encompasses the thermal decomposition range 

predominantly attributed to cellulose (with some lignin content), identifying the peak temperature of 

cellulose devolatilisation (C - referenced on the DTG curve). Lastly, (III) represents the thermal 

decomposition range encompassing lignin and carbonaceous residue, with the peak temperature of 

lignin devolatilisation (L - as marked on the DDTG curve) (Fonseca et al., 2022) (Gu et al., 2023).  

 

2.3. Fraser-Suzuki Deconvolution 

Lignocellulosic biomass is a complex material comprising three key components: lignin, cellulose, 

and hemicellulose. After moisture has been eliminated, the degradation of the sample primarily 

involves the volatilization of these three polymers. Therefore, it becomes possible to estimate the 

composition of lignocellulosic samples by applying deconvolution to the DTG curve and calculating 

the area under each individual component curve (Castells et al., 2020; Morgan et al., n.d.). Among 

the various available methods for curve deconvolution, the Fraser-Suzuki method has been chosen 

for its exceptional accuracy and reliability in this context (Castells et al., 2023b; Varela et al., 2023). 

Equation 1 presents the mathematical model used to perform these calculations. 

 

 

In the context of this equation, it is important to define the various parameters involved: 'Y' represents 

the deconvoluted curve, while 'T' denotes the temperature, 'hi' corresponds to the weight assigned to 

the ith curve in relation to the overall curve, 'si' characterizes the skewness or asymmetry of the i-th 

curve, 'pi' signifies the mean value of the i-th curve, and 'wi' represents the width of the ith curve. 

Furthermore, the parameter 'n' assumes a pivotal role as it indicates the number of pseudocomponents 

derived from the deconvolution process. As conventionally practiced, a value of 3 is typically chosen 

to discern hemicellulose, cellulose, and lignin components. However, it is noteworthy that in some 

𝑦 = ∑ ℎ𝑖 · 𝑒𝑥𝑝 [−
𝑙𝑛2

𝑠𝑖
2 𝑙𝑛 (1 + 2𝑠𝑖

𝑇−𝑝𝑖

𝑤𝑖
)

2
]𝑛

𝑖=1    (1) 

Figure 1: TG and DTG representative points 

MWLT IT Tb 
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cases, samples may exhibit the formation of a carbonaceous residue or char as the reaction progresses, 

necessitating the consideration of a fourth component (Castells et al., 2023b; Varela et al., 2023). For 

the purposes of this particular study, three pseudocomponents are determined. 

 

2.4. Minimum Ignition Temperature of Dust Layer 

The Minimum Ignition Temperature of Dust Layer (MITL) has been determined at the Laboratorio 

Oficial José María de Madariaga (LOM), Universidad Politécnica de Madrid, in accordance with the 

standard UNE – EN ISO/IEC 80079-20-2:2016 standard (Explosive Atmospheres—Part 20–2: 

Material Characteristics—Combustible Dusts Test Methods, 2021). The hot surface consists of a 

circular metal surface providing at least a working area of 100 mm radius and a thickness of not less 

than 20 mm. The plate is electrically heated using glow resistors and controlled by thermocouples. 

This surface must be able to reach a maximum temperature, without dust layer, of 400 °C and must 

be constant with an accuracy of ± 5 K throughout the test process.  

The test is carried out until dust layer is found to have ignited or to have heated above the temperature 

of the plate without igniting (self-heating) and is subsequently cooling. Ignition is considered to have 

occurred if one of the following phenomena is produced: a visible glow or flame is observed, a 

temperature of 450 °C is measured in the dust layer or a temperature rise of 250 K above the heated 

plate temperature is measured in the dust layer. This test enables the determination of the minimum 

temperature at which a 5 mm layer of the sample can ignite, produce sparks, or catch fire. 

 

2.5. Minimum Ignition Temperature Approach Analysis 

Numerous researchers have delved into the configuration of thermocouples in the minimum ignition 

temperature of dust layer test (Tureková & Marková, 2020), yet only a restricted few have developed 

numerical or computational methodologies to gauge this parameter (Li et al., 2020; Salamonowicz et 

al., 2012). Consequently, it is proposed to establish a correlation between the temperature that delimits 

the end of hemicellulose devolatilisation (the shoulder) and the start of cellulose devolatilisation. This 

temperature point aligns with the local minimum that immediately precedes the maximum absolute 

value on the DDTG curve, thereby serving as an estimation of the minimum ignition temperature of 

dust layer, as illustrated in Figure 2. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Thermal decomposition zones of biomass polymers analysed using TG, DTG and 

DDTG and Minimum Ignition Temperature of Dust Layer Approach Point 
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3. RESULTS AND DISCUSSION 

3.1. TGA Results 

The results of the thermogravimetric analysis are detailed in Table 3 and Figure 3, which includes the 

characteristic points for each curve. The outcomes of the IT and Tb parameters are presented from the 

thermogravimetric curve (TG), the MWLT parameter obtained from the derivative of the 

thermogravimetric curve (DTG), and, finally, the peak temperatures of the three main polymers 

extracted from the second derivative of the thermogravimetric curve (DDTG). 

The detailed analysis of the data reveals significant patterns in the thermal responses of various 

biomasses to variations in the heating rate. A clear upward trend is observed in the ignition 

temperatures (IT) and burnout temperatures (Tb) as the heating rate increases. This phenomenon 

indicates a higher susceptibility of biomasses to ignition and more complete combustion at higher 

heating rates. However, it is crucial to note the disparities among the different samples, highlighting 

their uniqueness in response to rapid heating.  

Similarly, the maximum weight loss temperature (MWLT) exhibits a parallel tendency with the 

heating rate. The escalation of the heating rate corresponds to a proportional increase in the MWLT 

value, indicative of enhanced efficiency in decomposition or combustion processes at elevated 

heating rates. Comparing the samples, it is observed that those originating from the olive tree (BPA 

and BHO) together with BPM present higher MWLT values than the other samples.  

This is attributed to the higher content of hemicellulose in these, which shifts the curve to the right. 

Consequently, the temperature of maximum weight loss also shifts, coinciding with the temperature 

of maximum decomposition of the cellulose present in the sample. 

The temperatures of maximum decomposition for the three polymers (hemicellulose, cellulose, and 

lignin) increase proportionally with the applied heating rate. However, as the heating rate increases, 

the associated shoulders become less evident. This is because, at higher speeds, the decomposition of 

polymers occurs simultaneously. Specifically, in sample BCA, it is impossible to clearly distinguish 

the lignin decomposition peak at any rate, as well as the hemicellulose peak at 7 K/min.  

This phenomenon is also evident in sample BPM, where the hemicellulose devolatilisation peak is 

not totally clear. Similarly, this indicates that hemicellulose decomposition occurs concurrently with 

cellulose. In other words, holocellulose undergoes volatilization within a narrow temperature range, 

making it challenging to clearly distinguish between the polymers. 

When comparing the graphs in Figure 3, a common trend is evident: as the heating rate increases, the 

peaks become higher and more pronounced. Similarly, with the increase in this parameter, it is 

observed that in the BCA and BP samples at 7 K/min, it is no longer possible to distinguish the peaks 

related to the devolatilisation of hemicellulose. 

Although both BPA and BHO are samples originating from olive, it is noted that BPA results presented 

in this study are slightly higher than those reported by Castells et al., 2023b. However, the BHO 

sample more closely matches the results reported by the same study. 

Comparing the BCA, BPM and BP samples with the results presented by García Torrent et al., 2016, 

it is observed that in the BCA and BPM samples the temperatures of the analysed parameters are 

lower than those reported in the current study. However, when comparing the wheat straw sample, 

BP, the values presented are remarkably similar to those calculated in this study. 

As for the soybean dust sample, BPS, the values are consistent with parameters reported by other 

authors (Costella et al., 2016; Ramírez et al., 2010). 
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Figure 3: DDTG curves 

 

Table 3: TGA parameters results 

Sample 
Heating rate 

(K/min) 

TG  

(ºC) 

DTG  

(ºC) 

DDTG  

(ºC) 

IT Tb MWLT H-Peak C-Peak L-Peak 

BPA 

3 267.0 435.8 327.3 239.7 327.3 399.6 

5 270.3 446.3 333.2 248.8 333.2 411.8 

7 275.9 452.0 341.1 251.1 341.1 427.2 

BCA 

3 243.3 348.2 309.6 249.4 309.6 NAP* 

5 254.0 357.4 316.0 258.9 316.0 NAP 

7 260.6 365.0 318.7 NAP 318.7 NAP 

BHO 

3 235.4 384.8 322.9 229.6 322.9 394.8 

5 238.0 405.0 324.7 233.5 324.7 406.1 

7 251.7 407.1 338.5 234.9 338.5 411.6 

BPM 

3 298.6 357.7 341.3 285.2 341.3 423.4 

5 302.0 369.1 348.9 291.0 348.9 434.8 

7 308.7 376.6 352.9 NAP 352.9 467.5 

BP 3 251.2 341.4 305.0 257.6 305.0 471.0 
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5 262.0 359.1 312.6 269.6 312.6 481.4 

7 257.6 368.3 314.2 307.6 314.2 487.5 

BPS 

3 219.6 354.7 290.4 204.2 290.4 434.2 

5 222.0 368.3 300.5 209.9 300.5 468.0 

7 234.2 370.6 304.2 212.4 304.2 470.6 
*NAP: Not Appreciable Peak. 

 

3.2. Fraser-Suzuki composition model results 

As previously discussed, we employed the Fraser-Suzuki deconvolution method with a parameter 

value of n = 3 to precisely estimate the content of hemicellulose, cellulose, and lignin. Understanding 

the temperature-dependent degradation behaviour of these polymers is crucial for the aim of the study. 

Hemicellulose is the first to undergo degradation, typically occurring within a temperature range of 

200 °C to 320 °C. Subsequently, cellulose follows suit, with its devolatilisation occurring in the 

temperature range of 300 °C to 400 °C. In contrast, lignin is the most thermally stable polymer and 

requires considerably higher temperatures for full degradation, spanning a wide devolatilisation 

temperature range from 200 °C to 800 °C (Maestri et al., 2019). 

Based on the aforementioned temperature degradation ranges, we assigned pseudocomponent 1 (PS1) 

to represent hemicellulose, pseudocomponent 2 (PS2) for cellulose, and pseudocomponent 3 (PS3) 

for lignin. The mean values obtained for each polymer, accompanied by the R2 fitting parameter, are 

presented in Table 4. However, the standard deviation is also provided and as it does not exceed 5% 

in any of the samples, the average of the three calculated heating ratios is considered as the data to be 

evaluated. 

The values presented indicate that the samples related to the olive, BPA and BHO, exhibited a 

completely different distribution if compared to the other samples. This is due to their cellulose 

content, which is the lowest of the analysed samples, at 16.41% and 19.13%, respectively. BHO 

showed the lowest R2 value, suggesting that the fitting method may lack accuracy. However, the BCA 

sample showed a hemicellulose percentage similar to that of BPA and BHO (27.52% and 25.36%, 

respectively), but in this case, the cellulose content is much higher at 39.61%. 

The results indicate that the predominant polymers in samples not related to the olive are cellulose 

and lignin. The BP sample has the highest cellulose percentage, followed by the BPS sample. 

Regarding lignin, it is observed that the sample with the highest percentage of this polymer is BPA, 

followed by BHO, the only samples with olive origins. 

Comparing results with data collected from the literature, it is noted that the BPA sample is similar to 

the data provided by Danzi et al., 2021. Regarding the two samples of olive origin, the composition 

is very similar, as can be seen in Table 4. The BCA sample shows similarities regarding the 

hemicellulose content reported by Vidal et al., 2019 for the sample tested from the US, but the 

cellulose and lignin content reported in this study is higher. 

The BPM sample only slightly matches the percentage of lignin determined by Sobek & Werle, 2020. 

This may be explained due to the several possible origins for wood pellets, as the type of wood, the 

origin, etc., influence the composition. 

The BP and BPS samples contain similar percentages of hemicellulose. However, only the cellulose 

content of the wheat straw sample is consistent with that reported by Baltierra-Trejo et al., 2016, 

while no relevant data were found in the literature for comparison with the soybean sample. 

On the other hand, the correlation between the hemicellulose content and the minimum ignition 

temperature of dust layer was analysed, as shown in Figure 4. As it can be seen, there is a direct 

relationship: the lower the hemicellulose content, the lower the minimum ignition temperature of dust 

layer. This relationship may mean that hemicellulose, being the polymer that devolatilises at a lower 

temperature, may be the precursor of the reaction that triggers ignition. Therefore, with a higher 

content of this polymer, the energy and temperature required for its volatilisation is higher. 
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Table 4: Fraser-Suzuki deconvolution 

Sample 
PS1  

(%) 
σPS1 

PS2  

(%) 
σPS2 

PS3  

(%) 
σPS3 R2 

BPA 27.52 0.43 16.41 0.59 56.07 1.01 0.99 

BCA 21.00 2.42 39.61 3.42 39.39 1.02 0.99 

BHO 25.36 2.13 19.13 1.84 55.51 3.73 0.93 

BPM 32.80 1.63 34.96 1.64 32.24 0.29 0.99 

BP 18.53 0.86 47.83 0.52 33.64 0.37 0.98 

BPS 12.83 1.96 44.00 4.12 43.17 3.52 0.98 

 

 

Figure 4: MITL vs %Hemicellulose 

 

3.3. Minimum Ignition Temperature of Dust Layer Results 

In order to compare the experimental results with the proposed approximation, the results of the 

Minimum Ignition Temperature of Dust Layer test (MITL) are shown in Figure 5. In all conducted 

tests, a consistent layer thickness of 5 mm has been maintained.  

sample of soybean powder exhibits the lowest value at 270 °C, which means higher ignition 

sensitivity if compared to other samples. Following closely are almond shell and wheat straw, both 

registering a MITL value of 290 °C. This analysis suggests that, under conditions of deposition on a 

hot surface from this temperature onwards, soybean powder is the most prone to ignition, while the 

least flammable is the wood pellet sample and the samples originating from the olive. 

When comparing the results presented with those compiled in the literature, it is observed that the 

BPA sample in this study has a value of 320 °C, contrasting with the 300 °C reported by Fernandez-

Anez & Garcia-Torrent. Similarly, the BPM sample shows a MITL higher than that presented in the 

aforementioned study but lower than the MITL value for the BP sample. On the other hand, referring 

to the same article, the MITL value for the BCA sample remains unchanged. 

 

3.4. Minimum Ignition Temperature Approach Results 

In Table 5 and Figure 5, the results obtained through the new method to determine the minimum 

ignition temperature of dust layers are presented. In Figure 5, it is observed that only the upper limit 

has been depicted. The aim of solely representing this limit is to establish a safety margin in relation 

to the ignition temperature, as referred to in the experimental test. It is observed that these results 
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follow the same trends described in the previous section regarding the flammability of the samples. 

Sample BPS exhibits the highest flammability, while sample BPM is the least flammable. 

Upon examining Table 5, it is noteworthy that the maximum error occurred in sample BPS at a heating 

rate of 7 K/min. Extrapolating this error to the other results, we can conclude that the highest 

percentage of error occurs in most samples at this heating rate. This phenomenon is due to the fact 

that, as mentioned in Section 3.1, the decomposition of polymers occurs more simultaneously as the 

heating rate increases. This is why, in samples BCA and BP at 7 K/min, it has not been possible to 

appreciate the point related to the parameter approximation. 

On the other hand, it is observed that only sample BPS at heating rates of 5 and 7 K/min is outside 

the ignition range. This means that, in principle, the minimum ignition temperature of dust layer is 

determined with an accuracy of 5 K between the no-ignition temperature and the ignition temperature. 

Therefore, if this temperature is outside this range, it is because MITLapproach > Ignition Temperature. 

It is highlighted that the average error at heating rates of 3 and 5 K/min is similar, with values of 

1.22% and 1.23%, respectively. The average error at 7 K/min cannot be verified because in samples 

BCA and BP, the peak determining the minimum ignition temperature of dust layer is not observed 

according to this new model. However, the average of the temperatures results in the value closest to 

the experimental, with an average error of 1.10%, thus establishing this temperature as MITLapproach 

as Equation 2. This equation shows the average of the values obtained for each evaluated point of the 

DDTG curve for heating rates of 3, 5 and 7 K/min because at higher heating rates, it does not make 

sense to evaluate the resulting data, as there are several peaks that are not appreciable. 

 

 

Table 5: Minimum Ignition Temperature of Dust Layer Approach Results 

Sample 
Heating rate 

(K/min) 

MITL  

(ºC) 

MITLapproach  

(ºC) 
Error 

(%) 
In range?* 

BPA 

3 

320 

313.78 1.94 Yes 

5 318.06 0.61 Yes 

7 322.79 0.87 Yes 

Average 318.21 0.56 Yes 

BCA 

3 

290 

286.81 1.10 Yes 

5 289.7 0.10 Yes 

7 NAP - - 

Average 288.26 0.60 Yes 

BHO 

3 

310 

308.63 0.44 Yes 

5 305.68 1.39 Yes 

7 319.93 3.20 No 

Average 311.41 0.46 Yes 

BPM 

3 

340 

331.2 2.59 Yes 

5 335.67 1.27 Yes 

7 336.1 1.15 Yes 

Average 334.32 1.67 Yes 

BP 

3 

290 

292.19 0.76 Yes 

5 294.39 1.51 Yes 

7 NAP - - 

Average 293.30 1.13 Yes 

𝑀𝐼𝑇𝐿appro𝑎𝑐ℎ
=

∑ 𝑀𝐼𝑇𝐿𝑎𝑝𝑝𝑟𝑜𝑎𝑐ℎ𝛽𝛽=(3, 5, 7)|𝑘·𝑚𝑖𝑛−1

𝑙𝑒𝑛𝑔𝑡ℎ (𝛽) 
 

(2) 
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BPS 

3 

270 

268.69 0.49 Yes 

5 276.76 2.50 No 

7 282.03 4.46 No 

Average 275.83 2.16 No 
*In range?: Yes, if MITLapproach < MITL + 5 K; No, if MITLapproach > MITL + 5 K 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. CONCLUSIONS 

The aim of this research has been the inclusion, validation and verification of a new model, which 

based on thermogravimetric curves (TGA), allows obtaining the minimum ignition temperature of 

dust layer from lignocellulosic biomass with an average error of 1.10%. Additionally, our objective 

was to evaluate the relationship between the percentage of each polymer in its composition, obtained 

through Fraser-Suzuki deconvolution via thermogravimetric analysis, with the flammability of the 

different biomasses reported in this study. 

When applying thermogravimetric techniques, it is crucial to define the heating rate correctly, as it 

was proved that an increase in the heating rate led to thermal lag, higher induction temperatures, and 

higher maximum weight loss temperatures. Furthermore, depending on the lignocellulosic biomass, 

it is possible that at a heating rate above 5 K/min, the volatilization of hemicellulose and cellulose 

may not be distinguishable adequately to observe the temperature of the new method for obtaining 

MITL. 

A direct correlation has also been found between the amount of hemicellulose and the minimum 

ignition temperature of dust layer. The lower the hemicellulose content, the lower the minimum 

ignition temperature of the dust layer. This relationship suggests that hemicellulose, being the 

polymer that volatilises at lower temperatures, could be the precursor of the reaction that triggers 

ignition. Therefore, the higher the content of this polymer, the more energy and the higher the 

temperature required for volatilisation to occur. 

On the other hand, experimental tests for MITL determination have provided revealing data to clarify 

the flammability trend of different samples. Highlighting the BPS sample as the most flammable 

under these conditions, presenting the lowest MITL, and BPM as the least flammable. 

The study of all these parameters together leads to the thermal characterization of a sample under dust 

layer conditions on a hot surface and confirms that the new method proposed to predict the minimum 

ignition temperature of dust layer through the differential analysis of thermogravimetric curves is a 

reliable, fast, and accurate alternative. 
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Future studies should consider investigating spontaneous combustion through TGA to observe 

possible relationships between this temperature and that exposed by the model. 
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Abstract 
Flash powder, an explosive compound widely used in flash bangers and pyrotechnic shells, among 
others, has emerged as a critical point in discussions about the negative effects of its use. Currently, 
fireworks present significant challenges due to their adverse impacts on the environment and the 
generation of acoustic disturbances in residential and urban areas due, among other compounds, to 
flash powder. This powder, mainly composed of potassium perchlorate and metallic compounds such 
as aluminium or magnesium, is crucial to achieve the opening and bursting of pyrotechnic devices. 
Therefore, it is necessary to develop alternatives that solve the flash powder associated problems to 
give a sustainable future to the pyrotechnic sector. This study proposes possible alternatives to reduce 
emissions and sound pressure levels, whit the intention of ensuring suitable performance for these 
pyrotechnic articles. F2 category flash bangers from different manufacturers were collected. The 
operation of these bangers was compared in different tests, by adding inert materials such as sodium 
bicarbonate (NaHCO₃) and recycled glass, at 10% and 20%(w/w), and by replacing the flash powder 
with nitrocellulose ([C6H7(NO2)3O5]n), with a nitrogen percentage of less than 12.6%. The samples 
were subjected to sound pressure level measurements according to EN 15947-4:2015 standard, but 
also CO and CO2 emissions were evaluated. It was observed that the alternatives studied could lead 
to a significant reduction in both pollutant emissions and the noise level generated by the pyrotechnic 
articles. After studying the explosion pressure generated for their substitution in pyrotechnic shells, 
it is concluded that the addition of inert compounds can be a real alternative, while nitrocellulose with 
a higher nitrogen content must be studied in order to achieve a correct operation.  

Keywords: flash powder, emissions, sound pressure level, explosion pressure 

1. Introduction 
The attractiveness of pyrotechnic shows, which in several cultural traditions and celebrations can be 
considered as a base root, is now facing challenges due to the environmental impact (Chen et al., 
2022; Gonzalez et al., 2022a; Greven et al., 2019; Nasir & Brahmaiah, 2015) and acoustic 
disturbances (Lombera et al., 2023). The widespread use of flash powder, one of the main components 
in pyrotechnic devices, has been identified as a significant contributor to these challenges, which 
leads to the need to explore sustainable alternatives. As several studies point out (Moreno et al., 2010; 
Sijimol & Mohan, 2014), the adverse effects emphasise the urge to mitigate the impacts associated 
with pyrotechnic events. 

Flash powder is primarily composed of potassium perchlorate and metallic compounds (Russell, 
2009), and plays the main role in achieving the spectacular sound effects of pyrotechnic shows. 
However, its association with environmental pollutants and high sound pressure levels requires 
innovative solutions for the continued viability of the pyrotechnic sector. In recent years, different 
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alternatives have been studied (Azhagurajan et al., 2019; M. Rajendran et al., 2021) and visual shows 
have even been designed with other types of technologies (Vergouw et al., 2016), but lacking the 
essence of pyrotechnics.  

Nitrogen-rich compounds could be a solution. In the past years, the use of nitrocellulose in the 
pyrotechnic sector has increased significantly, especially in some devices that are currently using 
nitrocellulose as their main component. Based on the use of nitrocellulose as a propellant for different 
types of ammunition (Yolhamid et al., 2018), pyrotechnic devices such as fountains or table bombs, 
intended for indoor use, use nitrogen-rich compounds in their composition, according to the standard 
(EN 15947-4, Pyrotechnic Articles - Fireworks, Categories F1, F2, and F3 - Part 4: Test Methods, 
2015). The use of nitrocellulose in pyrotechnic devices presents significant advantages that establish 
nitrocellulose as a viable substitute for flash powder. The most notable advantage lies in its potential 
to reduce environmental impact compared to traditional explosive compounds like flash powder, 
mainly because it removes metal compounds. According to toxicological research, it has been shown 
many of the metalliferous particles in fireworks smoke are reactive and can affect human health 
(Moreno et al., 2007). Additionally, nitrocellulose presents a cleaner combustion (Espinoza & 
Thornton, 1994; MacCrehan et al., 2002), generating less particle emissions and potentially lowering 
the overall environmental footprint of pyrotechnic shows. Still, the environmental advantages are 
tempered by challenges associated with nitrocellulose, as the production process of nitrocellulose 
involves the use of nitric acid and other nitrogen compounds (Jamal et al., 2020; Mattar et al., 2020), 
which present environmental implications, raising concerns about pollution. The content of nitrogen 
is an essential parameter in nitrocellulose pyrotechnic devices, as it directly influences their 
performance and safety. With a nitrogen content below 12.6%, nitrocellulose is more stable and less 
explosive (Chai et al., 2020), making it suitable for pyrotechnic applications such as fireworks, 
providing rapid combustion and vibrant colours without compromising safety (Dejeaifve et al., 2018). 

Therefore, while nitrocellulose presents potential benefits for reducing some of the most important 
environmental impacts during pyrotechnic events, a comprehensive assessment of its use as a 
substitute needs to be carried out in order to determine if the environmental challenges are properly 
addressed and correct performance of the devices is achieved. Furthermore, the substitution of flash 
powder with nitrocellulose may require adjustments to the formulation to achieve comparable sound 
and visual effects.  

Because of that, this study endeavours to address these concerns by proposing alternative device 
designs that not only maintain the performance standards of pyrotechnic articles but also significantly 
reduce emissions and noise levels. In addition to nitrocellulose, the implementation of inert 
compounds in flash powder is being studied for this purpose. The storage of pyrotechnic material can 
pose a high risk of accidents if the necessary measures are not taken (León et al., 2023). Therefore, 
the addition of these compounds presents safety improvements for explosive dust, as it is an effective 
way to reduce the risk of explosion and sensitivity to ignition (Amez et al., 2023; Bu et al., 2020). 
Furthermore, inert materials reduce the environmental emissions generated in the combustion of 
different fuel compounds (Guerrero et al., 2021; Hudák et al., 2021). The present research focuses on 
F2 category flash bangers from various manufacturers as representative samples. The test 
methodology focuses on involving the addition of inert materials and the substitution of flash powder 
with nitrocellulose, to study whether it is possible to optimize the composition of pyrotechnic devices 
without losing the visual and sound effects but reducing their negative impact.  
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The evaluation criteria extend beyond conventional sound pressure level measurements, 
encompassing the assessment of CO and CO2 emissions. Carbon monoxide (CO) and carbon dioxide 
(CO2) are two of the main combustion products of pyrotechnic compositions and can have significant 
adverse effects on air quality and human health. CO is a toxic gas that can cause poisoning when 
inhaled in high concentrations (Huzar et al., 2013), while CO2 is a greenhouse gas that contributes to 
global warming and climate change (Edenhofer, 2015). Another key factor of flash powder is the 
pressure it generates inside the container, which allows the release of a shock wave with sufficient 
energy to cause the explosion or opening of the pyrotechnic device (A. J. Rajendran & Thanulingama, 
2008). If the overpressure achieved by the combustion of the explosive powder is not sufficient, the 
pyrotechnic device will not work correctly. In this case, the application of these alternatives in 
pyrotechnic shells, a ubiquitous element in displays, would not be feasible, because this device needs 
to achieve a correct opening in the air to trigger the desired visual effect (Russell, 2009). Addressing 
this critical requirement, which also involves the achievement of optimal opening heights, the 
measurement of explosion wave pressure and establish a preliminary relationship between Net 
Explosive Content (NEC) – Explosion pressure are the main objectives. 

2. Materials and Methods 
The data collection process encompassed meticulous recording of CO and CO2 emissions, sound 
pressure levels, and shockwave pressures for each busting charge type. All the equipment used in the 
study belongs to the Laboratory of Gas Detectors of the TECMINERGY - Laboratorio Oficial J.M. 
Madariaga (LOM) and is correctly calibrated, verified and in optimum condition for use at the time 
of the tests. 

2.1. Samples 
The objective of this study is to conduct a comprehensive comparative analysis of traditional flash 
powder commonly employed in pyrotechnic applications and possible alternatives. To achieve this 
objective, a meticulously designed experimental setup was utilized to analyse gas emissions, sound 
pressure levels, and overpressures generated by each bursting charge type. The investigated 
compositions comprised flash powder, consisting of a mixture of perchlorate and Al/Mg, 
nitrocellulose-based charges, and flash powder by adding inert compounds, such as recycled glass 
and sodium bicarbonate, with concentrations of 10% and 20% (w/w).  The main fireworks using flash 
powder are flash bangers and shells (Kosanke & Weinman, 2012). Due to the complexity of the shells 
and their large NEC, all these compositions have been studied in three different F2 category bangers, 
as described in Table 1.  

Table 1. Samples of category F2 flash bangers. 

Samples Type of article Composition Category NEC (g) 

A Banger Perchlorate/metal F2 0.08 
B Banger Perchlorate/metal F2 0.1 
C Banger Perchlorate/metal F2 0.2 

 
In order to test the compositions under study in the three different bangers, it was necessary to remove 
the initial composition and fill it with the target composition and the same load. The new banger 
charge is now called New Net Explosive Content (NNEC). For this purpose, one of the gypsum plugs 
is removed from the container tube, which will be rebuilt after the tube has been filled. It is necessary 
to test the compositions inside these bangers because the pressure generated inside the tube by the 
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gases released during the combustion of the powder is responsible for the opening of the tube and 
thus the bursting effect. The different compositions under study can be seen in Table 2. 

Table 2. Composition of bursting charges tested. 

Abbrev. Type Composition  

FP Flash powder Perchlorate / metal  

YN 
Nitrocellulose 

Yellow Nitrocellulose  
WN White Nitrocellulose  

10B 

Flash powder  
with inerts 

10% Sodium Bicarbonate  
20B 20% Sodium Bicarbonate  
10G 10% Glass  
20G 20% Glass  

 
A certain flash powder composition, with 80% KClO4 and 20% Al, is tested as a reference. In 
addition, two different types of nitrocellulose with different qualities are compared, white 
nitrocellulose has fewer impurities than yellow one. Finally, different concentrations of inert 
compounds are added to the reference flash powder. In particular, sodium bicarbonate with less than 
300 μm and recycled glass with less than 700 μm are used, with concentrations of 10 and 20% (w/w). 
NaHCO₃ is one of the most studied and commercially available inert materials and recycled glass 
contributes to the circular economy of glass, promoting sustainability and minimizing waste and 
emissions. 

2.2. Assessment of CO and CO2 emissions 
Some of the most polluting and harmful compounds in pyrotechnic mixtures are perchlorates and 
metalliferous particles (Steinhauser & Klapötke, 2008). In addition, other important levels that 
directly or indirectly influence the greenhouse effect must be considered (Ambade, 2018). Gas 
emission analysis was conducted using an Emerson XStreamIR continuous gas analyser,capable of 
accurately measuring CO2 emissions in % vol. and CO emissions in parts per million (ppm) from an 
inlet flow rate.  
Bursting compositions were ignited within a controlled environment to facilitate the capture and 
subsequent analysis of gas emissions. In order to have a verification of accuracy, before carrying out 
the tests, the values measured by the analyser were checked using a 300 ppm CO gas bottle and a 20 
% vol. CO2 gas bottle.  
Two tests were conducted for each composition and sample, each involving one banger, to ensure 
accurate measurements. Samples are placed inside a 10L reactor, and once the fuse of the pyrotechnic 
article is ignited, the reactor is sealed before gas release begins. This ensures that gases generated by 
the devices remain inside the reactor. These gases include emissions from both the combustion 
reaction of the banger and the protruding fuse, although the latter's contribution is minimal compared 
to other emissions. The gas analyser's inlet flow is connected to the sealed reactor by a suction tube 
and the gases are extracted thanks to the analyser's pump through this tube. A valid measurement of 
CO and CO2 is determined once stabilization occurs. Notably, the inlet flow to the analyser also 
includes gases trapped in the reactor's closed atmosphere, simulating real-life conditions where 
pyrotechnic devices are discharged in open environments. To prevent measurement interference, the 
reactor is opened and cleaned with an air compressor after each test, and analyser measurements are 
held until returning to the initial zero value. 
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2.3. Sound pressure level measurements 
Fireworks, mainly those using flash powder, reach sound pressure levels that, although within the 
safety limits of human hearing, can be annoying to urban residents (Kukulski et al., 2018). Sound 
pressure levels produced by the different bursting charges mentioned above were measured. The 
sound level meter used in the tests is the Brüel & Kjaer model 2250-L portable analyser. This 
equipment complies with the IEC 61672-1 standard, as it belongs to class 1 and has a 4950-type open 
field microphone. It is also equipped with a ZC-0032 preamplifier. These measurements were taken 
following established pyrotechnic EN 15947-4:2015 standard, ensuring compliance with prescribed 
distances for F2 category articles (8 m), on a concrete surface and using a digital anemometer to 
measure wind speed and ambient temperature. The sound level meter is placed on a tripod so that it 
is stable and at a height of 1 m above ground level, as can be seen in Figure 1. 

  
Fig. 1. Sound pressure level test setup. 

The sound level measurement scale is the one used in fireworks measurements. The A-weighted scale 
and the maximum impulsive level are used, resulting in measurement values in dB (AImax). In order 
to carry out these tests and to obtain greater reliability, 5 bangers are fired with each of the 
compositions under study, which means a total of 35 samples for each banger. For these tests, as for 
the assessment of emissions, silicone is used to reconstruct the sealing plug of the container tube once 
it has been filled with the composition under study. 

2.4. Explosion pressure analysis 
The compositions studied must not only reduce pollutant emissions and sound pressure levels to be 
viable alternatives but also ensure the proper functioning of pyrotechnic devices. For this reason, 
shockwave pressures generated by the bursting charges were meticulously assessed using specialized 
pressure sensors. These sensors were strategically placed within a flame proof enclosure which would 
not allow the gases generated to escape, as can be seen in Figure 2. In addition, the equipment was 
installed in a testing tank to accurately capture and record shock wave pressures. The bangers were 
fired within these controlled environments, and pressure data were meticulously recorded for 
subsequent analysis. 
For these tests, again two bangers are fired for each of the different compositions and samples. The 
difference with the bangers tested so far is that this time, it is necessary to remove the protruding fuse. 
The fuse is replaced by an electric igniter because the analytical equipment is designed to send an 
electrical signal when the measurement is initiated. Moreover, due to the delay of the fuse, it is 
unfeasible to use this means of ignition, since the explosion of the banger would occur outside the 
measuring range captured by the equipment. Furthermore, to adapt the banger with the new 
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compositions to real situations and thus be able to study their possible use as a substitute for flash 
powder, the plugs were rebuilt with gypsum.  

 
Fig. 2. Design of explosion pressure analysis tests 

3. Results and discussion 
3.1. CO and CO2 concentration of the released gases 

The measurements made during the combustion of the different compositions studied allow a 
comparison of the emissions of carbon monoxide and carbon dioxide generated by each of them using 
the same amount of charge. Figure 3 shows the results recorded by the gas analyser. 
 

Samples A 

  

Samples B 
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Samples C 

  

Fig. 3. Emission test results 

These results offer remarkable conclusions about the emissions of gases such as CO and CO2 released 
by flash powder and their possible alternatives studied. According to previous studies about firework 
emissions (Gonzalez et al., 2022b; Karuppasamy et al., 2024; Pathak et al., 2013), it is observed that 
as the NNEC contained in the banger increases, the emissions of both gases also increase. For samples 
A, which have 0.08 g of NNEC, the maximum concentrations reached are 199 ppm CO for the yellow 
nitrocellulose composition and 0.08% vol. CO2 for the original flash powder composition. The 
maximum values for the B samples are obtained at the same compositions, but in this case, since 0.1 g 
of NNEC is used, the measured values are 336 ppm and 0.10% vol. of CO and CO2 respectively. 
Finally, for the samples C using 0.2 g of NNEC, the highest concentrations of both gases are obtained. 
Again, the maximum carbon monoxide value appears in the yellow nitrocellulose, but this time with 
1612 ppm. On the other hand, 0.29% vol. CO2 is the maximum concentration of this gas reached for 
the original flash powder. As shown, the emissions released after the combustion of the different 
compositions are directly related to the NNEC amount used in the bangers. 
Comparing each of the compositions used in the different samples (A, B and C), it can be seen that 
the three different types of bangers follow the same trend. Focusing on the carbon monoxide 
emissions released, this is one of the main products of nitrocellulose combustion (Dauerman & 
Tajima, 1968; Finnerty et al., 1992). It is clear that yellow nitrocellulose generates higher 
concentrations of this gas. White nitrocellulose, which has a higher purity, burns cleaner and more 
efficiently, so carbon monoxide emissions are lower and comparable to those of flash powder. 
According to the values recorded, yellow nitrocellulose emits 35-80% more CO than flash powder 
and white nitrocellulose. Moreover, nitrocellulose has been extensively studied and previous research 
has found that the use of this compound produces nitrogen oxides, a by-product that was not found 
in flash powder compositions (Guidotti, 1980; Szostak & Cleare, 2000). Nitric oxides cause 
significant environmental problems, such as acidification, eutrophication and toxicity, among other 
effects (Van Vuuren et al., 2011). By adding inert compounds such as sodium bicarbonate and 
recycled glass, a decrease in CO emissions is observed. This decrease was foreseeable, since by 
adding inert and still using the same total amount of mass inside the banger (NNEC), the amount of 
NEC decreases. Values close to 50% of the emissions generated by the reference powder can be 
observed. Forecasts indicated that the higher the amount of inert material, the lower the emissions 
should be, but this is not always the case. Concentrations from the combustion of compositions with 
20% (w/w) recycled glass are observed to generate higher emissions than those with 10% (w/w). The 
same fact applies to sodium bicarbonate. This could be due to the loss of moisture and carbon dioxide 
that has been observed in previous studies during the thermal decomposition of inert (Ball et al., 
1986). Further studies should consider carry out a larger number of tests with these compositions and 
to see average values, as these punctual deviations may also be due to the protruding fuse emissions 
or to residues of the initial composition in the container tube. 
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When looking at carbon dioxide emissions, it can be seen that in this case, traditional flash powder is 
the one that generates the highest concentrations of this gas. By adding inert and reducing the NEC, 
as with CO emissions, carbon dioxide emissions decrease. The resulting CO2 emissions for such 
compositions are even lower than 50% of the flash traditional powder in some cases. In contrast to 
carbon monoxide emissions, nitrocellulose (both yellow and white) also generates less carbon dioxide 
emissions than flash powder. This is one of the great advantages of this compound, because although 
carbon monoxide emissions may be higher if low-quality nitrocellulose is used, carbon dioxide 
emissions are always reduced. It is important because CO2 has a direct influence on climate change, 
while CO only has an indirect influence and has a much shorter residence time in the atmosphere (Liu 
et al., 2021). However, the most important advantage of this compound is the elimination of residues 
derived from perchlorate, the most harmful compounds in pyrotechnics (Wilkin et al., 2007), 
metalliferous particles contained in the flash powder and the removal of soot generated by traditional 
powder (Munroe, 1896; Petty, 1969), thereby achieving greater clarity in the pyrotechnics effects 
(Dejeaifve et al., 2018). 

3.2. Sound pressure level  
As previously pointed out, one of the great concerns of today's society in relation to fireworks is the 
annoyance caused by the sound pressure levels resulting from the bursting effects. Because of that, 
these tests measure the sound pressure level reached by the different compositions under study, in 
order to check if it is possible to reduce it while maintaining the correct performance of the 
pyrotechnic devices. As mentioned before, each test was repeated 5 times, therefore the mean values 
obtained for the sound pressure levels of each of the bangers and compositions under study are shown 
in Figure 4. 

 

 
Fig. 4. Sound pressure level test results 

As can be seen in the results obtained, the highest sound pressure level values are obtained for bangers 
using traditional flash powder. For sample A, the mean obtained is 114.85 dB (AImax). Sample B, 
which has a higher NNEC, reaches an average sound level of 114.03 dB (AImax). Finally, sample C, 
with an NNEC of 0.2 g per banger, reaches a mean value of 117.13 dB (AImax). It is shown that the 
sound pressure level does not depend only on the NNEC contained in the banger, since sample A 
with a lower NNEC than sample B achieves higher noise levels. This trend in noise levels continues 
for all the tested compositions of bangers A and B, so it is proved that other factors such as the design, 
bursting strength of the paper used for the container tube or the compression generated by the gases 
released also have a great influence on the sound levels reached (A. J. Rajendran & Thanulingama, 
2008). 
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For each of the bangers tested, it is shown how the addition of inert compounds such as sodium 
bicarbonate and recycled glass reduces the sound pressure level reached. Sodium bicarbonate is found 
to be more effective in reducing the bursting noise generated by the banger. This differs from results 
obtained by other researchers. According to (Castells et al., 2024), both inert compounds show similar 
effectiveness when comparing their influence on the thermal properties of biomasses. This shows that 
the explosion pressure and the generated sound effect are not necessarily directly related to the 
thermal properties. Furthermore, as expected, noise levels are lower when using inert concentrations 
of 20 % (w/w) instead of 10 % (w/w). The lowest sound pressure level is recorded for each of the 
bangers when testing the composition composed of flash powder and 20 % sodium bicarbonate. A 
mean of 107.37 dB is recorded for sample A. Sample B gives an average of 105.61 dB and the average 
sound pressure level for sample C is 111.24 dB. With this type of composition, the noise level is 
reduced by 5-7%. As the decibel scale measures the sound pressure level on a logarithmic scale of 
base 10 (Roberts, 1984; Young, 1971), this decrease in decibels actually means a very important 
reduction in the perception of the ear. The decibel reductions achieved for the 20% sodium 
bicarbonate compositions are close to 10 dB, which represents a reduction in hearing response of 
about half. In other words, concentrations of 20% sodium bicarbonate reduce the perceived sound by 
approximately 50%. 

For the two types of nitrocellulose (white and yellow) tested in the three different bangers, a correct 
performance is not achieved. In all of them, the banger does not break the cardboard that makes up 
the container tube, and therefore, the desired bursting effect does not occur. The nitrocellulose reacts 
but releases the gases generated by the silicone plug instead of breaking the cardboard. This is because 
nitrocellulose does not react as violently as flash powder. Flash powder is mainly composed of a 
strong oxidiser together with a reducing agent, such as aluminium powder. These ingredients react 
very quickly when ignited, resulting in instantaneous combustion and rapid energy release (Chapman 
& Howard, 2010; Kosanke & Weinman, 2012). On the other hand, nitrocellulose burns more slowly 
compared to flash powder (Oxley, 1993; Zel’dovich, 1942). To estimate the influence of the material 
used as a plug in the container tube, further tests should be carried out with gypsum plugs in an 
attempt to withstand the generated overpressure and to analyse whether in this way the nitrocellulose 
bangers would succeed in breaking the cardboard tube. 

3.3. Explosion pressure analysis 
The explosion pressure generated by bursting charges is one of their main characteristics. This powder 
is characterised by a high reaction speed and high temperatures due to the metallic compound 
(Kosanke & Weinman, 2012). This quickly generates a large quantity of gases that increase the 
pressure inside the container until it breaks and the explosion occurs. Therefore, it is possible to 
represent the phenomena as an explosion pressure (kPa) - time (ms) curve as shown in Figure 5. It 
can be seen that there is a sudden pressure increase reaching a maximum pressure in just 0.2 ms. 
The pyrotechnic shells have a small container with flash powder inside. Once the desired height is 
reached, the flame communicates with this flash powder and the device opens, transmitting the flame 
to the main effects of the shell (coloured stars, cracker, sound effects, etc.) (Lancaster, 1998). Thus, 
it is noted that the aim of the flash powder is different when used in bangers or shells. Therefore, in 
order to be able to apply the alternatives studied in pyrotechnic shells, it is necessary to analyse the 
explosion pressure, to be able to study whether it is feasible to achieve the opening of the device. The 
results of the explosion pressure measurement tests are shown in Table 3. 
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Fig. 5. Explosion pressure curve generated by a banger 

 

Table 3. Maximum explosion pressure registered (kPa). 

 Sample A Sample B Sample C 

FP 320.0 512.0 555.9 

FP 331.6 476.4 589.9 

WN 14.4 -- -- 

WN 27.5 -- -- 

YN -- -- -- 

YN -- -- -- 

20G 228.6 353.6 497.3 

20G 239.5 240.8 539.6 

10G 311.2 404.2 542.3 

10G 291.5 411.7 533.4 

20B 132.7 297.8 466.4 

20B 234.7 284.1 423.2 

10B 272.1 427.3 520.8 

10B 257.1 369.8 508.6 

According to the results obtained, some of them are discarded due to failure or malfunctioning of the 
banger. In particular, for all the nitrocellulose bangers tested (except WN in sample A), the powder 
is flamed but does not break the carboard tube, as noticed in previous tests. This is because they do 
not react as violently and instead of achieving a bursting effect by breaking the cardboard, a more 
continuous effect is achieved as the gases are gradually released through the plug. Although the 
bursting effect is achieved for the WN of the A samples, it is noted that the pressures achieved are 
very low compared to traditional flash powder. This is again due to the release of the gases generated. 
In the flash powder example in Figure 5, a rise time of 0.2 ms is observed (resulting in a strong 
explosion), whereas in this case, the rise time is 14 to 17 ms. Increasing the nitrogen content of 
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nitrocellulose would result in a higher reaction rate and an increase in the heat of the reaction (ΔH) 
and thus a more explosive character (Cieślak et al., 2021), but its safety conditions would be 
worsened, due to the decline of the thermal stability (Chai et al., 2020; Pourmortazavi et al., 2009) 
and the critical explosion temperature (Tb) (Chai et al., 2019). However, previous research already 
reported improvements in nitrocellulose thermal stability by increasing the moisture content (Wei et 
al., 2018). 
For bangers composed of the original flash powder and the samples with inert composition, a correct 
performance is achieved. As can be seen, generally the explosion pressure generated increases as the 
NNEC also increases. However, its relationship is not directly proportional. Using average values 
measured for the flash powder samples, it can be seen that sample A (0.08 g NEC) generates an 
explosion pressure of 325.8 kPa. Sample B, which contains 0.1 g of NEC, releases an explosion 
pressure of 494.2 kPa. Finally, sample C, which has twice the NEC of sample B, only generates 16% 
more pressure, i.e. 572.9 kPa. This shows that the NNEC is not the only factor influencing the 
explosion pressure. Other factors such as design, tube material or volume of the container also 
influence this pressure (A. J. Rajendran & Thanulingama, 2008), as was noticed when addressing the 
noise level tests.  
Samples with inert are compared. The trend observed indicates that by adding a certain inert 
composition to the flash powder, the explosion pressure generated decreases. It can be seen that this 
reduction is greater in sample B than in sample A or C. Comparing the values obtained for sodium 
bicarbonate and recycled glass, it is again observed that bicarbonate is more effective and reduces the 
explosion pressure to a greater extent than recycled glass using the same concentration. This 
difference is even more accentuated in the C samples, where variations of approximately 75 kPa 
between compositions 20G and 20B are seen when comparing mean values. Predictably, the higher 
the concentration of inert, the lower the pressure obtained should be. This is confirmed by the results 
obtained. Compositions using 20% inert in their concentration generate a lower pressure than those 
using 10% inert. This is due to the fact that by using more inert, the amount of flash powder is reduced. 
Moreover, the addition of inert powder reduces the ignition sensitivity of the composition (Amez et 
al., 2023) and, according to (Dai et al., 2020), the explosion pressure of the mixture decreases as the 
concentration of inert dust increases. 
When comparing the reductions obtained in sound pressure level and explosion pressure for the 
samples using inert, specifically those using a 20% concentration of sodium bicarbonate, it is 
observed that a greater sound reduction (close to 50%) than explosion pressure reduction (between 
23% and 43% depending on the sample) is achieved. The reduction in explosion pressure due to the 
addition of inert materials to the flash powder could be compensated for by adding a higher charge to 
the banger. If it were possible to achieve similar explosion pressures in this way, such compositions 
could be used as alternatives to reduce emissions and noise. 
In order to establish a relationship between Net Explosive Content (NEC) and explosion pressure, 
due to the other influencing factors, further tests must be performed analysing different container tube 
designs, waste paper and composition percentages. The same applies to nitrocellulose. In order to be 
able to use this type of composition as a substitute for flash powder, a higher energy release during 
combustion is required for correct functioning. Therefore, further tests must be performed analysing 
nitrocellulose with a higher nitrogen content. 

4. Conclusions 
Flash powder is a widely used compound due to its explosive characteristics. It is one of the main 
pyrotechnic mixtures, mainly used in bangers and pyrotechnic shells, and therefore, one of those 
responsible for the social difficulties to which this sector is currently exposed. Problems such as the 
disturbances in residential and urban areas caused by the noise levels or the emissions released into 
the atmosphere can be reduced if sustainable alternatives to this type of composition are studied. 
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Nitrocellulose ([C6H7(NO2)3O5]n) or the addition of inert compounds such as sodium bicarbonate 
(NaHCO₃) and recycled glass, are possible alternatives to this type of explosive composition. 
Comparisons in the gas analyzer show that these compositions studied significantly reduce CO2 
emissions, the main greenhouse gas contributing to climate change. Moreover, the addition of inert 
compounds allows a reduction in carbon monoxide emissions. This gas is not directly related to the 
greenhouse effect but contributes to the formation of other gases that are connected to it. In addition, 
these compounds prevent the release of perchlorate derivatives and metalliferous particles, two of the 
most harmful pollutants in fireworks. 
However, nitrocellulose does not achieve a correct functioning of the banger, since it does not release 
enough energy to achieve the opening of the container tube. This fact makes its implementation in 
pyrotechnic shells impossible, since the opening of the shell would not be achieved and, therefore, 
the desired visual effects would not be obtained. The explosiveness of nitrocellulose is directly related 
to its nitrogen content, so increasing this from the 12.6% that is used in the compositions used in 
pyrotechnics, it may be possible to achieve the desired performance.  
On the other hand, the addition of inerts is a viable solution to reduce emissions and sound pressure 
levels. According to the results obtained, sodium bicarbonate is more effective and reduce sound 
pressure levels by about 50% when using a 20% concentration of sodium bicarbonate. Although the 
addition of inerts also reduces the explosion pressure generated, a greater decrease in sound than in 
pressure is observed. This makes its use in pyrotechnic shells viable, since by increasing the total 
charge, the same explosion pressure would be obtained and, therefore, the correct opening of the 
shell, reducing in turn the sound pressure level.  
Although more tests are required to establish a Net Explosive Content (NEC) - Explosion pressure 
relationship, due to the influence of other factors such as design, material or percentages of each 
composition, it can be concluded that the addition of inerts to flash powder is a real alternative that 
would reduce its emissions and sound pressure level. 
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Abstract 

The prediction of the parameters characterising the probability and severity of an organic dust 

explosion requires experimental and theoretical approaches to find an optimal compromise between 

reality and modelling time. Moreover, in the case of organic dusts, several simultaneously occurring 

phenomena must be taken into account, since the presence of a hybrid mixture of the dust itself and 

its pyrolysis gases is mandatory. As far as the flammability characteristics are concerned, there are 

several key parameters that can be taken into account when assessing the probability of explosion, 

such as the minimum ignition temperature of the dust cloud (MIT), the flash point of the dust itself 

(the so-called volatile point, VP), but also the assessment of the lower flammability limit (LFL) of 

the gases released by the pyrolysis of the dust due to the increase in temperature. This LFL will be 

expressed in this work in terms of temperature and called “fastVP” since it will be obtained through 

fast pyrolysis tests. The answer to the "simple" question "Is there really a correlation between MIT, 

flash point and LFL of generated gases?" is anything but obvious. To reformulate this question, it 

would need to understand which of these parameters is the most conservative and closest to reality, 

which in the case of organic dusts should be evaluated in any case to allow an adequate assessment 

and design of preventive safety measures. To answer this question, flash pyrolysis of various organic 

powders (lignocellulosic components such as cellulose, hemicellulose, lignin and oak, Douglas fir) 

was carried out. A Godbert-Greenwald furnace was used for the experiments to mimic the basic 

characteristics of a dust explosion: high heating rate of the particles and reaction temperature, and 

short residence times (Pietraccini et al., 2023). The applied methodology, including auxiliary 

chemical, physical and thermal characterisations, led to significant results that also show a correlation 

between the lignocellulosic components and the investigated dust. 

Keywords: pyrolysis; biomass powders; dust explosion; flammability parameters  

1.  Introduction 

Prevention and mitigation of potential hazards, particularly those from organic matter explosions, is 

a major challenge. Navigating this complex landscape requires a synergy of experimental and 

theoretical efforts, seeking a delicate balance between realism and computational efficiency (Amyotte 

et al., 2019). Islas et al. (2022, 2023) proposed a three-layer method to study biomass dust explosions 

(Islas et al., 2023, 2022) based on the combination between the CFD simulation of the dispersion 

process in the standard 20 L and 1 m3 vessels, the ignition and the flame propagation steps, the 

experimental tests and the general knowledge of the chemical mechanisms involved. However, 
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modeling a dust explosion means considering a significant number of phenomena, some occurring in 

parallel, others in series, and all subject to complex interactions.  

Explosions of organic matter present a unique conundrum because of the confluence of factors. 

Unlike their inorganic counterparts, which can undergo heterogeneous oxidation, organic dust 

particles form a hybrid mixture consisting of the suspended particles and the pyrolysis gases. To 

understand the ignition properties of such explosions, the key parameters are the minimum ignition 

temperature of the dust cloud (MIT), the volatility point (VP) defined by (Sanchirico et al., 2018), 

and the lower flammability limit (LFL) of the pyrolysis gases.  

In this myriad of parameters, however, a fundamental question looms: is there a correlation between 

MIT, volatile point and the LFL of the gases generated? The apparent simplicity of the question belies 

its inherent complexity, requiring a deeper understanding of which parameter is the most conservative 

and reliable indicator. Such discernment takes on greater significance in the world of organic dust, 

where the need for rigorous evaluation goes beyond mere academic curiosity and supports the 

formulation of robust safety protocols and preventive measures. In the case of organic dust, which 

mainly contribute to flame ignition and propagation though the generation of volatiles (Di Benedetto 

and Russo, 2007), an intrinsic relation among these parameters should be present.  

The aim of the present work is to get insights into the fundamental relation among the flammability 

parameters affecting the likelihood of ignition, to eventually derive a criterium for classifying the 

hazard. To this end, flash pyrolysis experiments were performed, covering a spectrum of organic 

powders from cellulose to lignin, oak to Douglas fir, through flash pyrolysis tests in a modified 

Godbert-Greenwald furnace (Pietraccini et al., 2023). We decided to consider the LFL of the pyrolysis 

gases in terms of temperature, i.e., the temperature at which the gases generated by the dust are mixed 

with air and their composition is equal to LFL. Since the composition of the produced gases was 

obtained through flash pyrolysis test, we called this new parameter “fastVP”. In contrast to VP, that 

is a ‘static’ parameter, MIT and fastVP are ‘dynamic’ parameters, i.e. they change as a function of 

the hydrodynamic of the dust cloud and the apparent heating rate.  

Chemical, physical and thermal characterizations were performed for all samples, along with the 

evaluation of the volatile point and minimum ignition energy. In addition, the evaluation of the 

burning velocity based on the combustion of gaseous products developed by devolatilization was 

carried by means of a previously developed theoretical model  (Portarapillo et al., 2023). The 

increasing heterogeneity and complexity of the five samples used in this study was intended to 

compare the fast pyrolysis of a pure component (such as cellulose, hemicellulose/xylan and lignin) 

with that of lignocellulosic materials (woods like oak and fir). 

2.  Materials and Methods 

Biomass is known to be chemically complex due to the numerous interactions between its three main 

components: cellulose, lignin and hemicellulose. These three constituents represent approximately 85 

to 90 % of lignocellulosic biomass, the remaining elements being organic extractives and inorganic 

minerals, whose contribution will be neglected here. Therefore, the powders chosen were cellulose 

(Avicel pH 101, CAS 9004-34-6), xylan from beechwood (CAS 9014-63-5) as it is the main 

component of hemicellulose, alkali lignin (CAS 8068-05-1), oak (hardwood from the Haut-

Beaujolais - France) and Douglas fir (softwood from the Haut-Beaujolais - France). The wood 

samples were first chopped into small pieces, without the bark, followed by grinding with a cutting 

mill (Retsch SM 300) at 1500 rpm. The pulverized samples were then sieved for 5 minutes in an AS 

200 vibrating shaker (Retsch) with 180 and 56 µm sieves, when necessary. The specific surface area 

(SBET) was determined via N2 adsorption at −196 °C starting from P/P0 = 5 × 10−6 using a 

Quantachrome Autosorb-1C instrument (Quantachrome, Anton Paar Italia, Rivoli, Italy), after 

degassing the samples at 120 °C for 4 h. 
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2.1. Chemico-physical and thermal characterization 

The Particle Size Distribution (PSD) of the samples was determined by a Malvern Mastersizer 3000 

equipped with an aero-dispersion unit (2 bar compressed air). Scanning electron microscopy (SEM) 

(JEOL JSM-649-LV) was used and the images were acquired using different magnifications. 

Proximate analysis was performed, determining their moisture content (MC), volatile matter (VM), 

fixed carbon (FC) and ash content, following the standard procedure (ASTM D7582-15, 2009). In 

order to assess the thermal behaviour, thermogravimetric analysis (TG) and Differential Scanning 

Calorimetry (DSC) were carried out using a TA Instrument Q600SDT. Finally, elemental analysis 

was performed on the powders, employing a Vario MICRO cube CHNOS elemental analyser 

(Elementar). 

2.2. Volatile point, Minimum Ignition Temperature and Flash pyrolysis 

The volatile point was measured with the same apparatus used for flash point (FP), the Setaflash 

Series 3 Plus. The device is a closed-cup instrument capable of measuring FP/VP for liquid/solid 

samples according to international standards over the range of ambient temperature to 300 °C (ASTM 

E502-07, 2010). The solid sample was put into a vessel heated at a rate of 20 °C/min with an ignition 

delay time equal to 6 minutes. For the determination of the Minimum Ignition Temperature (MIT) of 

a dust cloud, experiments were carried out in a Godbert-Greenwald (G-G) furnace, usually employed 

according to the standard (ASTM E1491-06, 2019). The original G-G furnace was modified to 

provide the ability to capture the products generated by pyrolysis as described by (Pietraccini et al., 

2023). The gaseous products were collected in a collapsible Tedlar bag for analysis. Pyrolysis gases 

were analyzed by micro gas chromatography (SRA 3000 µGC equipped with a TCD detector, 3 

ways). Permanent gases (CO, CO2, CH4, H2, O2 and N2) were measured, as well as some aromatics 

(benzene, toluene and xylene isomers) and some light hydrocarbons (C2H2, C2H4 and C2H6). 

2.3. Theoretical model 

During an organic dust explosion and from a particle perspective, the following successive steps 

occur: heating, pyrolysis and combustible gases oxidation. If heat transfer can be limiting for coarse 

particles, pyrolysis is often the rate-limiting step for small organic particles. In this case, it is 

interesting to relate the VP to the explosion kinetics of the explosion, especially with the laminar 

flame speed 𝑆𝑢 . A preliminary evaluation of 𝑆𝑢  was performed with Portarapillo et al. (2023) 

correlation (Portarapillo et al., 2023), which is especially applicable to dust-air mixtures whose 

combustion is dominated by volatile flames. The theoretical derivation is based on a three-layers 

Mallard-Le Chatelier model (Glassman and Yetter, 2008) and is represented by the following 

equation: 

𝑆𝑢 =
𝜌𝑑𝑒𝑣𝑆𝑙𝐶𝑝𝑔𝑎𝑠,𝐼𝐼(𝑇𝑖𝑔𝑛−𝑉𝑃)

𝜌𝑑𝑢𝑠𝑡+𝑎𝑖𝑟(𝐶𝑝𝑑𝑢𝑠𝑡+𝑎𝑖𝑟(𝑉𝑃−25)+∆𝐻𝑑𝑒𝑣)
         (1) 

Where ∆Hdev is the devolatilization heat, ρdev is the density of unburnt gases, Sl is the laminar burning 

velocity of the gaseous mixture with air, Cpgas,II is the specific heat of the unburnt gases, Tign is the 

autoignition temperature of the generated gases, VP is the volatile point of the dust, ρdust+air is the 

particles density mixed with air, Cpdust+air is the specific heat of the combustible dust mixed with air. 

3. Results 

3.1. Chemico-physical and thermal characterization 

In Fig. 1, the scanning electron microscopy (SEM) images are shown for all investigated substances 

at magnification x150. SEM images of lignin (B) and hemicellulose (C) show that the samples are 

composed of smooth prismatic particles. SEM image of cellulose (A) shows that the particles have  

non-spherical particles tending to a slight agglomeration. The fibrous character conferred by the 
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cellulose chain to Douglas fir and oak results in elongated particles, in which the characteristic length 

for heat and mass transfer is most probably half the thickness. 

 

Table 1. Characteristic PSD diameters, polydispersity index and specific surface area. 

Sample 
Dx (10) 

(μm) 

Dx (50) 

(μm) 

Dx (90) 

(μm) 
σD 

D [3,2] 

(μm) 

D [4,3] 

(μm) 

SSA 

(m2/kg) 

Avicel pH 101 

(Cellulose) 
21 59 140 2.01 41 71 97 

Kraft Lignin 

(56<Φ<180 μm) 
37 93 173 1.46 61 100 98 

Xylan 

(Hemicellulose) 
25 102 200 1.71 32 109 187 

Oak wood 

(56<Φ<180 μm) 
76 164 352 1.68 132 212 45 

Douglas fir 

(56<Φ<180 μm) 
86 186 400 1.68 156 238 39 

 

As is well known (Eckhoff, 2003), the granulometric distribution strongly influences the explosion 

behavior. Details of the percentile diameters (Dx(10), Dx(50) and Dx(90)), surface and volume 

averaged diameters (D[3,2] and D[4,3], respectively), polydispersity index (or span) D and the 

specific surface area (SSA) of dusts are given in Table 1. Lignin, oak and Douglas’ particle size 

distribution were selected using 180 and 56 µm sieves, but it should be kept in mind that sieving 

fibrous particles is not compatible with strict compliance with cut-off diameters. Douglas fir is the 

sample characterized by the highest values of Dx(90) and volume averaged diameters. With a span 

slightly greater than 2, cellulose is the most heterogeneous sample in terms of particle size, while 

lignin presents the highest homogeneity (D = 1.46). Xylan shows the highest specific surface area 

value, i.e. the exposed surface of the particle to external air, followed by the other lignocellulosic 

components while the woody dusts are characterized by low values of SSA. Such trend can be 

explained mainly in the light of changes in Dx(10). 
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Fig. 1. SEM images of the samples: Cellulose (A), Lignin (B), Hemicellulose (C), Oak wood (D) and 

Douglas fir (E). 

 

Table 2 reports the results of further characterizations such as proximate analysis, ultimate analysis, 

lignocellulosic components content and the evaluation of some properties useful for the application 

of the theoretical model for flame propagation. Variations in volatile matter (VM) and fixed carbon 

(FC) depend on the composition and content in lignin, cellulose and hemicellulose (Pu et al., 2013; 

Zoghlami and Paës, 2019). In the case of pure lignocellulosic components, the ratio VM/FC is 

reduced from 12.1 to 1.9 shifting from cellulose to lignin. In the case of woody dusts, the ratio is 

about 5, due to the presence of the different components and their interactions. This ratio is consistent 

with those shown by (Ulusal et al., 2021) for different types of woods and is, as expected, greater for 

fir than for oak (Taş and Yürüm, 2012). Cellulose is the most present component in both the woody 

samples while hemicellulose is more present in oak wood. Such trend is confirmed by literature data, 

even if the cellulose content of oak wood (table 2) is significantly higher than that determined by 

Ulusal et al. (2021), i.e. 39.3 wt%. Moreover, the elemental analysis shows that C, H and O contents 

vary relatively little, expect for xylan whose oxygen content reaches more than 55% (Ulusal et al., 

2021). The heat capacity values for oak wood and douglas fir were obtained through DSC analysis. 

In the case of oak wood, the resulting value is slightly lower than the value found in the literature 

(2000 J/kg K, (Material Properties, 2024)). In the case of Douglas, the value is in agreement with 

literature (Zhang et al., 2019). 

 

Table 2. Summary of proximate, ultimate and lignocellulosic components analysis and properties of all the 

samples. 

 
Avicel pH 

101 

(Cellulose) 

Kraft Lignin 
Xylan (from 

beechwood) 

Oak 

wood 

Douglas 

fir 

Proximate analysis 

Moisture (%) 5.3 4.4  3.7 6.1 6.7 

Volatile matter (%) 87.4 59.1 85 77.5 78.9 
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Fixed carbon (%) 7.2 30.4 14 16.2 14.4 

Ash (%) 0.1 6.1 0 0.3 0.1 

Elemental analysis 

C (% daf) 44 47.4 39.3 47.3 49.4 

H (% daf) 6.2 4.6 5.3 6.1 6.1 

O (% daf) 49.4 48.0 55.3 46.6 44.5 

Lignocellulosic components 

Hemicellulose (% daf) - - 100 34 29 

Cellulose (% db) 100 - - 51 44 

Lignin (% db) - 100 - 24.2 34.4 

Properties 

Density (kg m-3) 700 1300  1314 907 545 

Thermal analysis 

T
onset

 (°C) 305 220 200 264 292 

T
offset

 (°C) 360 415 340 400 400 

Exo/Endo-thermic 

reaction? 
Endo 

Eso 

(charring) 
Eso (charring) Endo Endo 

Heat of devolatilization 

(J/kg) 1.9∙10
5

 -1.97∙10
5

 -3.05∙10
5

 1.05∙10
5

 1.3∙10
5

 

Heat capacity 

(J kg-1 K-1) 
1757 1100 1305 1600* 1500* 

*DSC measurements 

 

3.2. Volatile Point, Minimum Ignition Temperature and Flash pyrolysis in the G-G furnace 

From the analysis of the pyrolysis gaseous products generated at temperatures ranging from 500 to 

900°C (Fig. 2), CO, CO2, H2 and CH4 were the most abundant compounds during the pyrolysis step. 

Other compounds, such as ethylene and aromatics, were sometimes present as traces but are neglected 

here. The main components of the syngas (H2 and CO) generally increased with temperature and 

reached a maximum concentration of 78 mol%, 67 mol%, 50 mol%, 68 mol% and 72 mol% of the 

pyrolysis gases for cellulose, lignin, hemicellulose, oak and Douglas fir, respectively. The low content 

of syngas generated by xylan should be noted as this parameter influences the ignition sensitivity of 

the pyrolysis gases. The large amounts of carbon dioxide generated at low temperatures narrows 

greatly the explosion region of the gaseous mixtures. Moreover, it should be kept in mind that the 

micro-GC analyses cannot identify the water vapor inevitably generated during pyrolysis. 

Considering this additional gas will also reduce the explosion domain. 

H2/CO (Fig. 3) ratio showed linear increase and a decrease at 900 ◦C for lignin, oak and Douglas fir, 

while the trend is monotonically increasing for xylan, but quite constant for cellulose. CO2/CO (Fig. 

3) ratio decreases significantly due to higher CO content at increased reactor temperature. In the case 

of xylan, the trend is quite constant and the content in carbon dioxide is always very high (at least 40 

mol%) as also confirmed in the literature (Zhao et al., 2017). 
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Fig. 2. Pyrolysis gases composition as a function of the powder nature and G-G furnace temperature: 

Cellulose (A), Lignin (B), Hemicellulose (C), Oak wood (D) and Douglas fir (E). 

 

 

Fig. 3. CO2/CO and H2/CO ratios as a function of the powder nature and G-G furnace temperature. 

 

By knowing the composition of the gas phase in the case of fast pyrolysis, it was possible to evaluate 

a fast volatile point (fastVP) based on the flammability of the gases produced using two criteria: the 

composition-related criterion, i.e., the volume fraction greater than or equal to the LFL, evaluated 

with Le Chatelier rule (Le Chatelier, 1891), and the thermal criterion, i.e., the GG oven temperature 

higher than the mixture ignition temperature, again evaluated with Le Chatelier rule.  
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Regarding the first criterion, it can be seen in Table 3 that the lowest value of fastVP is represented 

by lignin, due to the high hydrogen concentration shown in Fig. 2, while the highest value is 

represented by Douglas fir. For the second criterion, a temperature range is tentatively indicated, 

while the point evaluation will be possible with some future additional tests. The comparison with 

typical standard thermal parameters such as VP and MIT is also given in Table 3. As for the volatile 

point, which was assessed with an ignition delay time of 6 minutes, the lowest value was measured 

for cellulose, while the other samples had a VP temperature of over 300 °C, the limit temperature of 

the standard device used (ASTM E502-07, 2010). Regarding the minimum cloud ignition temperature 

determined with the GG furnace in its standard configuration (ASTM E1491-06, 2019), cellulose has 

the lowest temperature (440 °C), followed by wood dusts, while the other two pure lignocellulosic 

components have the highest values (580-590 °C). If the values obtained for cellulose and wood 

powders are in satisfactory agreement with literature data, the MIT of lignin appears to be 

significatively higher than that determined by BGIA (1997) i.e. 470°C. However, the mean diameter 

of lignin from literature was much lower (18 µm) than that of the sample used here (93 µm) (BGIA, 

1997). 

As can be seen from Table 3, the fastVP, which is evaluated using the composition criterion, is always 

much higher than the standard parameters and lies in the temperature range between 600 and 700 °C. 

With regard to the fastVP evaluated with the thermal criterion, it can be seen that the temperature 

value in the case of lignin and hemicellulose is quite comparable to the minimum cloud ignition 

temperature, while in the case of cellulose and wood dust the fastVP is above the MIT. This similarity 

can be attributed to the fact that wood dust mainly consists of cellulose, as well as to the similar shape, 

which, compared to spherical particles, modifies the dispersion in the furnace and the mass transfer. 

Castells et al. (2021) demonstrated that, if the influence of lignin content on the ignition sensitivity is 

rather low, the hemicellulose-xylan/cellulose ratio plays a significant role: the Minimum Ignition 

Energy (MIE) decreasing when this parameter increases. Nevertheless, this trend seems to be the 

opposite in the present case (Castells et al., 2020). Lastly, the larger deviation from MIT may also be 

related to the larger contribution of the flame propagation path in the heterogeneous phase in the case 

of these fibrous powders, which are characterized by lower values of specific surface area. 

Given the obtained results, it is possible to say that in order to answer the question regarding the 

existence of a correlation between VP, MIT, and LFL of the produced gases, investigations regarding 

the influence of the physical parameters of the analyzed powders are necessary. In general, it is 

possible to reiterate that as expected, VP is always the most conservative, obligatory parameter to be 

considered in the case of handling and storage of combustible materials. The temperature evaluated 

in the case of fast pyrolysis called here fastVP may be comparable to MIT but also deviate probably 

due to effects due to dispersion, specific area exposed and shape of the dust that may change the 

predominant path of flame propagation from predominantly homogeneous to mixed homogeneous-

heterogeneous. Finally, another notable difference between VP, and MIT or fastVP lies the apparent 

heating rate of the samples: as VP is determined over an extended period of time, MIT and fastVP 

greatly depend on the temperature difference applied over the short residence time of the powder in 

the G-G furnace. 
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Table 3. VP measured following the standard (ASTM E502-07, 2010), MIT following the standard (ASTM 

E1491-06, 2019) and fast VP assessed using fast pyrolysis data. 

Sample VP (°C) MIT (°C) 
FastVP (°C) 

Criterion 𝑻 > 𝑻𝒊𝒈𝒏
𝒎𝒊𝒙 

FastVP (°C) 

Criterion 𝒚 > 𝑳𝑭𝑳 

Avicel pH 101 

(Cellulose) 

[260-270 °C] 
265 °C 

440 583 [600-700 °C] 

Kraft Lignin 

(56<Φ<180 μm) 
>300 °C 590 573 [600-700 °C] 

Xylan 

(Hemicellulose) 
>300 °C 580 593 [600-700 °C] 

Oak wood 

(56<Φ<180 μm) 
>300 °C 470 597 [600-700 °C] 

Douglas fir 

(56<Φ<180 μm) 
>300 °C 490 605 [650-700 °C] 

 

3.3. Theoretical model 

In Fig. 4, the dust laminar burning velocity obtained by the theoretical model calculations are shown 

starting from the volatile compositions at 700, 800 and 900 °C in the case of fast pyrolysis. Literature 

data obtained with different experimental rigs and concentration are also reported (Pietraccini, 2023). 

As can be seen, depending on the powder analyzed, after the characterization of the evolved gas phase 

by fast pyrolysis and the application of the selected theoretical model, the range of the flammable 

powder concentration is larger in the case of experiments as in the case of the model. Such 

discrepancy is notably due to both lower experimental conversion leading to higher explosive 

concentrations, and the fact that the presence of char and especially tar is neglected in the theoretical 

analysis. The widest flammability range in terms of dust concentration is presented by cellulose (200-

1600 g/m3), while the narrowest range is formed by lignin (200-1100 g/m3). The lignin content in the 

woody powders limits the flammability range to 200-1000 g/m3.  

In terms of flame velocity values, the highest Su are obtained for lignin and cellulose (range 0.1-0.7 

m/s). Hemicellulose (here xylan) appears to be characterized by maximum values lower than 0.5 m/s 

as in the case of woody powders. This may be caused by a high carbon dioxide content in the pyrolysis 

gases, even at low temperature, and the low percentage of combustible gases (Zhao et al., 2017). Such 

trend is in line with the high oxygen content of xylan determined by elemental analysis: the presence 

of oxygen tends to promote an oxidative pyrolysis which leads to more oxidized, and thus less 

flammable compounds. 
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Fig. 4. Sdust as function of samples concentration as computed at pyrolysis temperature at 700 °C, 800 °C 

and 900 °C: Cellulose (A), Lignin (B), Hemicellulose (C), Oak wood (D) and Douglas fir (E). 

4. Conclusions 

This research includes a thorough exploration of the combustion behavior and properties of different 

lignocellulosic materials. A preliminary investigation of particle morphology and size distribution by 

SEM imaging revealed distinctive features between cellulose, lignin and hemicellulose particles. In 

particular, cellulose particles showed a non-spherical shape with a tendency for slight agglomeration, 

while lignin and hemicellulose particles looked like smooth prismatic entities. Further analysis of the 

particle size distributions showed that cellulose was the most heterogeneous, in contrast to the 

remarkably high homogeneity of lignin. Subsequent studies examined the chemical composition and 

properties of the samples, revealing both proximate and final analyses and characterization of 

lignocellulose components. It became clear that the presence of cellulose, lignin and hemicellulose 

played a central role in influencing parameters such as volatiles, fixed carbon and elemental 

composition, with woody samples closely resembling cellulose in atomic content.  

Theoretical modeling of flame propagation provided valuable insights into the flammability 

properties of the samples. In particular, cellulose showed the widest flammability range in terms of 

dust concentration, while lignin showed the narrowest range. Flame velocity values varied among the 

samples, with lignin and cellulose showing the highest values. Furthermore, the analysis of pyrolysis 
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gases provided insight into the composition and behavior of evolved gases during thermal 

decomposition. Mainly hydrogen (H2) and carbon monoxide (CO) emerged as the primary 

components, whose concentrations fluctuated with temperature and sample type. Finally, an 

exploration of the relationship between VP, minimum ignition temperature (MIT) and lower 

flammability limit (LFL) highlighted how important it is to consider the physical parameters of the 

analyzed powders. VP emerged as the most conservative parameter, with fast VP showing variability 

that was possibly influenced by dispersion effects, specific surface area and particle shape. In 

summary, the extensive characterization and analysis in this study offer valuable contributions to the 

understanding of the combustion behavior of lignocellulosic materials. Further research into the 

complex interaction between particle properties and combustion parameters is warranted to increase 

knowledge in this area. 
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Abstract 

 

The renewed interest of the scientific community in hydrogen has led to the search for innovative 

production and storage solutions. An alternative and safe way for hydrogen storage is possible 

through the formate/bicarbonate catalytic interconversion cycle in aqueous solution. This paper 

presents a preliminary quantitative risk analysis for a train-feeding system. The formate storage 

system is compared to the case of storage of compressed hydrogen at 350 bar. For both system, 

frequency and consequences analysis is presented in order to build risk maps. In addition, societal 

risk is also analyzed, and it is represented in a FN-curve, which displays the probability of having N 

or more fatalities per year, as a function of N. Both isoharzard and F-N curves show that aqueous 

formate storage is safer than compressed H2 storage. In addition, formate storage system is 

intrinsically safer in a large percentage of cases, this is evident not only considering a small scale but 

also for a train-feeding system considered. This is due to the presence of water in the system and the 

mild operating conditions required in the storage tank. In particular, in the case of aqueous solution 

of formates/bicarbonates a vapor cloud explosion is prevented.  

 

Keywords: Hydrogen storage; formate/bicarbonate storage; green hydrogen fuels; hydrogen safety; 

hydrogen train; risk analysis, chemical engineering. 

1. Introduction 

 

The use of fossil fuels, coal, and natural gas as main energy sources has been and still is at the basis 

of the world economy resulting in greenhouse gas emissions and global warming. The European 

Union (EU) has promoted a plan that aims at reducing emissions by 2030 and a complete 

decarbonization by 2050 defined as "NZE: net zero emission" (Vivanco-Martín and Iranzo, 2023). 

Hydrogen is one of the main sectors of this change, as it is considered an important vector of the 

energy transition. IRENA declares that hydrogen could contribute to 10% of the mitigation of 

temperature increase and to 12% of final energy demand (Renewable Energy Agency and Trade 

Organization Agency, 2023).  To achieve the objectives, it is necessary to increase the production, 

storage, transport, and diffusion of green hydrogen (Di Nardo et al., 2024; Megia et al., 2021). 
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However, many challenges must be faced. One of the main issues is H2 storage, due to its physico-

chemical properties, i.e. low energy density by volume, lowest minimum ignition energy (0.02 mj), 

widest flammability range (about 4.0 - 75.0 mol% in air), and highest diffusivity among known fuels. 

Another important problem of hydrogen technologies is related to the safety of both traditional and 

innovative storage systems (Faye et al., 2022; Nazir et al., 2020; Russo et al., 2022) .  

Cryogenic and compressed systems, as well as more mature systems, still have many safety issues 

that are mostly related to the combination of intrinsic gas properties and extreme storage conditions, 

i.e. T = - 252°C and P = 350 -700 bar. Chemical methods, despite their innovation, are often based 

on the adoption of materials that are toxic and harmful to the environment and people, and do not 

guarantee a storage density, efficiency, and/or stability that is comparable to the present benchmark 

(Hassan et al., 2021; Ratnakar et al., 2021).  

In recent years, there has been a growing interest in the development of new hydrogen vectors capable 

of releasing it at near-ambient conditions. One new method is aqueous solution of formic acid salts, 

formate (HCOOM), prepared through catalytic hydrogenation of bicarbonate ions. Based on the 

literature survey, the future goal of this system is the improvement of the cyclic formate/bicarbonate 

interconversion in order to meet the requirements of the industrial and automotive sector. The reactive 

cyclic formate/bicarbonate in aqueous solutions, is an interesting and effective way for the safety and 

economical storage of hydrogen (Calabrese et al., 2023). The reactive cycle is described below: 

 

 𝐻𝐶𝑂𝑂𝑀 + 𝐻2𝑂 ↔ 𝐻2 + 𝑀𝐻𝐶𝑂3 Eq. 1 

Where M = Na+, K+, NH4
+ is the positive countercation.  

 

Formates dehydrogenation and bicarbonates hydrogenation enable, respectively, the release and 

uptake of hydrogen through the catalytic cycle. This reactive cycle requires an appropriate catalyst to 

enable reactions to be carried out at near-ambient conditions, in the case of the dehydrogenation 

reaction, i.e. T = 50-90, P = 2 - 10 bar; while for hydrogenation it is necessary to increase the pressure 

up to a few tens of bars, working in a safer range than mature storage technologies such as compressed 

hydrogen (Treigerman and Sasson, 2019).  

In this work, the objective is to highlight the safety aspects of this system compared to a traditional 

storage technique, i.e. compressed hydrogen. The risk assessment of a single aqueous formate vessel 

and comparison with traditional compressed hydrogen at 350 bar was presented in a recent work of 

Russo et al. (Russo et al., 2024). With this paper, risk assessment of a scaled-up case is analyzed by 

considering the amount of hydrogen necessary to feed a train. Particular attention will be paid to the 

occurrence of a vapour cloud explosion (VCE) as an incidental scenario and the occurrence of domino 

effects that can be generated from jet-fire and/or fireball coming from only one of the tanks 

considered.  

Figure 1 shows the catalysed reactive cycle: during the hydrogenation reaction, bicarbonate is 

converted to formate for H2 storage; instead, during the dehydrogenation reaction the formate is 
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converted again to bicarbonate for the release of hydrogen and this phase is necessary to power the 

train. The figure is simplified and useful for assessing the potential of this technology. 

 

 

Figure 1 - Hydrogenation/dehydrogenation reactions for the storage and release of hydrogen in a vehicle. 

2. Accidental Scenario description 

 

In this work, we start from the same initiating event of our previous work (Russo et al., 2024) . More 

in details, as initiating event, the presence of an external fire is considered.  

The consequence is the tank temperature and pressure increase. In the case of proper operation of the 

safety valve at P = Pset this results in a continuous release of hydrogen that, if immediately ignited, 

determines a jet fire. In the case of delayed ignition, depending on the degree of mixing of the 

flammable substance with air, the expected outcome is a Vapour Cloud Explosion (VCE). In the case 

of malfunction of the safety valve, the tank pressure can reach the burst value (assumed at Pburst = 2 

Pset) and the catastrophic rupture may occur. In this case, a VCE or a fireball may occur, depending 

on the ignition. For a single vessel (4.7 kg of H2), VCE was not considered since the H2 amount was 

not sufficient for sustaining the flame propagation in unconfined environment.  

In this work, we perform the risk analysis for 20 cylinders of H2 at 350 bar necessary to ensure 

autonomy and efficiency of a train and for a storage tank for a formate system containing the same 

amount of hydrogen (Nqodi et al., 2023). All tanks are equipped with a safety valve activated at the 

set pressure Pset (Zheng et al., 2012). In the case of hydrogen-powered trains, two possible initiating 

events should be considered: a railway accident and/or an external fire. Analysing both accidents - in 

the case of compressed hydrogen - a domino effect is expected that affects the 20 pressurized tanks, 
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leading to the loss of the entire fuel. When performing the scale-up the H2 amount is increased up to 

20 times and then also the VCE has to be considered.   

Figure 2 illustrates a train that will be analysed in this paper; however, the green circle indicates the 

wagon where both the storage and the supply of hydrogen occurs. In addition, an incidental scenario 

is shown to highlight one of the possible tragic events that could happen if a fault/accident is recorded. 

 

 

Figure 2 - Train fuelled with hydrogen and possible accident scenario 

3. Methods 

 

The probability of occurrence of accidental scenarios was calculated through the event tree, as the 

product of the initiating event frequency multiplied by the probability of occurrence of event leading 

to the outcome (Laird, 2012). The spatial/temporal concentration distribution was computed by using 

the Pasquill-Gifford model.  

The magnitude of the consequences has been evaluated by means of the models available in the 

literature. For the jet fire, the point source model (Point Source Model) (Díaz and Rigby, 2022) is 

used for a more conservative assessment of the thermal flux obtained. In the case of fire and 

explosions we have two different methods used: for the fireball and thermal fluxes were evaluated 

according to semi-empirical models and the physical explosion (Laird, 2012); therefore, in order to 

assess the damage from overpressure the equivalent TNT method is used.  

The consequence has been evaluated as a function of the distance from the source point, using a 

probabilistic approach (Effect Model), based on Probit functions, (table 1) 
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Table 1 - Probit functions 

jet fire, fireball Death due to thermal 

radiation 
𝑌 = −36.38 + 2.56 ln(𝐼4/3 ∙ 𝑡) 

(Hanley et al., 2018) 

jet fire, fireball I-degree burns due to 

thermal radiation  
𝑌 = −39.83 + 3.0186 ∙ ln(𝐼4/3 ∙ 𝑡) 

(Pérez et al., 2010a; Shen 

et al., 2018a, 2018b) 

VCE, physical 

explosion 

Pulmonary 

haemorrhages due to 

overpressure 

𝑌 = −77.1 + 6.91 ∙ ln (𝑃0) 

(National technical 

information, 1975) 

VCE, physical 

explosion 
Structural damage Y = −23.1 + 2.92 ∙ ln (𝑃0) 

(National technical 

information, 1975) 

 

Starting from the analysis conducted on a single tank, 20 tanks of compressed hydrogen are 

considered as fuel for a train and the corresponding storage tank for the system formates/bicarbonates.    

From the quantity of hydrogen contained in the system under analysis, the distances where LFL and 

UFL are reached have been estimated. The approach followed is the most conservative: for a 

continuous release, pure hydrogen release was considered for both storage systems. In fact, even in 

the case of tanks with formates, significant water evaporation is prevented by the high pressure in the 

vessel and gas stratification in the tank is likely to occur. In the event of a catastrophic failure of the 

storage tank at high temperature, water is suddenly released at high temperature to ambient pressure, 

and, as a result, a hydrogen/steam mixture will be obtained where the water acts as an inert, reducing 

the flammability range. For the assessment of gas flow, model proposed in the literature and the 

isentropic expansion through a hole were considered (Laird, 2012).  

It was therefore possible to evaluate the thermal flux values for the two systems as a function of the 

distance from the point of release through the probit equations. A target of lethality or damage of 50% 

has been set, so distances are identified where a pressure wave, or an energy flow, can cause the 

expected effect. 

Impact zones of the incidental outcomes were represented through the isorisk curves. In order to trace 

the isorisk curves, we assume the simplified hypothesis that in the region enclosed by the isorisk 

curve we have 100% of fatality, while outside 0%. As a result, the risk contour of each outcome is a 

circumference of radius equal to the effect zone identified with the probit equations. 

4. Results 

 

The evaluation of the VCE consequence was performed using the models given in Table 2. For the 

study of the result VCE was taken into account the case of 20 tanks of H2 compressed to 350 bar, the 

H2 in the tanks was released instantly resulting in the generation of a puff. The same amount of 

hydrogen was analyzed for a system containing a formates solution. In this case, the inertizing effect 

of H2O, observed in the case of a single tank, is also expected: in case of a cloud formation, water 

can limit or even avoid the VCE as an incidental scenario. 
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Table 2 - data for the scale-up system and VCE results generated from 20 H2 tanks at 350 bar   

N° 20 TANKS AT 350 BAR  

VARIABLE VALUE MODEL  

Total mass of H2 [kg] mH2
= 94.4  Real Gas Law  (Myslikova and 

Gallagher, 2020) 

H2 mass in the flammability range [kg] mE = 83.11 Van Buijtenen model  (Van Buijtenen, 

1980) 

Equivalent mass of TNT [kg] mTNT = 214.42 Model of equivalent TNT  (Shen et al., 

2018c) 

Distance limits for flammability [m] xLFL = 184.4584 

xUFL = 625.3108 

Pasquill-Gifford model (Laird, 2012) 

Effect zone extension (50% lethality) [m] 48 Probit equation  (Pérez et al., 

2010b) 

 

In Figure 3, the effect of H2O on the H2 flammability limits is shown. The flammability range is 

significantly reduced by the presence of water, up to disappear at H2O concentration above 60%.  

 

Figure 3 - Nose diagram for hydrogen at different inert percentage (H2O) 

 

This result suggests that the cloud formation could be not flammable, when the salt concentration up 

to 6.5 mol/L (Russo et al., 2024), thus ensuring the formate storage an intrinsically safe system with 

respect to VCE.  

 

From these considerations it is clear that the system consisting of pressurized cylinders represents, in 

fact, a serious safety issue: if the isorisk curve for the VCE would be traced, the effect zone (centred 

at the trigger point) would be significantly expanded, while in the case of the formate solution system, 

the iso-hazard curves related to the VCE will be completely absent, as shown in Figure 4. 
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Figure 4 – Isorisk curves for physical explosion and VCE both in the case of compressed H2 and formates  

For the scenario that foresees the VCE is interesting to estimate the curve F-N. It is considered that 

the release of H2 on the train happens while it is traveling in open country. Near the point of release, 

it has been hypothesized the presence of a small city centre of about 30,000 inhabitants with an 

extension of 775000 m2, and it is considered that in the built-up area the cloud is triggered. Imagining 

for simplicity a homogeneous distribution of the population, a Fatality number for the VCE was 

estimated equal to about 26 people. 

Table 3 shows the information obtained and the F-N curve in the case of VCE: 

 

Table 3 - fatality number e FN value for compressed hydrogen (20 tanks)  

FATALITY NUMBER (N) OUTCOMES  FN  [year-1] 

N ≤ 26 VCE 2E-6 

N > 26 / 0 

 

 

Figure 5 shows the trend of the F-N curve in the case of compressed hydrogen, compared to the Dutch 

threshold, which is the most conservative (De Bruijn et al., 2010), however, a slight exceedance 

occurs. This could be much more marked if we consider other incidental scenarios with their domino 

effects. Such analysis will be further investigated. In the case of the formate/bicarbonate system, the 

F-N curve for this accidental scenario is not present; this is because the formed cloud is rich in water 

and therefore outside the flammability conditions of the solution and the VCE is not expected.  As 

one can see from the results obtained, the storage of H2 in formate solutions has a great potential. 
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This is even more evident when considering a real application of this type in which the volumes of 

H2 considered are greater. 

 

Figure 5 - F-N curve in case of VCE as outcome 

 

Vehicles are vulnerable to catastrophic accidents due to the storage and the transport of flammable/ 

explosive materials, and this is even more evident when the hydrogen is the stored gas. Among all 

the most common incidental scenarios, there are fires and explosions, and these are interactive events, 

so they can generate a "domino effect", especially in processes where units are located within a limited 

distance. There is high complexity and uncertainty about the study of domino effects as it is not easy 

to analyze the interaction between various parts of the process. This paper aims to conduct a 

preliminary and simplified study on the domino effect from some hypotheses: (i) the initiating event 

is an increase in temperature in one of the tanks; (ii) the reactor is equipped with a safety valve that 

is operated and releases hydrogen continuously with the formation of a plume; and (iii) the most 

likely outcomes considered are jet-fire and fireball from a single vessel. 

These hypotheses are in a range of conditions treated in the previous paper by Russo et al.(Russo et 

al., 2024).It is therefore possible to evaluate the threshold values for thermal flux and compare them 

with the literature values (Lynch et al., n.d.)  of sufficient thermal radiation to cause damage to the 

process equipment and to melt plastics, shown in Table 4. 

 

Table 4 - general effects of thermal radiation and relative distance for both storage systems 
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35.0 

Damage to 

process 

equipment  

28 2.5 22 - 

 

As evident, the distances in the case of formates are considerably smaller than those obtained in the 

case of compressed hydrogen. However, in the event that the tanks are sufficiently close, the domino 

effect cannot be avoided in either system. Instead, if we consider the results of the thermal flux from 

the fireball, given the evaporation of water and the mixing with H2, the critical values are never 

reached, and the fireball is an intrinsically safer result.  

5. Conclusion 
 

 

The storage of H2 in aqueous formate solutions is an alternative and effective solution not only to 

traditional storage techniques but also to innovative and recent storage methods. In fact, within the 

category of LOHC, formates pose less severe safety issues. The results obtained in this study showed 

that the system of interest represents a real turning point for the safety of H2 storage especially on a 

large scale, considering that the presence of inerting water can mitigate or completely prevent the 

occurrence of cloud explosions, contrary to compressed hydrogen. Moreover, the domino effects 

generated by fires from a single vessel have a higher probability of occurrence when considering the 

case of compressed hydrogen. Indeed, considering a comparison of risk areas for both systems, it is 

clear that the risk area for compressed hydrogen was significantly larger than the risk area for formate 

storage; Formate storage technology finds one of the main strengths in the highest levels of safety in 

accordance with current legislation and the targets set for the hydrogen economy in the near future. 

Nevertheless, for an effective scale-up of the storage system with a formate solution, the frequency 

of occurrence of the outcomes can be reduced by introducing further and adequate safety functions 

and mitigating measures. The knowledge necessary for the transition of this system from the 

laboratory scale to that of industrial applications can be generated by increasing experimental data, 

and transferring the acquired knowledge acquired to a pilot scale. 
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Abstract 

Transport and storage of hydrogen as a liquid (LH2) is being widely investigated as a solution for 

scaling up the supply infrastructure and addressing the growth of hydrogen demand worldwide. While 

there is a relatively well-established knowledge and understanding of hazards and associated risks for 

gaseous hydrogen at ambient temperature, several knowledge gaps are yet open regarding the 

behaviour in incident scenarios of cryogenic hydrogen, including LH2. This paper aims at presenting 

the models and tools that can be used to close relevant knowledge gaps for hydrogen safety 

engineering of LH2 systems and infrastructure. Analytical studies and computational fluid dynamics 

(CFD) modelling are used complementarily to assess relevant incident scenarios and compare the 

consequences and hazard distances for hydrogen systems at ambient and cryogenic temperature. The 

research encompasses the main phenomena characterising an incident scenario: release and 

dispersion, ignition, and combustion. Experimental tests on cryogenic hydrogen systems are used for 

the validation of correlations and numerical models. It is observed that engineering tools originally 

developed for hydrogen at ambient temperature are yet applicable to the cryogenic temperature field. 

For a same storage pressure and nozzle diameter, the decrease of hydrogen temperature from ambient 

to cryogenic 80 K may lead to longer hazard distances associated to unignited and ignited hydrogen 

releases. The potential for ignition by spark discharge or spontaneous ignition mechanism is seen to 

decrease with the decrease of hydrogen temperature. CFD modelling is used to give insights into the 

pressure dynamics created by LH2 vessels rupture in a fire using experimental data from literature.  

Keywords: hazards, hydrogen safety, releases, jet fires, explosions 

 Introduction 

The growth of hydrogen demand and novel applications has led to the need for scaling up the supply 

infrastructure. One of the potential solutions is the transport and storage of hydrogen as a liquid (LH2) 

owe to the larger densities and increased efficiencies compared to its gaseous form. Knowledge of 

phenomena associated to safety of gaseous hydrogen at ambient temperature is well settled. However, 

a deep understanding of the hazards and risks associated with cryo-compressed and LH2 systems is 

yet needed in order to ensure an inherently safer LH2 infrastructure. Several studies have been 

conducted within the European project PRESLHY (www.preslhy.eu) on pre-normative research for 

the safer use of LH2 in non-industrial settings, addressing the knowledge gaps and open issues 

associated with LH2 behaviour in accidental conditions. However, a methodical approach is yet 

needed to assess the whole range of incident’s consequences and underpin the development of 

prevention and mitigation strategies. The present research aims at providing a set of engineering tools 

and numerical models for a systematic assessment of the potential consequences from relevant 

incident scenarios involving LH2 applications. Main object of the research is the safety of cryo-

compressed releases as representing the most likely events during safety operations of LH2 

operations, such as the venting from LH2 storage systems to avoid a dangerous pressure build-up and 
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worst-case scenario of a catastrophic rupture of the storage tank. The systematic assessment first 

analyses the consequences deriving from unintended hydrogen releases. In this case the major safety 

concern is associated with the potential ignition of the formed flammable cloud and associated hazard 

zones. The study then investigates how the potential for ignition occurrence varies with the change 

of temperature of the hydrogen-air mixture or hydrogen storage. In the case of ignition, pressurised 

hydrogen releases are likely to ignite and form a jet fire with associated thermal hazards. The 

circumstances of a delayed ignition or ignited release in an enclosure with limited ventilation can also 

lead to the occurrence of significant pressure loads. Where possible application of engineering tools 

and correlations originally developed for hydrogen at ambient temperature is expanded to the field of 

cryogenic conditions. Otherwise, novel models are proposed and validated to address the knowledge 

gaps and open issues associated with cryogenic hydrogen behaviour in accidental conditions. More 

complex incident scenarios may present characteristics that could differ from the assumptions used 

in reduced models. Thus, computational fluid dynamics (CFD) modelling is also used to investigate 

and provide insights into the underlying phenomena characterising such incident scenarios.  

The focus of the research is posed on the comparison of relevant hazards and consequences magnitude 

for hydrogen systems at ambient and cryogenic temperatures. To this scope, four representative 

scenarios are selected with storage pressures of 100 and 350 bar, as maximum pressure indicated in 

(DOE, 2006), and nozzle diameter of 1 and 2 mm. The final goal is to integrate the models into 

guidelines for inherently safer design of LH2 infrastructure and equip stakeholders with tools to 

perform professionally hydrogen safety engineering. 

1. Release and dispersion 

1.1. Assessment of hydrogen releases 

1.1.1. Steady-state hydrogen releases 

The storage pressure for cryo-compressed hydrogen can reach 350 bar for optimum gravimetric 

performances (DOE, 2006). In case of an unintended leak or release from a pressure relief valve, an 

under-expanded jet is formed as the pressure at the nozzle is higher than atmospheric. Cirrone et al. 

(2023b) expanded applicability of the under-expanded jet theory by (Molkov et al., 2009) to 

cryogenic releases with storage pressure up to 5 bar and temperature down to 46 K. It was shown that 

the Abel-Noble Equation of State (EoS) well represents cryogenic releases for storage pressures up 

to 6 bar, whereas the high-accuracy Helmholtz energy formulations (NIST) shall be used for larger 

pressures. Fig. 1 presents calculations by the under-expanded jet theory in (Molkov et al., 2009), 

showing that for a given storage pressure (Ps), the calculated mass flow rate significantly increases 

with the decrease of temperature. As an example, mass flow rate for Ps=5 bar increases from 0.241 

g/s at Ts=300 K to 0.597 g/s at Ts=48 K. The variation in mass flow rate is more pronounced for lower 

temperatures and higher pressures as consequence of the density change in the storage tank.   

 

Fig. 1. Calculated hydrogen mass flow rate as function of storage temperature for Ps=2-5 bar and d=1.0 mm. 
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1.1.2. Transient hydrogen releases 

A realistic incident scenario may involve a transient release during blowdown of a hydrogen storage. 

An accurate estimation of the blowdown dynamics is essential to assess the time changing release 

mass flow rate and characteristics, and thus magnitude and duration of the associated hazards. Heat 

transfer through a tank wall can play an important role in the model accuracy, especially when dealing 

with cryogenic hydrogen storages. Furthermore, research in (Cirrone et al., 2022b) highlighted the 

importance of taking into account heat transfer through a discharge pipe exposed to ambient air to 

correctly estimate mass flow rate for cryo-compressed hydrogen releases. A non-adiabatic blowdown 

model taking into account heat transfer through the tank and discharge pipe walls, and NIST EoS was 

proposed in (Cirrone et al., 2023a). The non-adiabatic blowdown model was seen to well reproduce 

the storage pressure and temperature dynamics in sixteen tests performed within PRESLHY project 

at initial pressure 5-200 bar and temperature 80-310 K, through release nozzle diameter of 0.5-4.0 

mm. Fig. 2 shows the comparison of calculated storage pressure and temperature dynamics against 

experimental measurements for the tests at same initial storage pressure P0=200 bar and release 

diameter d=1.0 mm, but different initial storage temperature T0. It is possible to observe that the 

model well reproduces experiments throughout the blowdown duration. The pressure decay in the 

hydrogen storage is seen to have a similar behaviour for both ambient and cryogenic tests during the 

first stage of the release (<10 s). Beyond this time, the cryogenic test presents a slower pressure decay, 

resulting in a doubled release duration. The temperature dynamics (see Fig. 2, right) presents an initial 

decrease up to about 8 s due to the tank blowdown. Afterwards, temperature presents a more stable 

and slower increase due to heat transfer through a tank wall. 

 

Fig. 2. Effect of initial hydrogen storage temperature (T0) on non-adiabatic blowdown dynamics of storage 

pressure and temperature for P0≈200 bar and d=1.0 mm: calculations versus experiments. 

1.2. Assessment of hydrogen dispersion 

The main hazards associated with hydrogen releases is given by the formation of a flammable cloud 

that could ignite producing thermal and pressure hazards. The knowledge of the flammable cloud 

extent is therefore of utmost importance to determine appropriate hazard distances. The similarity 

law for under-expanded jets allows to calculate axial hydrogen concentration decay in momentum-

dominated hydrogen jets (Molkov, 2012):  

Cax = 5.4 √ρN ρs⁄  (𝑑 𝑥⁄ ), 

where 𝜌𝑁 is the density of hydrogen at the nozzle exit (calculated using the under-expanded jet theory 

discussed in Section 1.1.1), 𝜌𝑠 is the density of the surrounding air, d is the nozzle diameter and x is 

the distance from the release point. The similarity law was validated against a wide range of 

experiments on hydrogen under-expanded jets with storage temperature as low as 50 K, see (Cirrone 

et al., 2023b; Molkov, 2012). The similarity law can be used to calculate and compare the hazard 

distances associated with the lower flammability limit (LFL) to assess the extent of the flammable 

hydrogen-air mixture at different storage temperature. Table 1 reports calculations for the 
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representative scenarios selected for the consequences comparison. Let us consider a hydrogen 

storage tank with Ps=100 bar and d=1.0 mm. The hazard distance to the LFL is calculated as 3.7 m 

for temperature of the storage Ts=300 K, whereas the distance increases to 6.6 m when Ts=80 K. In 

general, it can be concluded that for a same storage pressure and nozzle diameter, the decrease of 

hydrogen temperature from ambient to cryogenic leads to longer hazard distances associated to 

unignited hydrogen releases. The engineering tool used for calculations in Table 1 is available on the 

e-Laboratory of Hydrogen Safety platform developed within Net-Tools and expanded during 

HyResponder (https://elab.hysafer.ulster.ac.uk/).   

Table 1. Comparison of hazard distances to LFL for hydrogen releases at ambient and cryogenic temperature 

Case Ps, bar d, mm 
Hazard distance to LFL, m 

Ts=80 K Ts=300 K 

1 100 1.0 6.6 3.7 

2 100 2.0 13.3 7.5 

3 350 1.0 10.1 6.5 

4 350 2.0 20.2 12.9 

The similarity law proved to be an accurate tool to rapidly assess a hydrogen jet concentration decay. 

More complex scenarios may present different characteristics from the tool assumptions, e.g. 

impinging jets, releases in a confined space, etc. Thus, a CFD approach is developed to model 

cryogenic hydrogen releases and complement the similarity law engineering tool.  

1.2.1. A CFD approach for modelling cryogenic hydrogen unignited releases 

The CFD model is based on a Reynolds-averaged Navier–Stokes (RANS) approach with realizable 

κ-ε model for simulating the turbulent hydrogen jet. To validate the proposed CFD model, simulations 

were compared to experiments conducted at the Sandia National Laboratories (Hecht and Panda, 

2019). The five experimental tests selected for the CFD model validation have storage temperature 

included in the range 51-61 K, storage pressure up to 5 bar abs, and nozzle diameter in the range 1.0-

1.25 mm (see Table 2). The steady state hydrogen release source in simulations is modelled as a 

notional nozzle with conditions calculated through the under-expanded jet theory by (Molkov et al., 

2009), since it was seen to well reproduce the mass flow rate in cryogenic hydrogen releases. Table 

2 shows the temperature, velocity and diameter of the notional nozzle used as input to computations.  

Table 2. Experimental tests selected for the validation of the CFD approach with notional nozzle parameters 

used as input to numerical simulations 

Test 
Nozzle 

d, mm 

Exp. mass 

flow rate, g/s 

Storage Notional Nozzle 

P, bar T, K T, K u, m/s d, mm 

1 1 0.334 3 56 46.67 519.09 1.25 

2 1 0.585 5 50 41.67 490.49 1.61 

3 1.25 0.334 2 61 50.83 541.76 1.27 

4 1.25 0.546 3 51 42.5 495.37 1.56 

5 1.25 0.706 4 54 45 509.73 1.80 

The numerical domain reproduces the experimental set-up including a hood for the extraction of the 

combustion fumes with velocity calculated to be in the range 2-8 m/s. The hexahedral domain is 

rectangular with size 1.2 m x 1.2 m x 2.0 m. Given the symmetry of the problem, only a quarter of 

the domain was considered to reduce calculation time. The cell size varied from the notional nozzle 

size to about 10 cm in the far field. Ansys Fluent is used as a platform for numerical simulations.  

Results and discussion 

Results of numerical simulations performed for the tests described in Table 2 were compared to 

experimental measurements on hydrogen distribution along the jet axis and radius. Fig. 3 shows that 
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numerical simulations for Test N.3 (Ts=61K, Ps=2 bar and d=1.25 mm) well reproduce experimental 

measurements along the entire jet axis. Numerical simulations were performed for the minimum and 

maximum co-flow velocity of the experimental range v=2-8 m/s, finding that results were not affected 

by the variation of co-flow velocity (Fig. 3, left). The distributions of hydrogen concentration and 

temperature normalised to the centreline along the radial distance normalised to the axial distance for 

Test N.3 are shown in Fig. 4. The comparison confirms the capability of the CFD model to capture 

the hydrogen and temperature distribution throughout the cryogenic hydrogen jet. Overall, the 

developed CFD approach is found to well agree with the experimental measurements of hydrogen 

axial concentration for all the set of tests with accuracy within ±10%. An exception is given by test 

N.1 where the maximum relative difference between simulated hydrogen concentration and the more 

unstable experimental measurements was recorded to be 13.6%. 

 

Fig. 3. Results of CFD simulations versus experimental data for cryo-compressed hydrogen releases: 

hydrogen concentration along the jet axis for the Test N.3 with Ts=61 K, Ps=2 bar and d=1.25 mm. 

 

Fig. 4. Results of CFD simulations versus experimental data for cryo-compressed hydrogen releases: 

normalised hydrogen concentration (left) and temperature (right) on the normalized radial distance for the 

Test N.3 with Ts=61 K, Ps=2 bar and d=1.25 mm. 

Further analyses are performed to assess the effect of numerical features of the CFD model on 

simulation results. Fig. 3 (right) compares the hydrogen axial distributions simulated by the realizable 

κ-ε and standard κ-ε turbulence sub-models. Simulation results are affected by the turbulence sub-

model and the effect increases with distance from the release nozzle. Realizable κ-ε is observed to 

better predict the hydrogen concentration distribution, confirming the improved capability of such 

turbulence model to reproduce axisymmetric jets (ANSYS Inc, 2016). 

2. Ignition 

Ignition and combustion of hydrogen in air is considered more hazardous compared to other fuels due 

to the lower minimum ignition energy (MIE) and the wider flammability range. This section aims at 

analysing the effect of cryogenic initial temperature on the MIE and thus ignition potential of the 
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hydrogen-air mixture. The theoretical model developed in (Cirrone et al., 2023) allows to calculate 

the MIE in hydrogen mixtures with air for arbitrary concentration and temperature as follows:  

𝐸𝑚𝑖𝑛 =
1

6
𝜋𝑑3𝜌𝑢𝑐𝑝,𝑢(𝑇𝑏 − 𝑇𝑢).  

where d is the critical flame kernel diameter, 𝜌𝑢  is the density, 𝑐𝑝,𝑢  the specific heat at constant 

pressure, 𝑇𝑢 is the temperature for the unburnt mixture and 𝑇𝑏 is the temperature of the burnt mixture. 

The theoretical model does not rely on experimental measurements for the critical kernel diameter, 

but this is estimated as 𝑑 = 2.5𝛿𝐿, with 𝛿𝐿 being the laminar flame thickness. The definition by Blint 

(Poinsot and Veynante, 2005) is used to assess the laminar flame thickness and requires the 

calculation of the laminar burning velocity Su. To avoid any dependence on experimental data 

availability, Su is calculated using Chemkin software or correlations, and accounts for effect of flame 

stretch and preferential diffusion, as the latter were found to have a strong effect in lean hydrogen-air 

mixtures. The model was validated in (Cirrone et al., 2023) against experimental tests for hydrogen 

mixtures with in air at temperature in the range 123-298 K. The theoretical model is applied to assess 

the MIE curve for variable hydrogen concentration in air and temperature. Results of calculations are 

shown in Fig. 5. Theoretical MIE for T=298 K is evaluated as 13 µJ for the stoichiometric mixture, 

which conservatively reproduces experimentally measured 17 µJ. As expected, MIE increases with 

the decrease of temperature to 43 µJ at T=173 K and 108 µJ at T=123 K for the near to stoichiometric 

mixtures. The largest increase of MIE with the decrease of temperature is observed for the leaner 

hydrogen-air mixtures. However, it should be highlighted that cryogenic lean-hydrogen mixtures 

could be more affected by flame instabilities associated with the flame stretch and preferential 

diffusion, which could result in a more conservative assessment of MIE. 

 

Fig. 5. Theoretical evaluations of MIE for hydrogen-air mixtures at temperature 298 K, 172 K and 123 K. 

A CFD approach has been developed to complement the theoretical model developed in (Cirrone et 

al., 2023) and investigate the occurrence of larger flame instabilities for leaner hydrogen-air mixtures 

at cryogenic temperature, as hinted via the theoretical modelling. The CFD model employs detailed 

chemical mechanisms employing 13 chemical species and 37-step reduced chemical reactions. Fig. 

6 (left) shows the flame kernel development for a stoichiometric hydrogen-air mixture at T=288 K 

and numerically calculated MIE=15 μJ, which well estimates experimental MIE=17 μJ. It is possible 

to observe that at 45 μs the high temperature zone is mainly located in the spark channel, while it 

starts to expand and develop at 100 μs as signalled by the more pronounced presence of hydroxyl 

(OH) radical. Fig. 6 (right) shows the flame kernel development for a stoichiometric hydrogen-air 

mixture at T=173 K and numerically calculated MIE=30 μJ. The flame kernel spherical expansion 

has a trend similar to ambient temperature hydrogen-air mixtures. However, it is possible to observe 

the appearance of disturbances of the flame front that could indicate the enhancement of flame 

instabilities for cryogenic hydrogen-air mixtures, confirming the observations drawn via the 

theoretical modelling and explaining the lower MIE calculated via numerical simulations.  
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T=288 K T=173 K 

  

Fig. 6. Flame kernel growth for T=288 K, H2=30% by vol. in air, MIE=15 μJ (left) and for T=173 K, H2=30% 

by vol. in air, MIE=30 μJ (right). 

Another potential ignition mechanism relevant for sudden releases of cryogenic hydrogen is the so-

called “diffusion ignition” mechanism. The numerical research in (Cirrone et al., 2022c) assessed the 

effect of hydrogen storage temperature decrease from 300 K to 80 K by using a CFD model previously 

validated against ambient temperature tests. The analysed release system was represented by a T-

shaped channel system where the cryo-compressed hydrogen was initially separated from the air by 

an inertial burst disk (diaphragm). The numerical research found that the pressure limit leading to 

spontaneous ignition increased from 2.9 MPa to 9.4 MPa when hydrogen temperature decreased from 

300 K to 80 K. Thus, cryogenic hydrogen presents a minor potential than hydrogen at ambient 

temperature to trigger by diffusion ignition mechanism for the selected system configuration.  

3. Combustion 

Unintended hydrogen releases are likely to ignite and produce a jet fire leading to harmful conditions 

in its surroundings. Thermal hazards of a jet fire include the flame length itself, the presence of high 

temperature combustion products, elevated thermal radiative heat fluxes and thermal dose.  

3.1. Assessment of potential thermal hazards 

The  dimensionless correlation for hydrogen jet flames in (Molkov, 2012) allows to calculate the 

flame length knowing the storage conditions and release nozzle diameter. The correlation was 

originally validated against ambient temperature releases and validation range was expanded to 

cryogenic hydrogen jet fires in (Cirrone et al., 2023b). Table 3 compares the calculated flame length 

for the example scenarios selected for the study. It is possible to observe that for a given storage 

pressure and release nozzle diameter, the decrease of storage temperature leads to longer hydrogen 

flame lengths 𝐿𝑓 . Longer flames lead also to longer “no harm” distances along the jet axis 

corresponding to the temperature of 70°C for any exposure duration (LaChance, 2010), which is 

calculated as 3.5𝐿𝑓 . The engineering tool used for calculations in Table 3 is available on the e-

Laboratory of Hydrogen Safety platform (https://elab.hysafer.ulster.ac.uk/).   

Table 3. Comparison of calculated flame lengths and “no harm” hazard distance by temperature for hydrogen 

jet fires at ambient and cryogenic temperature 

Case 
Ps, 

bar 

d, 

mm 

Flame length, m “No harm” distance, m 

Ts=80 K Ts=300 K Ts=80 K Ts=300 K 

1 100 1.0 2.6 1.5 9.3 5.4 

2 100 2.0 5.3 3.1 18.5 10.8 

3 350 1.0 3.9 2.6 13.7 9.0 

4 350 2.0 7.8 5.2 27.4 18.0 
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Hazard distances along the jet axis defined by temperature may be shorter for horizontal hydrogen jet 

fires in comparison to vertical jets. CFD study in (Cirrone et al., 2022b) observed a positive effect of 

buoyancy on rising up of combustion products and thus reduction of hazard distances defined by 

temperature criteria for horizontal jets. Nevertheless, hazard distances defined by thermal radiation 

resulted to be longer to those defined by temperature. Thus, it is important that all harm criteria modes 

are considered for a thorough assessment of hazard distances. Numerical models to assess thermal 

hazards by radiative heat flux were validated in (Cirrone et al., 2022b; Cirrone et al., 2018).  

3.1.1. An analytical approach to assess radiative heat flux from cryogenic hydrogen jet fires 

Despite the great accuracy achieved by the numerical models, reduced tools for the estimation of 

thermal radiation are needed to overcome the calculation time and complexity required by CFD 

applications. An analytical model is proposed here for the assessment of the radiative heat flux in the 

surroundings of hydrogen jet fires from vertical and horizontal releases of hydrogen at ambient and 

cryogenic temperature. The analytical approach is based on the weighted multi source flame radiation 

model developed by (Hankinson and Lowesmith, 2012) and further expanded by (Ekoto et al., 2014). 

The model is hereby adapted to include evaluation of flame length and width through the 

dimensionless correlation in (Molkov, 2012). The radiative heat flux prediction at a given location 

requires evaluation of the radiant fraction 𝜒 according to (Molina et al., 2007): 

𝑞 =
𝑉𝐹

𝐴𝑓
∙ 𝑆 ∙ 𝜏 ,       with    𝑆 = 𝜒 ∙ �̇� ∙ ∆𝐻𝑐, 

where VF is the flame view factor, 𝐴𝑓 is the surface of the flame, 𝜏 is the atmospheric transmissivity, 

S is the surface emissive power, ∆𝐻𝑐 is the gas heat of combustion (∆𝐻𝑐,𝐻20 = −119 𝑀𝐽 /𝑘𝑔) and 

�̇� is the mass flow rate of hydrogen calculated as per the under-expanded jet theory mentioned in 

Section 1.1.1. The weighted multi source model in (Hankinson and Lowesmith, 2012) consists in the 

decomposition of the jet flame axis in N emitting points having a different contribution on the final 

balance of the heat flux. In the current model, the weighting of the points assumes a linear increase 

of source emitter contribution if located between the point of release and 0.6Lf, corresponding to the 

flame maximum temperature as per the experimental data gathered in (Molkov, 2012), and a linear 

decrease if the point is located in the remaining part of the jet flame axis. Experiments on cryogenic 

hydrogen jet fires by (Breitung et al., 2009; Panda and Hecht, 2017) are used for validation of the 

extended analytical model. The experimental tests have storage pressure within the range 2-20 bar 

and storage temperature in the range 48-290 K.  

Results and discussion 

The analytical model results are compared against the radiative heat flux measurements on the side 

of jet fires up to a distance of 1.25 m. Here only results for five out of the nine tests selected for the 

CFD model validation are reported. Fig. 7 shows that the modelled radiative heat flux well predicts 

the experimental radiative heat flux measured in SNL tests (Panda and Hecht, 2017) in the first 

portion of the jet fire. Measurement at the furthest sensor from the release point is generally 

unpredicted. The furthers sensor coordinate is approximately the same of the flame length and given 

that it is very close to the jet axis (0.2 m), it may lead to an inaccurate view factor estimation when 

the weighted multi source model is applied. The overestimation of the maximum experimental 

radiative heat flux for Test 4 is due to the absence of modelling of the hood extracting combustion 

products at a given velocity. This effect is proven by CFD modelling previously validated against 

SNL experiments in (Cirrone et al., 2018) for hood velocity equal to 0 m/s, which well reproduces 

the maximum calculated by the engineering tool.  
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Fig. 7. Validation of the model: calculated versus experimental radiative heat flux for SNL Tests 2-4. 

Fig. 8 shows the comparison of analytical calculations of radiative heat flux against measurements 

from two of the five tests carried out by Breitung et al. (2009) on jet fires with ambient and cryogenic 

storage temperature. Nine sensors were located on three lines parallel to the jet axis at distances z=50, 

75 and 125 cm. Experiments are well reproduced by the engineering tool, whereas other tests 

presented a conservative estimation possibly due to overestimation of flame length up to about 20%.  

Test 2: TS=290 K, PS=4 bar, d=2 mm 

   

Test 5: TS=80 K, PS=3 bar, d=4 mm 

   

Fig. 8. Validation of the model: calculated versus experimental radiative heat flux for KIT Tests 2 and 5. 

3.2. Assessment of potential pressure hazards 

The delayed ignition of under-expanded hydrogen jets may generate strong overpressures that could 

harm people or damage properties. Authors in (Cirrone et al., 2022a) found that a unique conservative 

correlation can be used to assess the generated overpressure for both ambient and cryogenic hydrogen 

jets by knowing only the storage pressure, temperature and release nozzle diameter. The correlation 

is used to assess hazard distances according to the typical harm criteria outlined in (Cirrone et al., 

2022a) and results  for the example scenarios at different storage temperature are compared in Table 

4. Cryogenic releases generally result in larger hazard distances and the effect of storage temperature 

on the calculated hazard distances increase with the storage pressure and nozzle diameter.  

Table 4. Comparison of calculated hazard distances from the release nozzle for delayed ignition of hydrogen 

releases at ambient and cryogenic temperature 

Case 
Ps, 

bar 

d, 

mm 

“No harm” distance, m Injury distance, m Fatality distance, m 

Ts=80 K Ts=300 K Ts=80 K Ts=300 K Ts=80 K Ts=300 K 

1 100 1.0 3.1 3.1 1.1 1.1 0.7 0.7 

2 100 2.0 6.7 6.2 2.7 2.2 1.8 1.3 

3 350 1.0 4.7 4.4 2.0 1.7 1.4 1.0 

4 350 2.0 9.4 8.7 4.0 3.3 2.8 2.1 
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In the event of a hydrogen release in an enclosure with limited ventilation, the produced pressure 

dynamics may present a distinctive peak exceeding the steady-steady pressure level. This event is 

defined as pressure peaking phenomenon and increases in magnitude for ignited hydrogen releases. 

The main parameters affecting the pressure peak are the hydrogen release rate, enclosure volume and 

vent dimensions. The numerical assessment in (Cirrone et al., 2022) investigated the effect of 

hydrogen storage temperature on the overpressure dynamics in the enclosure. It was observed that for 

a same storage pressure, the pressure peaking phenomenon for cryogenic hydrogen releases is more 

pronounced than for ambient temperature releases producing a twice larger overpressure peak due to 

the larger mass flow rate released.  

3.3. Hazards associated to BLEVE of LH2 storage systems 

Liquid hydrogen tanks are generally equipped with pressure relief device (PRD) which are aimed at 

venting the stored hydrogen and avoiding pressure build-up in incidental conditions, such as presence 

of a surrounding fire. In case of a PRD failure or loss of the tank structural integrity, the hydrogen 

storage tank may fail with consequent blast wave, fireball and projectiles, as per catastrophic rupture 

of high-pressure hydrogen storage tanks at ambient temperature (Molkov et al., 2021). Numerical 

investigations in (Cirrone et al., 2023c) and analysis of BMW experimental tests concluded that the 

maximum blast wave overpressure is mainly produced by the gaseous phase. Combustion energy was 

observed to contribute to the strength of the blast wave. The pressure peak associated to the boiling 

liquid expanding vapour explosion (BLEVE) was found to have a smaller magnitude and to follow 

the peak associated to the gaseous phase.  

4. Conclusions 

The significance of this research is given by the provision of models and tools that can be used to 

close relevant knowledge gaps for hydrogen safety engineering of LH2 systems and infrastructure. 

Analytical studies and CFD modelling are used complementarily to assess the hazards and calculate 

hazard distances for relevant incident scenarios involving hydrogen release and dispersion, ignition, 

and combustion.  

The rigour of the research is established by the thorough validation of models against experiments 

from literature and the PRESLHY project (www.preslhy.eu). It is observed that the similarity law for 

hydrogen concentration decay in momentum-dominated jets, the dimensionless correlation and 

numerical models for hydrogen jet flames for ambient temperature releases are also applicable to 

determine hazard distances for cryogenic jets. The originality of the study is given by the development 

of novel models where found to be missing to obtain a systematic analysis of the relevant hazards. 

The developed models are used synergistically to assess selected incident scenarios starting from an 

initiating event to compare the consequences and hazard distances for hydrogen systems at ambient 

and cryogenic temperature. It is observed that for a same storage pressure and nozzle diameter, the 

decrease of temperature in the hydrogen storage from ambient to cryogenic 80 K may lead to longer 

hazard distances associated to unignited and ignited hydrogen releases. Both analytical and numerical 

modelling show a slight increase of minimum ignition energy for decreasing temperature of the 

hydrogen-air mixture, confirming the trend observed in experiments.  

CFD modelling is further used to give insights into those phenomena with limited availability of 

experimental data and knowledge for cryogenic hydrogen applications. The results of BLEVE 

rethinking allowed to understand and explain the pressure dynamics created by LH2 vessels rupture 

in a fire using experimental data from literature.  
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Abstract 
Ammonia is one of the possible future energy carriers for transporting (green) hydrogen or it will be 
used as fuel directly. In both cases mixtures of NH3 and H2 in air can occur during normal operation 
or accidental release. To ensure the uphold of the explosion protection principles the explosion and 
ignition behavior of such mixtures need to be known. 
In this project the ignition limits and explosions characteristics of mixtures of Ammonia and 
Hydrogen in air were systematically determined in the 20-l-sphere. Unlike the standard procedure 
(DIN EN 1839) all measurements were conducted in a closed vessel, recording the time sequence of 
the pressure rise. 
The advantage of the closed setup is that in all cases a release of Ammonia into the environment can 
be avoided. Therefore, the operation procedure was adapted in a way that mixtures that could not be 
ignited were forced to react in a second step. This is possible by either adding addition fuel or Oxygen 
(air) and force an ignition before releasing the exhaust gases. 
The aim of the project is to finally get a complete triangle diagram für NH3/H2/Air, not only showing 
the ignition limits but the explosions pressures and pressure rise velocities in the ignitable region, too. 
Additionally, the 20-l-sphere enables to test for different conditions and ignition sources. Besides the 
quiescent mixture with electrical spark ignition test in turbulent mode will follow, comparable to the 
dust explosion standard (DIN EN 14034). In addition, the influence of the ignition source is will be 
tested by applying pyrotechnical igniters with 2 kJ and 10 kJ. 
Starting with the pure substances, first the LELs were determined and found be comparable to the 
standard concentration. Next, all combinations along the non-ignition line were measured in steps of 
1% until the LEL of NH3 and H2 were reached. Additional points inside the explosion region were 
measured as well to get an insight of the development of the explosion pressure and the pressure rise 
velocity. Next, the region of the UEL of the mixtures will be tested, if the suggested procedure holds 
to be sufficiently safe. 
 

 
Keywords: Ammonia, Hydrogen, ignition, explosion, LEL, UEL 
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 Introduction 
In 2021, Germany committed to become greenhouse gas neutral by 2045 by reducing greenhouse gas 
emissions and offsetting the remaining emissions through appropriate sinks. The use of renewable 
electricity plays a crucial role because it offers high potential for avoiding GHG emissions. (Riemer, 
2022) 
Green hydrogen, which is produced from renewable electricity through electrolysis, is viewed as a 
key technology worldwide. Due to limited production potential in Europe, some green hydrogen will 
probably have to be imported, especially from sunny and windy regions outside Europe. 
However, transporting hydrogen is challenging due to its physical properties. Therefore, various 
carrier media for hydrogen transport are being discussed. (Riemer, 2022) 
Ammonia is a suitable hydrogen carrier because it does not contain carbon and can be stored 
comparatively easily due to its low vapor pressure of 8.58 bar at 20°C. (Nigbur, 2021) 
However, using ammonia as a hydrogen carrier implies special risks. Ammonia is known for its toxic, 
corrosive and potentially explosive properties, which can pose significant risks to both human health 
and the environment. (TRAS110, 2021) In addition, the risks of Ammonia-Hydrogen-Air mixtures 
have so far been little investigated. 
This work examines the explosion dangers of ammonia as a hydrogen carrier. A modified test stand 
was set up to enable a safe investigation of ammonia-hydrogen-air mixtures and safety-relevant key 
figures will be determined. 

1. Ammonia and its safety properties 
Ammonia is the second most commonly produced inorganic chemical worldwide (Nigbur, 2021) and 
is one of the seven basic chemicals from which numerous products are made. (Riemer, 2022) 
It consists of one nitrogen and three hydrogen atoms and is formed according to the following 
formula: 

3H2 + N2 → 2NH3 
At ambient temperature and atmospheric pressure, it exists as an acutely toxic gas with a pungent 
odor. Ammonia has a variety of advantages over pure hydrogen and others chemical hydrogen storage 
possibilities. In contrast to many other chemical hydrogen storage ways, ammonia does not contain 
Carbon because the hydrogen atoms are bound to nitrogen. Consequently, no carbon dioxide is 
produced during the reverse reaction. Thus, ammonia has the potential for CO2 neutral hydrogen 
transport. (Riemer, 2022) 
Ammonia is not only much easier to liquefy than hydrogen, but in liquid form it contains 1.7 times 
the number of hydrogen atoms per cubic meter than liquid hydrogen. It is also significantly more 
difficult to ignite. (Riemer, 2022) 
A comparison of the properties is shown in Table 1. 
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Table 1. Comparison of properties of Ammonia and Hydrogen (Chemsafe/ GisChem) 

Property Ammonia Hydrogen 
Minimum ignition energy 14 mJ 0.017 mJ 

Melting point -77.7 °C -259 °C 
Boiling point -33 °C -253 °C 

Ignition temperature 630 °C 560 °C 
Lower explosion limit 15.4% by volume 4% by volume 
upper explosion limit 33.6% by volume 77% by volume 

Density 0.771 kg/m3 0.090 kg/m3 
Density ratio to air 0.6 0.07 

 
Furthermore, ammonia has already been extensively researched and has been produced and 
transported for decades. This means that appropriate infrastructures are already in place and simply 
need to be expanded. There are also tried-and-tested handling procedures and safety regulations for 
ammonia.  
The newly built LNG infrastructure can also be converted for ammonia. A respective project is 
already planned for the LNG terminal in Brunsbüttel that could be switched to Ammonia. (Riemer, 
2022) 
 

1.1. Safety measures 
 
In Germany, plants in which ammonia is produced and processed are subject to strict regulations. 
These include technical tightness requirements to prevent ammonia leakage, as well as the installation 
of technical ventilation and gas measuring and warning devices. Likewise, fault and warning signals 
must be forwarded automatically and emergency measures triggered. 
Ignition sources are strictly prohibited in the system area, including smoking, open flames and sparks 
from impact and friction. Work that poses a potential risk of ignition, e.g. welding, requires written 
approval. 
It must be ensured that water sprinkling is possible using a sprinkler system, as water binds ammonia 
and can thus reduce the danger area. (Kojima, 2024) Contaminated water should be collected as it has 
a severe impact on the environment. Direct jets of water should not be directed at ammonia leaks 
because ammonia reacts with water in an exothermic reaction that results in a highly alkaline and 
corrosive liquid. 
 

1.2. Existing literature of explosion characteristics 
 
The search for existing studies on the explosion range of ammonia-hydrogen-air mixtures shows that 
this has so far been little researched. In contrast, the explosion ranges of the individual Ammonia-Air 
and Hydrogen-Air mixtures have been widely studied in detail. The explosions range is given in 
ternary diagrams created with data from Molnárné (2003) and shown in Figure 1. 
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Fig. 1. Explosion rages of H2(left) and NH3(right) in Air 

 
During the research, two studies were found that depict the entire explosion or ignition range of 
ammonia-hydrogen-air mixtures. 
In 1926, Jorisson and Ongkiehong (Jorissen,1926) published their studies on the explosion limits of 
Ammonia-Hydrogen-Oxygen and Ammonia-Hydrogen-Aixygen. Their results are shown in Figures 
2 and 3. 

 
Fig. 2. Explosions range of Ammonia/Hydrogen/Oxygen mixtures (Jorissen,1926) 

 

Furthermore, the lower ignition range was shown as a function of the Ammonia concentration. 
(Ciccarelli, 2005) The LEL is depicted in Figure 4. An illustration of the entire ignition range 
depending on the concentration of the individual components was not given. 
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Fig. 3. Explosions range of Ammonia/Hydrogen/Air mixtures (Jorissen,1926) 

 

 
Fig.4. Temperature dependency od the LEL of Ammonia/Hydrogen mixtures (Ciccarelli, 2005) 

Consequently, the project aims at systematically measure the explosions pressures and pressure rise 
velocities of the complete explosions range of all Ammonia-Hydrogen-Mixtures in Air. 

2. Experimental Setup and Problems 
 

In this project the ignition limits and explosions characteristics of mixtures of Ammonia and 
Hydrogen in Air were systematically determined in the 20-L-sphere in adoption of the setup 
described in (DIN EN 14034). The procedure is equivalent to the bomb method in a bigger volume. 
The test were conducted at 15 °C (active water cooling of the sphere) and 1 bar pressure. 

408



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

All possible mixtures within the ignition range are tested, applying a 5% step width. Closer to the 
lower ignition limits intervals of 1% are used. Finer intervals are not justified due to the accuracy 
limit of the mixing method.  

Additionally, the setup allows to test in turbulent mode as well as with other ignition systems than 
the electric spark, namely pyrotechnical igniters. Changes in the initial pressure would be possible, 
too with certain limits. 

For a safe handling an unintended release of Ammonia is to be avoided. Therefore, all outlets were 
connected to the ventilation system. The experimental procedure was extended by the following 
steps: 

- Flushing with compressed air for 3 minutes after each experiment to remove the condensed 
water 

- For non-ignitions at the LEL additional H2 was added and the mixtures was ignited to react 
the NH3  

- For non-ignitions at the UEL additional Air was added and the mixtures was ignited to react 
the NH3  

Unfortunately, the experiments could not be executed as intended. The main pressure sensor failed 
during the first series of experiments and could not be replaced immediately. The second pressure 
sensor had problems with the very low reaction velocity, as the recording time was limited to one 
second. As shown in Figure 5 the measured values did not reach the maximum within the given 
time. Thus, the complete measurement setup had to be redesigned and is not yet validated again. 

 

Fig.5. Pressure curve of al slow reacting NH3/H2 mixture 

Nonetheless, the values obtained up to now allow a prove of concept and trustable measurement 
values will follow, soon. 

3. Results and Plans 
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So far only the combinations close to the LEL of Ammonia and Hydrogen and pure NH3/Air 
mixtures given in Figure 6 have been tested. 

 

Fig.6. Measured combination of NH3 and H2 in air (axes are cut to 50%!) 

 

Table 2 summarizes the measurement data for the lower explosion limit. These data represent the 
average of the results of the three tests carried out at the edge of the explosion zone. The data was 
collected from the pressure sensor at the outlet of the sphere because the internal pressure sensor 
failed during work. Consequently, the values are lower than expected. 

Table 2. Comparison of properties of Ammonia and Hydrogen (Chemsafe/ GisChem) 

 

  No Ignition Ignition 
NH3 

[Mol%] H2 [Mol%] Pmax [bar] H2 [Mol%] 
Pmax 
[bar] 

1 6 1,06 7 1,16 
2 6 1,13 7 1,23 
3 5 1,13 6 1,36 
4 5 1,08 6 1,27 
5 5 1,1 6 1,36 
6 4 1,01 5 1,21 
7 4 1,08 5 1,38 
8 3 1,05 4 1,19 
9 3 1,13 4 1,37 

10 3 1,14 4 1,62 
11 2 1,4 3 1,27 
12 1 1,01 2 1,16 
13 1 1,03 2 1,3 
14 1 1,01 2 1,64 
15 0 1,01 1 1,38 
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16 0 1,01 1 1,86 
 

 The representation in Figure 7 shows that LEL is well within the expected range. As postulated in 
Ciccarelli (2005) LeChatelier´s mixing rule seems to hold true. Up to now only the LEL of 
Hydrogen is slightly overpredicted in the experiments. 
 

 
Fig.7. Measured LEL and literature values for the pure gases  

The final aim of the project is to present the maximum explosions pressure and explosion rise 
velocity for the whole explosion range as ternary contour plots. With the data available so far, such 
a plot is of no real sense as represented in Figure 8. To give the reader an impression what the final 
result could look like Figure 9 is added with expected data. 
 

 
Fig.8. Ternary contour plot with the available measured data points 
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Fig.9. Expected ternary contour plots for the maximum explosions pressure 

 

4. Conclusions 
Ammonia is a potential component of the decarbonation of our energy system. The experience of 
decades of Ammonia production in other fields should make an extended use easier than the 
implementation of totally new systems. The knowledge of the explosion behavior of all possible 
Hydrogen/Ammonia Mixtures in Air will be helpful to design the right safety measurements. The 
versatility of the 20 Liter Sphere allows for safe testing and possible different conditions than 
implemented in the gas testing standards so far. More data will follow in the next months. Up to now 
the implementation of an adopted procedure to avoid Ammonia releases and thus ensure a safe 
handling is the major outcome of the project. 
  

412



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

References 
 
Ciccarelli, G. ; Jackson, D. ; Verreault, J.: Flammability limits of NH3–H2–N2–air mixtures at 
elevated initial temperatures. In: Combustion and Flame 144 (2006), Nr. 1-2, S. 53–63. 
http://dx.doi.org/10.1016/j.combustflame.2005.06.010. – DOI 10.1016/j.combustflame.2005.06.010. 
– ISSN 00102180 
Jorissen, W. P. ; Ongkiehong, B. L.: Explosion regions, VIII: The explosion regions of hydrogen-
ammonia-air and hydrogen-ammonia-oxygen mixtures. In: Recueil des Travaux Chimiques des Pays-
Bas 45 (1926), 224–231. https://doi.org/10.1002/recl.19260450312 
Kojima, Yoshitsugu: Safety of ammonia as a hydrogen energy carrier. In: International Journal of 
Hydrogen Energy 50 (2024), S. 732–739. DOI 10.1016/j.ijhydene.2023.06.213. ISSN 03603199 
Molnárné, Maria ; Schendler, Thomas ; Schröder, Volkmar: Sicherheitstechnische Kenngrößen: Band 
2: Explosionsbereiche von Gasgemischen. Bremerhaven : Wirtschaftsverl. NW, Verl. für Neue Wiss, 
2003. – ISBN 3–89701–746–6 
Nigbur, Florian E.: Ammoniak-Cracker zur Brenngasversorgung von Brennstoffzellen: 
Experimentelle und simulative Untersuchungen. Göttingen : Cuvillier Verlag, 2021. ISBN 
9783736964976 
Riemer, Matia ; Wachsmuth, Jakob ; Isik, Volkan ; Köppel, Wolfgang ; GermanEnvironment Agency 
(Hrsg.): Kurzeinschätzung von Ammoniak als Energieträger und Transportmedium für Wasserstoff. 
https://www.umweltbundesamt.de/sites/default/files/medien/479/dokumente/uba_kurzeinschaetzun
g_von_ammoniak_als_energietraeger_und_transportmedium_fuer_wasserstoff.pdf; Version: 2022. 
– last viewed 05.03.2024 
TRAS 110: Bundesministerium für Umwelt, Naturschutz und nukleare Sicherheit: Bekanntmachung 
einer sicherheitstechnischen Regel der Kommission für Anlagensicherheit (TRAS 110 – 
Sicherheitstechnische Anforderungen an Ammoniak-Kälteanlagen): BAnz AT 03.11.2021 B7. 
https://www.kas-bmu.de/tras-endgueltige-version.html. Version: 3. November 2021 
 
 

413



DDT in narrow channels for up to five step
schemes

Luc Bauwensa & Josue Melguizo-Gavilanesb

a University of Calgary, Alberta, Canada
b Shell Global Solutions B.V., Major Hazards Management, Energy Transition Campus, 1031 HW

Amsterdam, The Netherlands

E-mail: bauwens@ucalgary.ca

Abstract
There is evidence that the DDT process may be quite sensitive to details in the kinetic scheme. Thus
overly simple schemes may not be truly meaningful. Complex schemes claim realism. However in
some situations they may not reproduce experimental detonation results such as cells either. Further-
more, while stiff integration schemes ensure absolute stability, they do not do miracles. Indeed they
do not actually resolve steps too fast to be resolved. Scheme complexity also may stand in the way of
a proper physical interpretation. To gain understanding on the role of kinetics, we consider a range of
increasingly complex simplified schemes, including up to five steps and two parallel chemical paths.
We use these in a one-dimensional simulation relying on experimental flame acceleration data. This
allows us to focus upon and resolve the DDT process. One might expect that the DDT process oc-
curs when and where one of the eigenvalues of the chemical Jacobian matrix, initially all negative,
first becomes positive. For both the three and the five step schemes under consideration here, the
independent term in the characteristic equation is positive-definite, so that no eigenvalue is ever zero.
Instead, transition occurs as a Hopf bifurcation, where a complex pair sees its real part go through
zero. However in the schemes under consideration, because that independent term is small, the range
over which the eigenvalues is complex is so narrow that, apart from producing significant oscillations
when transition occurs, it is mostly not noticeable in the results.

1 Introduction
When simulating detonation processes including cell structure or deflagration to detonation transition
(DDT), one is faced with a choice of kinetic scheme. Simpler schemes lead to smaller simulations,
but they clearly cannot be fully realistic (Bykov et al., 2022). While an appropriate complex scheme
ought to be realistic, current schemes in the literature will likely have been developed focusing on
other situations and while they may predict some features (Taileb et al., 2020), they still do not
seem to yield detonation cells matching experimental data (Taylor et al., 2013). Likewise, complex
schemes invariably feature an extreme range of scales, leading to the stiffness issue, which follows
from an absolute stability requirement. So-called stiff schemes will allow for absolute stability to be
retained for time steps much larger than those associated with the fastest modes in the kinetic matrix.
However they do not truly resolve the fastest modes. In other words, even if a code used for the
kinetics includes a full complex scheme, the simulation will truly include only the modes consistent
with the resolution used. Finally, complex schemes are often used as a black box, and evaluating
or analyzing how specific details affect the process under study may be challenging. Using simpler
schemes of increasing complexity will allow to investigate how the various steps interact with each
other and affect the results.
The focus here is on the DDT process in a straight tube. While a significant part of that process is
the initial flame acceleration phase (Kuznetsov et al., 2005, Gamezo et al., 2007), we elected to avoid
having to deal with that, and to rely upon experimental data instead, which include the approximately
one-dimensional measured front position, versus time, using the methodology in Melguizo-Gavilanes
& Bauwens (2022). This allows to focus fully on the DDT itself, and to restrict ourselves to a detailed
and well-resolved one-dimensional model.
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As to kinetic models, we focused upon three- and five step model. The former was a chain-branching
model originally proposed by Kapila (1978) and widely used in the past (Liang & Bauwens, 2005,
Bauwens et al., 2009). Two closely related five steps models were studied. The first, proposed by
Liang et al. (2007), features a second, competing path, in addition to the combination initiation-chain
branching-termination as in the three step model. That scheme features a quadratic termination step,
hence termination tapering to a very slow process at the end, which resulted in some issues when
evaluating the eigenvalues of the Jacobian of the kinetic matrix. More importantly, that rate differed
significantly from the linear termination in the three step scheme. For that reason, in addition to the
original five step scheme, a nearly identical one was also considered, but with linear termination, and
with termination pre-multiplier value suitably adjusted.
This article is organized as follows. First, the physical model is described, including the various
kinetic schemes. Next numerical results are presented. An analysis of the Jacobian of the kinetic
schemes and its eigenvalues follows, and their role in the numerical results is discussed.

2 Physical model
We solve the inviscid non-conducting one-dimensional reactive compressible equations. The domain
is divided into two regions, separated by a reactive propagating front. The front separates a fully
reacted region from an initially non-reacted one, and in which little reaction takes place because
temperature is low. Front motion is imposed based upon the experimental data of Melguizo-Gavilanes
et al. (2020). Across the front the full compressible Rankine-Hugoniot equations are solved, based
upon a fully compressible extension of the front model in Bauwens et al. (2009). Such a model
is needed because at least initially the front moves relatively slowly in comparison with the speed
of sound, so that the front sits in the same computational cell for a relatively long time. For gas
dynamics, the same well-validated ENO solver is used as in Bauwens et al. (2009).
The tube is closed at the end where ignition takes place and open at the other end. Initial conditions
assume a front position very close to the closed end, preceded by the small amplitude pressure wave
due to the impulsive start of the front. In the experimental data used for the front motion, DDT takes
place before the leading pressure wave, reinforced by front acceleration, reaches the open end, so that
in contrast with Bauwens et al. (2009), reflection at the open end does not play a role.
The kinetic scheme based upon Liang et al. (2007) includes three equations (hence, including prod-
ucts, four species) and five steps:

dλ1

dt
=−k1ρλ1 − k2

ρλ1λ2

W2
− k3

ρ2λ1λ2

W2
(1)

dλ2

dt
= k1

W2ρλ1

W1
+ k2

ρλ1λ2

W1
− k3

ρ2λ1λ2

W1
+2k4

W2ρλ3

W3
−2k5

ρ2λ 2
2

W2
(2)

dλ3

dt
= k3

W3ρ2λ1λ2

W1W2
− k4ρλ3 (3)

in which λ1 corresponds to the reactant, λ2 to a chain-branching radical, and λ3 provides for a parallel
reaction path. The rates are mostly Arrhenius, except for rates 3 and 5, which have zero activation
energy:

ki = Ai exp
−Ei

RT
, except k3 = A3/T. k5 = A5/T (4)

Weights were W1 = 0.002 kg/mol, W2 = 0.017 kg/mol and W3 = 0.033 kg/mol. Values of the various
Ai and Ei are taken from Liang et al. (2007), while the weights are as mentioned:
Apart from the weights, the scheme above is the original scheme from Liang et al. (2007), with
quadratic termination. For linear termination the last term in the equation for λ2 is replaced by
2k5ρλ2/W2. Different values of k5 are required, as discussed below.
The tube length is 1.00 m as in the experiments. Initial pressure and temperature are ambient. As
to the mixture, it is characterized by γ = 1.33 and a speed of sound of 535.3 m/s. Heat release is
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Table 1: Kinetic data

Data Rate 1 Rate 2 Rate 3 Rate 4 Rate 5

Ai 1.37×109m3/kg/s 1.32×108m3/mol/s 7.00×105m3/kg/s 3.23×109m3/kg/s 1.37×109m6/mol/kg/s
Ei/R 24231. K 8383. K 0. 22980. K 0.

associated with products only, with value of 25.032/RT0, T0 being the initial ambient temperature of
300 K.
A three step scheme is obtained using the same code by setting k3 and k4 to zero. If additionally
setting k2 to zero and for a very high k5, a single step Arrhenius model is also obtained.
All results were obtained for a spatial mesh size of 2.00 µm.

3 Numerical results

3.1 Cases

In addition to the activation energies and A2, with values as per Table 1 in all cases except (h) in which
A2 was set to zero, the data for the cases that were considered are shown in Table 2:

Table 2: Cases simulated

Case A1 (m3/kg/s) A3 (m6K/mol/kg/s) A4 (m3/kg/s) A5 Termination

(a) 1.37 ×109 7.00×105 3.23×109 1.37× 109 m6/mol/kg/s Quadratic
(b) 1.37 ×109 0.00 0.00 1.37× 109 m6/mol/kg/s Quadratic
(c) 1.37 ×109 7.00×105 3.23×109 1.00× 109 m3/mol/kg2/s Linear
(d) 1.37 ×109 7.00×104 3.23×109 1.00× 109 m3/mol/kg2/s Linear
(e) 1.37 ×109 7.00×105 3.23×108 1.00× 109 m3/mol/kg2/s Linear
(f) 1.37 ×109 7.00×104 3.23×108 1.00× 109 m3/mol/kg2/s Linear
(g) 1.37 ×109 0.00 0.00 1.00× 109 m3/mol/kg2/s Linear
(h) 1.37 ×1016 0.00 0.00 Large Linear

Case (a) corresponds to the rates as per Liang et al. (2007), while case (b) refers to a three step
scheme, still with quadratic termination, with same initiation, branching and termination, but setting
the second chemical path to zero.
Cases (c) to (g) consider a linear termination. For case (c), all rates except termination are the same
in in case (a), and the termination rate used was the value that led to transition at a position closest to
the experimental results. That same termination rate was used in cases (c), (d), (e), (f) and (g). In the
latter, rates A3 and A4 were set to zero, thus yielding a three step scheme. In case (d), a lower A3 was
used, in case (e), a lower A4, and in case (f) both were lower.
The last case, (h), corresponds to a single step Arrhenius model. We had to increase A1 by a factor
107 to obtain a transition within the range of the experimental data that we used for the front position
vs. time (Melguizo-Gavilanes et al., 2020).

3.2 Quadratic termination

For the five step scheme with termination proportional to λ 2
2 , namely cases (a) and (b), DDT was

found to occur somewhat earlier than in the experiments, approximately for at a length of 0.21 m. It
is possible however that for Wi values matching Liang et al. (2007), results closer to the experiments
(Melguizo-Gavilanes et al., 2020) might have been obtained.
Results for case (a), in Fig. 1, show the evolution starting at transition and over a relatively long
subsequent period, i.e. showing a sequence of profiles at times separated by relatively large intervals.
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Fig. 1: Case (a) - Left: pressure after transition. Right: temperature at same times
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Fig. 2: Case (c) - Left: pressure shortly after transition. Right: λ2 at same times.

Still for quadratic termination, in case (b), transition occurs much earlier. Thus the second chemical
path offers significant competition to the chain branching mechanism under rates k1 and k2. Figure 2
shows the evolution of pressure and of λ2, starting with the transition and over narrow subsequent time
intervals. The pressure graph shows oscillations happening, driven by oscillations in the production
of λ2 on the right side of the pressure peak, where temperature also suddenly increases, leading to
significant reaction. Even with a resolution of 2 µm, the oscillations in λ2 are not well-resolved,
but there should be a window at that position where the reaction becomes oscillatory. In effect,
that resolution is not really adequate to resolve these details is consistent with a very stiff initiation
rate, with a dimensionless activation energy of 80.44. The oscillations occur over too small a width
to show in Fig. 1. Oscillations were also observed in the experiments used for flame acceleration
data (Melguizo-Gavilanes et al., 2020); different tentative explanations have been suggested. Current
results point to kinetics and oscillatory combustion also being a possible explanation. The evolution
past the transition is very similar for case (a).

3.3 Linear termination

Figure 3 shows the location of the pressure peak for all cases. From left to right, it shows cases (b), (a),
(h), (g), (d) and (f) which on this scale are indistinguishable, and likewise, (c) and (e). First, it shows,
as mentioned above, that in the cases for quadratic termination, the rates used lead to a somewhat
early explosion in comparison with the experimental results. This obviously does not happen in the
linear cases, where rate k5 was calibrated based upon the experiments. /newpage Second, for linear
termination, zeroing the competing second chemical path has much less impact than for quadratic
termination. In the latter case, as mentioned above, zeroing the second path, in case (b), leads to
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Fig. 3: Transition: From left to right, cases (b), (a), (h), (g), (d) and (f), (c) and (e) (indistinguishable).
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Fig. 4: Single step - case (h): Left, pressure shortly after transition. Right, λ1 at same times.

a significantly earlier explosion, which while very unrealistic compared with the experiments, was
precisely the point of adding a second path. However there no longer is such a dramatic difference
when comparing cases (c) and (g). With linear termination, in contrast with the case above, removing
the second chemical path by zeroing rates k3 and k4 in case (g), results in a difference that is much
less dramatic. If instead of case (c), using a somewhat different case as the reference, with somewhat
lower termination rate but strengthening the competing path by increasing k3, results might have been
more similar to cases (a) and (b). However here, the choice was made to use rates in case (c) as close
as possible to case (a).
That cases (d) and (f) are nearly identical points to rate k4 being more or less saturated, effectively
removing very quickly species 3 produced by rate k3. Results in cases (c) and (e) are nearly identical
for the same reason.

3.4 Single step

For single step kinetics, Fig. 4 shows the single step results, for the same activation energy as in all
other cases. However the rate multiplier had to be increased considerably, by a factor 107, for the
explosion to occur within the window of the experimental data (Melguizo-Gavilanes et al., 2020).
While there are still some oscillations on the front end of the high pressure zone, these now disappear
rapidly and they look like a dispersive issue. As the front sharpens, the jump in the mass fraction
becomes sharper, but it is always smooth, in contrast with the multistep cases.
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4 Eigenvalues of the Jacobian of the kinetic matrix
In this section we analyze the relationship between the eigenvalues of the Jacobian of the kinetics
matrix, and the explosion. It might be expected that at low temperature the eigenvalues might all be
negative, but that as temperature increases due to flame acceleration, eventually one or more eigen-
value should become positive and, for a sharp transition, become large. This motivated the current
analysis. For a scheme with three species hence three equations, the characteristic equation will be a
cubic, while for a two equation scheme such as the three step chain branching one, it is a quadratic.
Either way, one might expect that one of the eigenvalues goes through zero when going from negative
to positive. However for the schemes under consideration, that is never the case, as shown below.
For the scheme with linear termination, the rate equations are:

dλ1

dt
=− r1

W2
λ1 −

r2λ1λ2

W2
− r3

W2
λ1λ2 (5)

dλ2

dt
=

r1

W1
λ1 +

r2λ1λ2

W1
− r3

W1
λ1λ2 +2r4λ3 −2r5λ2 (6)

dλ3

dt
= r3

W3

W1W2
λ1λ2 −

r4W3

W2
λ3 (7)

Using the notation:

r1 = ρW2A1 exp
−E1

T
, r2 = ρA2 exp

−E2

T
, r3 =

ρ2A3

T
, r4 =

ρA4W2

W3
exp

−E4

T
, r5 =

ρ2A5

pW2
(8)

The Jacobian then is

J =

∣∣∣∣∣∣
[−r1 − (r2 + r3)λ2]/W2 −(r2 + r3)λ1/W2 0
[r1 +(r2 − r3)λ2]/W1 (r2 − r3)λ1/W1 −2r5 2r4

r3W3λ2/W1W2 r3W3λ1/W1W2 −r4W3/W2

∣∣∣∣∣∣ (9)

The characteristic equation being then the cubic:

σ
3 +aσ

2 +bσ + c = 0 (10)

In which,

a =
r1 +(r2 + r3)λ2

W2
− (r2 − r3)λ1

W1
+2r5 +

r4W3

W2
(11)

b =
{2[r1 +(r2 + r3)λ2 + r4W3]r5W2 +[r1 +(r2 + r3)λ2]r4W3}W1 − [(r2 + r3)r4W3 −2r1r3]λ1W2

W1W 2
2

(12)

c =
2[r1 +(r2 + r3)λ2]r4r5W3

W 2
2

(13)

Here, −a is the sum of the roots while −c is their product:

a =−σ1 −σ2 −σ3, c =−σ1σ2σ3 (14)

Crucially, then, given that the rates ri are all positive-definite, the product of the roots is uncondi-
tionally negative. Thus either all three eigenvalues are negative, or one is negative and the other two,
positive, or one root is negative and the other two are complex conjugate. Furthermore, none of the
eigenvalues can ever be zero since their product cannot be zero. Thus transition from all eigenvalues
being negative to two of them becoming positive cannot occur by passing through zero values. In-
stead, the only possible transition mechanism entails there being a complex range, in which the real
part goes from negative to positive. The condition at which transition occurs corresponds to one root
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σ1 being negative and the other two having zero growth rate, i.e. being purely imaginary: σ2,3 =±iσ̂ .
The characteristic equation is then:

(σ −σ1)(σ
2 + σ̂

2) = 0 (15)

σ
3 −σ1σ

2 + σ̂
2
σ −σ1σ̂

2 = 0 (16)

So, then σ1 =−a, σ̂2 = b and σ1σ̂2 =−c. Thus the condition for transition is ab = c and

σ̂
2 = b =

c
a

(17)

Initially, λ1 = 1 and λ2 = 0. Then, the coefficients are

a =
r1

W2
− (r2 − r3)

W1
+2r5 +

r4W3

W2
(18)

b =
{2[r1 + r4W3]r5W2 + r1r4W3}W1 − [(r2 + r3)r4W3 −2r1r3]W2

W1W 2
2

(19)

c =
2r1r4r5W3

W 2
2

(20)

For these values, all three eigenvalues are real and negative.
The argument is simpler for the three step scheme. Then r3 and r4 are zero so that the scheme is
reduced to the first two equations, hence a quadratic characteristic equation. In the above, c = 0 so

σ
2 +aσ +b = 0 (21)

With

a =
W1r1 + r2(W1λ2 −W2λ1)+2r5W1W2

W1W2
(22)

b =
2(r1 + r2λ2)r5

W2
(23)

Since b is positive, both roots have the same sign, hence the sign of −a, and they are never zero.
However if they are complex, then their real part equals a/2. Thus here again transition occurs in a
range where the eigenvalues are complex, i.e. oscillatory combustion, for a = 0. They are complex if

[W1r1 + r2(W1λ2 −W2λ1)+2r5W1W2]
2 −8W 2

1 W2(r1 + r2λ2)r5 < 0 (24)

Thus transition occurs when

λ1 =
W1

W2

r1 + r2λ2 +2r5W2

r2
(25)

To summarize, according to the current theory, for both the three and five step models, transition
occurs with two negative eigenvalues becoming complex conjugate, initially still with negative but
increasing real part, when that real part becomes zero. The real part subsequently further increases and
eventually the pair turns back into being real, but now positive. This is known as a Hopf bifurcation.
However, for the current data, presumably because of the stiffness of initiation, it appears that that
process occurs over a very narrow interval, as an evaluation of the eigenvalues shows. First, Table
3 shows the coefficients a, b and c for case (c) immediately before the explosion and immediately
behind the front, scaled respectively by the speed of sound divided by the tube length, the square and
finally the cube of speed of sound over length:
In most of the range of interest, |a| » |b|1/2 and |c|1/3, which implies that one eigenvalue is close to −a
and the other two are small. While an exact solution exists for the cubic equation, in that situation, the
exact approach only yields the smaller ones in absolute value with an uncertainty of the order of the
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Table 3: Coefficients a, b and c immediately before the explosion (dimensionless) - Case (c)
Location x (m) a b c

0.252500 -3.527 × 106 1.069 × 1010 1.360 × 106

0.252502 -3.867 × 106 3.796 × 1010 4.831 × 106

0.252504 -3.384 × 106 3.100 × 1010 3.945 × 106

0.252506 -1.985 × 106 1.233 × 1010 1.568 × 106

0.252508 8.719 × 104 2.707 × 109 3.444 × 106

0.252510 2.339 × 106 8.480 × 108 1.079 × 105

0.252512 4.512 × 106 4.676 × 108 5.951 × 104

0.252514 6.708 × 106 3.415 × 108 4.347 × 104

0.252516 8.935 × 106 2.782 × 108 3.540 × 104

0.252518 1.120 × 107 2.392 × 108 3.044 × 104

0.252520 1.348 × 107 2.129 × 108 2,710 × 104

numerical uncertainty for the larger one (in absolute value). However an approximate method taking
these magnitudes into account will yield a reliable estimate, which, when valid, was used to evaluate
the data in Table 4:

σ2,3 =
c−ab±

√
a2b2 −2abc+ c2 −4a3c

2a2 (26)

Table 4 shows the eigenvalues, scaled by the speed of sound divided by the length, immediately
before explosion and immediately past the front, based upon the coefficients in Table 3. Very near the
transition, a, as expected goes through zero and becomes negative. Thus there is a range for which
the approximate solution is not applicable. For these cases, the eigenvalues were evaluated using a
symbolic math package. (The package yields the same values as the approximate solution in its range
of validity.)

Table 4: Eigenvalues of the Jacobian immediately before explosion (dimensionless) - Case (c)
Location x (m) σ1 σ2 σ3

0.252500 -1.2728 × 10−4 3032. 3.524 × 106

0.252502 -1.2728 × 10−4 9841. 3.857 × 106

0.252504 -1.2727 × 10−4 9184. 3.375 × 106

0.252506 -1.2722 × 10−4 6228. 1.979 × 106

0.252508 -1.2718 × 10−4 -43595.+28409.i -43595.-28409.i
0.252510 -1.2721 × 10−4 -362.5 -2.339 × 106

0.252512 -1.2725 × 10−4 -103.7 -4.512 × 106

0.252514 -1.2727 × 10−4 -50.92 -6.708 × 106

0.252516 -1.2728 × 10−4 -31.13 -8.935 × 106

0.252518 -1.2728 × 10−4 -21.37 -11.19 × 106

0.252520 -1.2726 × 10−4 -15.79 -13.48 × 106

Table 4 shows three negative real eigenvalues for x ≥ 0.252510 m, and two real positive ones for x ≤
0.252506 m. Only for x = 0.252508 m does the table show a pair of complex conjugate eigenvalues.
In view of the theory, it has to be the case that the entire bifurcation occurs in the narrow interval
between 0.252506 < x < 0.252508 m. Still, these results do confirm the existence of a zone where
the eigenvalues are complex, as predicted.
We conclude that the explosion takes place very close to where combustion is oscillatory, which is
consistent with the oscillations in the numerical results, above.
For the scheme with quadratic termination (Liang et al., 2007), however, one term in the Jacobian
differs and now r5 is replaced by 2r5λ2. As a result, the coefficient a in the characteristic equation
becomes

a =
r1 +(r2 + r3)λ2

W2
− (r2 − r3)λ1

W1
+4r5λ2 +

r4W3

W2
(27)
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Then again, initially and in most of the unburnt region, λ2 is quite small while for that case, r5 is very
large. Small numerically induced inaccuracies in λ2 then can lead to large oscillations in term 4r5λ2,
sufficient to result in a jumping spuriously from positive to negative values in the region of interest,
ahead of the front. That makes it difficult to analyze the eigenvalues for that case, which contributed
to our choice of focusing on linear termination instead. Still, overall, the behavior is similar to the
linear case.

Conclusions
One-dimensional numerical simulations of transition to detonation were performed, using experimen-
tal results (Melguizo-Gavilanes et al., 2020) for flame acceleration, for different kinetic models, with
up to five steps and three species, assuming a thin flame model dealt with by a subgrid algorithm based
upon the Rankine-Hugoniot relations. As the flame accelerates, pressure and temperature ahead of
the flame front increase, up to values that trigger a sudden transition to detonation. Two different
termination mechanisms were included, respectively quadratic and linear. Rates were taken from the
literature (Liang et al., 2007), but with slightly different molecular masses.
Results were reasonably similar with experiments, although for the rates used three step kinetic mod-
els led to an earlier transition in the case of quadratic termination.
The five step schemes feature two competing chemical paths. In the case with linear termination
however, it appears the second path (absent from three step schemes) is not strong enough to make
a significant difference. It might be worth trying different schemes with stronger alternate path but
also with stronger termination, so as to result in transition near the same point as in the experiments
(Melguizo-Gavilanes et al., 2020).
We also compared how the eigenvalues of the Jacobian of the kinetic matrix evolve as the solu-
tion approaches the transition point. Because the independent term in the characteristic equation is
positive-definite, none of the eigenvalues can ever be zero. Thus a switch between all eigenvalues
being negative, as is the case initially, to in the current case two of them becoming positive can only
happen as a Hopf bifurcation. Transition then occurs in a range where a pair of eigenvalues are
complex conjugate, with their real part going from negative to zero to finally positive.
However, because the independent term in the characteristic equation is so small in the cases that
were studied, the window over which two eigenvalues are complex is so narrow that even with the 2
µm resolution used, complex eigenvalues were only detected at one grid point so that the entire zone
where they are complex and transition occurs is less than two mesh sizes in space. Increasing the rate
multiplier for initiation, rate r1 and also in rate r4, both of which are very small, appears to lead to
results similar to the current ones, but with a wider zone where there are complex eigenvalues. An
even finer resolution might of course also yield more interesting details.
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Abstract 

 

In industrial applications, the effects of explosions must be considered as important part of safety 

assessments. This is particularly crucial in applications involving explosives or pressurized 

containers. The evaluation of the effects of shock waves on the environment becomes essential in 

such scenarios and requires comprehensive experimental test series. 

This article therefore presents a test bench that can generate and record reproducible, adjustable shock 

waves with short set-up times. The presented data proves the quality and validity of this set-up to 

generate case relevant data, like overpressure in comparison to explosives and shock tubes, with load 

cases of high relevance.  

The presented free-field tests are carried out at BAM's Test Site Technical Safety (TTS) with a gas-

operated shock wave generator. This shock wave generator consists of a pressure vessel (autoclave) 

that is operated with a detonable gas mixture or compressed air. The pressure is released through an 

orifice by the instantaneous bursting of a diaphragm. 

The aim is to develop further the novel test bench that generates shock waves on models in a generic 

scenario and offers several advantages to create a valid database for the effects of shock waves.  

In contrast to classic shock tubes, this test bench offers the advantage of realistic hemispherical shock 

wave propagation and scalability, both for the investigated model size and for the generation of load 

cases, so that different model variables can be investigated under different boundary conditions 

(mainly overpressure); at the same time, typical interference of a shock tube experiment due to 

reflections, blockage effects and the following fluid flow can be minimized. These negative 

influences are not realistic compared to the ideal event of a detonation. 

 

 

Keywords: shock, blast, autoclave, explosions, overpressure 

Introduction 

In industrial applications, the effects of explosions must be considered as important part of safety 

assessments. This is particularly crucial in applications involving explosives or pressurized 

containers. The evaluation of the effects of shock waves on the environment becomes essential in 

such scenarios and requires comprehensive experimental test series to generate a valid data base.  

For this scenario, common set-ups are shock tubes or the use of explosives, but both have some 

disadvantages.  

A shock tube is a test bench for generating blast. It consists of a high pressure chamber and a low 

pressure chamber. They are separated by a diaphragm. The sudden failure of the diaphragm leads to 

a shock which is moving into the test section. The subject, which needs to be analyzed, can be placed 

there. Placing a subject into a shock tube can lead to a fluid flow blockage caused by the object 

424

mailto:marco.gerbeit@bam.dem


15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

(Needham, Ritzel et al. 2015). This reduces the effective cross section of the flowing field of the 

shock tube.  

The SimLab shock Tube Facility (see Aune et. al. (2016)) avoids the problem in the test section with 

a large tank with a 5 times larger inner diameter than the driver section. Another problem is the 

reflection in the shock tube caused by the repeating shock reflections with the walls along the tube 

(Mediavilla et al., 2011). The following fluid is also deviating from the realistic load case of an 

explosion. 

 

Another way of blast testing is by using explosives. Testing with explosives requires comprehensive 

safety regulations, large turn-around time intervals and can lead to variation due to inaccurate 

placement of the explosives. 

All these decisive disadvantages are minimized in this experimental setup aiming at generating a 

reproducible shock wave under quasi-free-field conditions. 

This test rig has already been presented in the article (see Seeber et. al. (2023)). For this purpose, in 

this article the optimized test bench will be presented with a focus on the demonstration of the better 

reproducibility. 

1. Experiments 

 

The presented free-field tests are carried out at BAM's Test Site Technical Safety with a gas-operated 

shock wave generator (SWG). This shock wave generator consists of a 65 litre cylindrical autoclave 

with a pressure resistance of 400 bar. 

An explosive gas mixture is filled into the autoclave. First, the gas inlet pipe, buffer tank and autoclave 

are evacuated. The desired gas quantity and concentration is then set in the gas mixing system and, 

once this has been reached, transferred to a previously evacuated buffer tank. The gas is then filled 

into the empty autoclave. The outlet opening, which is sealed with a bursting disc made of 0.2mm 

aluminum, is located at a height of 1.35 - meters in the center of the SWG. The outlet has a diameter 

of 132mm. An ignition device is used to trigger the ignition and start the measuring program. The gas 

mixture is ignited by an electric ignition source with sufficient strength, in this case an exploding 

wire. 

The bursting disc then fails as one piece. There are no fragments flying around. Afterwards the shock 

propagates hemispherical in the free field. The models, sensors etc. can be placed in the open field 

(measuring section) depending on the application. After detonation, the whole system is flushed with 

Nitrogen to remove the reaction gases and to reach a defined safe state.  

Kistler Pencil Probes (Kistler 6233A0025) are used to measure the incident pressure of the 

propagating shock. The typical sensor position is at a distance of 1 and 1.5 meters from the outlet and 

at an angle of 45° and 35° from the main flow direction. This has the advantage that the sensors are 

not exposed to the flame impulse and avoid the subsequent fluid flow. This arrangement of the sensors 

is possible due to the hemispherical propagation of the shock. The pressure samples are recorded at a 

sampling rate of 2 MHz with a TraNET-EPC-Data-Acquisition-Instrument. A pressure sensor, a 

Kistler 601H (PA1) and a thermocouple are installed inside the autoclave. The turn-around time 

between two tests is less than 30 min. 
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Figure 1:Test bench (left) and the corresponding schematic top view of the test bench (right); A: shock wave 

generator; 1-4: pencil probes 

The following sections deal with the initial conditions. Two parameters are presented that have an 

influence on the test. 

Firstly, the used gas is presented. Afterwards the ignition source used in the experiments is introduced. 

1.1. Gas:  

The aim of the test bench is to generate a shock wave. This requires a supersonic reaction front that 

causes a shock. Therefore, the autoclave is operated with acetylene and oxygen. The two gases are 

mixed stoichiometrically (36.5 % 𝐶2𝐻2 and 62.5 % 𝑂2) using a gas mixing system. The tolerance is 

±0.2 %  for the mixture composition. The mixed gas is filled into the evacuated autoclave to 

atmospheric pressure.  

Acetylene is a gas in the group of alkynes. It is characterised by its high carbon content and therefore 

has a high calorific value. Next to that, the required ignition energy is low, which helps to initiate the 

combustion. This is the advantage using a high energetic gas like Acetylene. A disadvantage of 

Acetylene is the intensive illumination of the flame and the strong sooting. This can pose visibility 

challenges in certain applications.  

1.2. Ignition Source 

Compared to the previous design (Seeber et al.(2023)) the igniter has been optimized. The two 

ignition methods are compared in the following. 

To ignite the gas cloud and to start the exothermic reaction, an ignition source with sufficient strength 

to establish a stable detonation is required. Table 1 describes possible ignition sources. In this case, 

the common way is to use an exploding wire. The exploding wire (e.w.) is described in the DIN 1839 

and has been approved to be suitable for gas testing (Filip et al.(1982)). The exploding wire consist 

of a thin wire (0.05 mm to 0.2 mm), e.g. nickelin, which is attached to two parallel electrodes. In this 

case, a nickelin wire with a thickness of 0.1 mm is soldered to the electrodes. A voltage is applied to 

the wire by means of an igniter, causing it to vaporize. Then an arc burns between the two electrodes. 

With this setup, high ignition energy can be achieved.  
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Table 1: Overview of different ignition source (Spitzer, Askar et al. (2021) 

Ignition Source Energy range [J] Adjustable Energy Used/Found in Affecting chemical 

reaction 

Exploding wire Low to high,            

2-5.000 

Yes EN 1839 B, ASTM 

E918, EN ISO 

10156 

No 

Chemical ignitor Moderate to high 

100-10.000 

No, Stepwise EN 14034 series Yes 

Induction spark Low,                     

<10                                

Yes EN 1839, ASTM 

E681 

No 

Surface-gap-spark Low,                     

10-40                               

Yes ASTM (2079) No 

 

As a power source for melting the wire, an ignitor HZG-1839 (half-wave ignition device) with a set 

ignition duration of 8.5 ms is used. A caliometric measurement of the ignitor showed an ignition 

energy of 38 J with this setup.  

Another way is the use of an electric ignitor. The electric ignitor EMP-U-EPX2-SO is a pyrotechnic 

product with fusehead EPX2-S, which will conducted with an ignition device.  This fusehead consists 

of a small amount of explosive substance (0.04 g).  

One disadvantage is the variation of the ignition position which depends on the length of the wire and 

the twisting. Also the burn-off behavior is difficult to reproduce. Accordingly, an exploding wire is 

used as the ignition source.  

 

 
Figure 2: Ignition of an EMP-U-EPX2-SO in Methane (left); Ignition of a exploding wire in air (right) 

The ignition pattern of the two detonators also differs. This can be clearly seen in Figure 2. The 

pyrotechnic detonator explodes. This produces several strips of flame that are distributed randomly. 

This makes it difficult to reproduce the ignition. In contrast to the igniter head, the exploding wire 

produces an arc. The same combustion pattern is generated at the same point with each pass. 

The ignitor is integrated into the vessel on the opposite and at the height of the outlet. This offers the 

advantage that the ignition position is the same in every pass of the test campaign.  
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2. Results and discussion 

The results of two series of tests with different ignition sources are compared below. Test series V2 

with the fusehead (Seeber et al.(2023)) and the optimized test bench with the exploding wire V6.                                                                                                                                                               

The aim of the experiment is to present a test bench, which generates a shock with a good 

reproducibility. The first point is the ignition of the denotative gas mixture in the SWG. As soon as 

the gas mixture is ignited, the exothermic reaction begins. A supersonic detonation front is formed.  

During the process, the pressure inside the autoclave rises sharply. This can be seen in the following 

illustration. After ignition, the pressure rises after 0.85 ms and reaches its maximum at around 10500 

kPa. These high internal pressures of the autoclave may indicate unstable detonations. They can also 

be amplified by pressure pilling on the built-in pressure sensor if the sensor is not installed flush 

(Schildberg 2016). The pressure then drops because of the failure of the rupture disc, thus the 

compressed gas expands through the orifice to the outside. The pressure values in the autoclave 

fluctuate in the aftermath. Peaks are repeatedly formed in between. These can be attributed to 

reflections inside the SWG. The pressure converges to the ambient pressure.  

The following figure shows pressures in the autoclave (PA1) from tests 1-3 within test campaign V6.  

These curves look almost identical and are difficult to distinguish, which is a sign of reproducibility 

throughout the tests. The time at which the first shock reaches the sensor and the maximum pressure 

varies. 

  
Fig. 3. Pressure inside the SWG over the time for test run 1-3 with an exploding wire  

The following Figure 4 also shows the pressure inside the autoclave over time. In this test series the 

electric ignitor with a fusehead is used (V2). Compared to the curves in Figure 3, these are easy to 

distinguish. The significant time delay in the arrival of the blast at the sensor is striking. The time 

difference here is approx. 0.47 ms. The peak pressure and the subsequent fluctuation are almost 

identical. This can be seen in the Table 2.  
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Figure 4: Pressure inside the SWG over the time with an fusehead 

These pressure values are a good measure of the quality of the detonation process. If there were 

differences in the curves, this would be an indication of a deviation in the gas mixture or the ignition 

settings. These errors would propagate, as the detonation in the autoclave is the initial event in the 

process chain. 

In order to demonstrate the improved reproducibility of the pressures generated with the electric wire 

(e.w.), the following table shows some of the measured values to compare the ignition source. For 

this purpose, the first maximum is considered, the arrival time and the standard deviation of the 

difference between the pressure curves 𝜎∆𝑝  are determined. The first test (V2_1 and V6_1) are used 

as reference values. 

Table 2:Overview of the peak pressure, time of arrival and 𝜎∆𝑝 in dependence of the ignition source 

 V2_1 V2_2 V2_3 V6_1 V6_2 V6_3 

Igniton Source Fusehead Fusehead Fusehead e.w. e.w. e.w. 

First peak pressure [kPa] 10830 9450 15377 9627 9620 9592 

Time of arrival [ms] 0.717 1.125 3.13 0.893 0.907 0.896 

𝜎∆𝑝 [kPa] Reference 120 526 Reference 97.8 97.2 

 

The smaller standard deviation in terms of pressure can be clearly seen in test series V6. The arrival 

times also do not fluctuate as much compared to test series V2. 
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Shock  

The ideal pressure curve according to Friedlander comprises a very steep pressure increase. After 

reaching the peak overpressure, the pressure decreases exponentially into a negative pressure phase. 

Eventually, the pressure oscillates around ambient pressure (Sochet et al. 2018). This is shown in the 

following Figure 5. 

 

Figure 5: Ideal Friedlander waveform (Sochet et al. 2018) 

The peak overpressure, the positive momentum and the positive phase duration are often used as a 

measure for characterisation of the shock wave. The positive phase duration is the time span with an 

overpressure load. The positive phase duration is difficult to determine as the pressure values are 

characterised by releases and fluctuations. The calculation of the positive momentum is also affected. 

The peak overpressure is therefore used to assess the reproducibility of the test rig. 

In this test campaign, two pencil probes are used. Both stand on the same side of the outlet in 1 and 

1.5 m distance.  

Figure 6 shows the recorded pressures of the pencil probes of the test V6. The maximum 

overpressures are nearly the same. The curve also looks almost identical. The second peak of the 

pressure values of the 1 m sensors is remarkable. This is significantly larger in the first run. The cause 

must be determined in further investigations. In contrast to the ideal pressure curve in Friedlander's 

free field, several peaks can be recognized when the curve drops. These can be attributed to a complex 

reflection configuration. There is also a difference (approx. 0.2 ms) between the tests in the arrival 

time of the shocks. The set-up and procedure did not change between the individual tests. 
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Figure 6: Overpressure measured in 1 and 1,5m distance at the test 1-3 

Further test results are summarized in Table 3. In addition to the overpressure, the time of arrival of 

the pressure wave also fluctuates. The arrival time is the time at which the shock reaches the sensor 

and causes the pressure to rise. As well the difference between the arrival time from pencil probe 3 

(PP3) and pencil probe 4 (PP4) is fluctuating between 1.086 - 1.107 ms. This small deviation is 

evidence of good repeatability of the tests. This time difference is not depending on the start of the 

detonation process. It is only depending on the propagation speed of the blast.   

 

 

Table 3:Overview of Overpressure & Arrival time from trial 1 - 5 

Trial PP3 (1m) PP4 (1,5m) 

 Peak Overpressure 

[kPa] 

Arrival time 

[ms] 

Peak Overpressure 

[kPa] 
Arrival time [ms] 

V6_1 87.08 2.889 44.73 3.98 

V6_2 88.35 2.913 45.22 3.999 

V6_3 84.19 2.908 44.64 3.995 

V6_4 88.44 2.926 46.49 4.033 

V6_5 85.87 2.887 46.28 3.992 

 

The Figure 7 shows the measured pressure from the pencil probes in the test campaign V6 and V2.  

The average overpressure is 88.1 kPa at 1 m distance in the V6 test. The standard deviation 𝜎, which 

is a good tool for the reproducibility of the test bench, is 2.8 kPa. In comparison 𝜎 is 10.1 kPa for the 

test involving the ignitor with the fusehead.  

In 1.5 m distance to the outlet the average peak overpressure is 46.5 kPa and the standard deviation 

is 1.3 kPa. The standard deviation from test series V2 is also higher for the distance than for test series 
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V6. 10 measurements are considered for the analyses, which is not reliable statistical statement, only 

a qualitative value.  

 

Figure 7: Comparison of the peak overpressure between 1 (left) and 1.5 m (right); test series V6 (top) and 

test series V2 (bottom) 

3. Conclusions 

                                                                                                                                                              

In summary, this paper should demonstrate that the presented test setup is suitable for generating a 

shock. This should be reproducible in a short time to generate a valid and comprehensive database 

for the subject to be investigated. 

Two different ignition sources for the generation of shock waves were presented. One is the electric 

igniter with a fusehead and the other is the exploding wire. For this purpose, test series were compared 

with the respective detonators. The exploding wire showed the better reproducibility with regard to 

pressure inside the autoclave and the generated shocks. Therefore, the exploding wire will be used 

for further tests in the future. 

The presented test set-up delivered the expected results at short intervals (less than 30 min turn-around 

time). The peak overpressures could be reproduced well. The standard deviation in the test series with 

the exploding wire was 2.8 kPa in comparison to the 10.1 kPa with the fusehead at 1 meter. 

Despite the good results with regard to the overpressures, there is potential for improvement that was 

identified. On the one hand, the aim is to further improve reproducibility and to clarify some 

phenomena, such as the different arrival times of the shock waves. The reflections that occur during 

the event need to be identified and reduced, so that the resulting curve is closer to the ideal Friedlander 
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curve. This would also allow better qualitative statements to be made with regard to the generated 

positive momentum, which was not presented in this paper.   
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Abstract 

Vapour cloud explosions (VCEs) are rare events but can lead to severe consequences in terms of harm 

to people and damage to onshore and offshore facilities.  Research conducted in the latter part of the 

20th century demonstrated the key role of congestion, such as process pipework, within the 

flammable cloud in accelerating the flame to high speeds. In recent years it has also become accepted 

that at least some major VCEs have involved flame acceleration to the point where deflagration to 

detonation transition (DDT) occurred (Chamberlain et al, 2019).  Limiting the size of congested 

regions can potentially reduce the chance of DDT, however in addition the regions need to be 

adequately separated to avoid a fast flame from one region entering a second.  Previous research into 

explosion safety gaps at large scale has shown that the introduction of gaps between regions can 

significantly reduce the magnitude of an explosion (Skjold, 2016).  

However, on facilities where space is at a premium, the provision of sufficient gaps may be impossible 

or incur high costs. The DOWSES (Development Of Water Spray Explosion Suppression) 

experimental research programme studied the effect of water curtains installed in the gap between 

congested regions. To establish the benefit provided by the water curtains, baseline explosion 

experiments without water sprays were performed, one of which resulted in DDT in the second 

congested region (Allason et al,2019), one giving a high-pressure deflagration and one with low 

interaction between the congested regions. 

This paper extends the reporting of results to include the experiments with water spray mitigation, 

not available at the time of the last publication. The experiments involved variation in water spray 

configuration, the type of congested region and the spacing between the congested regions.  In 

addition, an experiment was conducted with a particulate added to the water.  Detailed results from 

the experiments are presented: in every instance where water was introduced into the vapour cloud, 

the baseline explosion was significantly mitigated.  In the configuration where DDT had occurred 

in the baseline experiment, the water sprays prevented DDT. 

Keywords: vapour cloud explosions, mitigation, water sprays, experiments, detonation, DDT 

 Introduction 

This paper details observations from large-scale experiments performed during the Joint Industry 

Project: Development Of Water Spray Explosion Suppression (DOWSES) experimental campaign 

carried out at DNV Spadeadam Testing and Research Centre in Cumbria, UK. 

Building on the research carried out at Spadeadam in the 1990s (SCI, 1998, Al Hassan, 1998 and 

Catlin, 1993), gained through a series of large scale experimental programmes conducted in the wake 

of the Piper Alpha disaster, DOWSES was designed to take the outline knowledge developed in this 
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period and apply it to the more modern problem of highly congested process facilities prevalent in 

floating oil and gas production facilities.  

The work conducted by British Gas in the 1990s concluded that significant mitigation of explosions 

can be attained through the introduction of water sprays / curtains within congested regions. The 

interaction of the flow ahead of the flame with the water droplets is critical in providing breakup of 

the droplets and subsequent mitigation through evaporation of the resulting small droplets in the 

combustion zone of the explosion event (Catlin, 1993). Industry funded work (Thomas, 2000) 

provided a summary of droplet-flow-flame interactions and conducted some fundamental 

experiments concerned with interaction of droplets and accelerating flows. 

The experiments in DOWSES involved the ignition of a vapour cloud enveloping two separate 

congested regions (a donor and acceptor region) where a water curtain was installed within the gap 

between them to assess mitigation potential.  

Four baseline experiments were performed without a water curtain to provide a comparison with the 

corresponding water-mitigated event. The mitigation effects of water curtains were investigated 

through the variation of the following parameters: 

• Curtain position (near DONOR, near ACCEPTOR or central within the gap) 

• Nozzle type (full cone, flat fan) 

• Water quantity 

• Nozzle orientation (downwards/upwards) 

In Allason (2019), the results of one of the baseline experiments was detailed along with some 

discussion on the types of water droplet which might prove suitable for mitigating the baseline event. 

That publication gave the experimental arrangement in detail which is not repeated here. The 

remainder of this paper summarises the results obtained from the water curtain experiments and the 

relative effectiveness of the different arrangements in mitigating the baseline experiments. 

1 Experiments 

1.1 Experimental Arrangement 

1.1.1 Test Facility 

In order to carry out the experimental programme, a test facility was adapted for this project at 

Spadeadam. An illustration of the test configuration is shown in Figure 1. The facility consisted of 

the following components: 

• 3 m high steel angle frame covering an area 26 m long by 6 m wide. 

• Congested pipework regions 

• Gas injection and recirculation system 

• Gas sampling system 

435



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

 

Figure 1: Experimental configuration. 

The congested regions used for this study were originally constructed for a programme of experiments 

conducted by Shell Research. Congestion type Rig9 is formed by half of congestion type Rig7. Figure 

2 and Figure 3 show the test arrangement using different congested regions. Table 1 summarises the 

specifications for these regions. 

Table 1: Specifications of congested regions 

Congestion Type 

(Rig) 

Pipe Diameter 

(mm) 

Number of pipes 

(L x W x H) 

Distance between 

centerlines (pitch) 

(mm) 

Approx. Volume 

Blockage (%) 

Rig7 76.1 16 x 16 x 8 342 12 

Rig9 76.1 8 x 16 x 8 342 12 

For each experiment, the congested regions under test were separated by a distance defined in 

numbers of pitches of the congested pipework to form the gap. The definition is made such that a 

separation distance of SD0 is defined as when the rigs are separated by a single pitch (i.e. essentially 

one continuous congested region). 

 

Figure 2: Congestion type Rig 9 (separation distance SD4) 

 

Figure 3: Congestion type Rig 7 (separation distance SD2). 
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The experimental facility was instrumented for gas concentration measurements, dynamic pressure 

measurement, flame arrival times and high-speed videography. Principally in this paper, comparisons 

are made between the peak dynamic overpressure recorded at the array of dynamic pressure sensors 

deployed underneath the acceptor or within the vapour cloud (‘Internal Sensors’, Figure 4). Reference 

is also made to peak overpressure measurements at sensors deployed outside of the vapour cloud 

(‘External Sensors’, Figure 5). 

 

Figure 4: Location of internal pressure transducers. 

 

Figure 5: Location of external pressure transducers. 

 

Further details of the experimental arrangement are provided in Allason, 2019. 

1.1.2 Water curtain arrangement 

Several water curtain arrangements were tested to determine a configuration with the optimal level 

of explosion mitigation. The experimental programme included experiments where the position of 

the water curtain within the gap (central, near donor or near acceptor); nozzle type (full cone/flat fan); 

nozzle direction (downwards/upwards) and water line pressure (i.e. water quantity) were assessed. In 

addition, double curtain and general area deluge configurations were used to compare with the single 
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curtain arrangements. Two experiments were performed using a high-pressure water mist delivery 

system and 40 nozzles over the acceptor region.  

Figure 6 shows example photographs of the different types of water delivery arrangements installed 

in the facility. A remotely operated high-capacity water pump was used to provide water to the 

arrangements at a pre-set pressure (up to 7 barg). 

(a)  (b)  

(c)  (d)  

Figure 6: Example of water curtain arrangements. (a) Single curtain (in middle of gap), (b) upwards curtain, 

(c) double curtain, (d) general area deluge  

1.1.3 Nozzles and Spray Characterisation 

Two types of nozzles were used in the single and double curtain arrangements throughout the 

experimental program. Tyco HV-17 and Bette NF-120 were full cone nozzles and flat fan type nozzles 

respectively and were selected to have a similar k-factor between 25-30 L/min (i.e. flow rate through 

the nozzle at 1 barg). Figure 7 shows some details from the data sheets for each nozzle. In single 

curtain arrangements 11 nozzles were equally spaced (500 mm separation) along the curtain frame. 

The pressure in the supply pipe to the water curtain was measured at the point of experiment initiation 

and a flow rate calculated using the measured pressure, the number of nozzles and the manufacturer 

supplied k-factor for the nozzles in use. The nominal 1 barg experiments gave total calculated water 

flow rates out of the curtain of between 295 and 329 litres per minute. The 3 barg experiments were 

conducted with calculated total flows of 464 and 457 litres per minute for the flat and full nozzle 

types respectively.  
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Figure 7: HV17 Full Cone nozzle (top) and NF120 Flat Fan nozzle (bottom) 

A set of trials on the different spray nozzles used in the curtain experiments was conducted. These 

trials involved the filming of the sprays at different water supply pressure and the subsequent analysis 

of the video footage to determine the droplet size distribution within the spray. Each frame of a back-

lit, high-speed video of the spray was first converted to a binary image and then analysed using 

morphological tools in MATLAB to produce a histogram of droplet sizes (equivalent radius). 

Analysis of multiple frames meant that tens of thousands of droplets could be measured and included 

in the histogram for each nozzle / pressure combination.  

 

Figure 8: Example spray analysis showing original image, binary image, regions of interest, identified 

droplets and histogram of measured droplet diameters. 

Four analyses were conducted: at nominal feed pressures of 1 bar and 2.5 bar with each of the NF120 

and HV17 nozzles. The droplet size distribution by percentage of volume contributed for each nozzle 

/ feed pressure combination is shown in Figure 9. This information can be used with knowledge of 

the flow rate through the nozzle to represent the make-up of the resulting spray in terms of droplet 

size.  
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Figure 9: Normalised Droplet Distribution by Volume 

It can be seen from this analysis that: 

• For both nozzle types, the effect of increasing the pressure (and flow) is to marginally 

change the droplet size distribution (in volumetric terms) towards larger droplets. 

• The HV17 nozzle has more of its volume flow being distributed as larger droplets than the 

NF120 at both of the feed pressures analysed. 

• The most volume contribution was from droplets greater than 1 mm in diameter for all 

nozzle / feed pressure combinations. 

1.2 Experimental Programme 

Using the experimental facility and equipment described above, a set of 25 large scale explosion 

experiments were performed as detailed in Table 2, below. The table details the experiment ID, 

congestion type, curtain and nozzle arrangements and gives the prime objective of each experiment. 
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Table 2: Experimental Programme 
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2 Results and discussion 

Throughout this section observations are made of the ‘peak pressure’ recorded at various locations in 

the experimental facility. The peak pressure is reported after the high sample frequency recording has 

been subjected to a 0.1 ms rolling average smoothing to remove high frequency noise events and 

noise considered of low consequence in the scope of the explosion event.  

For clarity, the peak pressure underneath the donor is taken as the highest pressure generated by the 

donor event, all other peak references are for the maximum recording at a location generated by the 

acceptor explosion event, the event with which the experimental programme is intended to mitigate. 

This means that, when mitigated, the value reported for peak pressure underneath the acceptor or in 

the field downstream of the acceptor may not be the peak value throughout the whole experiment at 

that location but is the maximum identified for the acceptor event in isolation. 

Using these peak values, it is possible to qualitatively assess the change in severity of the donor and 

acceptor events in each experiment versus its corresponding baseline and other similar experiments.  

2.1 Baseline experiments 

Baseline experiments, where no water curtain was present, were conducted to assess and quantify 

the level of mitigation achieved in experiments with water curtains.  

Baseline experiments were conducted with the following congestion, separation distance and fuel 

configurations: 

1. Rig9, SD4 and propane (high interaction, resulted in severe DDT event), 2 experiments 

(DR9P1 SD4R and DR9P1 SD4RR) 

2. Rig9, SD4 and methane (high interaction), 1 experiment (DR9M1 SD4) 

3. Rig7, SD2 and methane (high interaction), 1 experiment (DR7M1 SD2) 

The evolution of peak pressure in each baseline experiment can be visualised by plotting the peak 

value recorded against the location of the measurement. The plot in Figure 10 shows this evolution 

along the major axis of the experimental rig for each of the 4 baseline experiments. Both of the Rig9, 

propane experiments resulted in DDT and this is illustrated by the sustained high pressure recorded 

within the remainder of the vapour cloud after the congested region has ended. All other baseline 

experiments with no DDT gave a decaying pressure beyond the end of the congestion. The Rig7, 

methane experiment showed a similar peak overpressure at the exit of the acceptor but with a different 

rate of increase through a longer region of congestion. The Rig9 methane case showed a similar 

profile to the Rig7 methane case but with a lower peak pressure, as would be expected. 
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Figure 10: Evolution of peak pressure travelling east from ignition location in baseline experiments. 

2.2 Water curtain location 

Three locations for the water curtain frame within the gap were considered: central, near the donor 

and near the acceptor. These experiments were conducted with the same nozzle type (full cone 

nozzles), and water quantity (nominally 1 barg). These experiments were also chosen for repeatability 

studies, therefore, two like experiments were performed with the water curtain located both near the 

donor and near the acceptor, whereas three experiments were conducted in the central location. The 

development of peak pressure throughout the test rig is shown in Figure 11 for each of the experiments 

where water curtain location was the only variable to be altered. Experiments with the same water 

curtain location are shown as the same colour. One of the experiments conducted for a central water 

curtain shows as an anomaly and this is thought to be because the water pressure achieved was 

nominally 20% lower than in the other experiments and it is thought that the curtain was not fully 

developed at the time of firing. Despite best efforts to achieve equal water line pressures in every 

experiment, a certain degree of variability is to be expected. This resulted in lower water quantity and 

markedly higher explosion overpressures which were not comparable to the subsequent repeated 

experiments although still showed some mitigation of the baseline event. Figure 11 appears to show 

a clear trend for greater mitigation of the explosion as the curtain moves closer to the acceptor region. 

This could be attributed to a number of factors and is likely associated with the potential for a greater 

volume of water to be displaced into the acceptor. 
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Figure 11: Peak pressure recorded on the major axis of the test rig in experiments with different curtain 

positions. 

2.3 Effect of nozzle type 

Figure 12 and Figure 13 below show the effect of nozzle type on the overpressure recorded at various 

locations internal and external to the vapour cloud. The experiments were conducted with a nominal 

water line pressure of 1 barg and 3 barg respectively. The nominal 1 barg experiments with the full 

cone nozzles gave total calculated water flow rates out of the curtain of between 295 and 329 litres 

per minute. The flat fan nozzle gave a lower total flow by about 6-10% compared to the two full cone 

nozzle experiments against which it is compared. The 3 barg experiments were conducted with 

calculated total flows of 464 and 457 litres per minute for the flat and full nozzle types respectively. 

At both 1 barg and 3 barg nominal curtain supply pressure, the full cone nozzles provided better 

mitigation of the baseline event than flat fan nozzles although both types stopped DDT from 

occurring.  

 

Figure 12: Effect of nozzle type (at 1 barg water line pressure) on explosion overpressure. 
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Figure 13: Effect of nozzle type (at 3 barg water line pressure) on explosion overpressure at various 

locations. 

 

2.4 Water quantity and nozzle orientation 

The potential for improved explosion mitigation due to water quantity increase was studied both by 

increasing the water line pressure and by changing the orientation of the curtain from a downwards 

to upwards configuration. With the flow rate of water through each nozzle being proportional to the 

square root of the pressure, a trebling of the pressure will only result in an increased flow of a factor 

of approx. 1.7 and would also give a higher initial velocity of droplet, potentially meaning that, in 

actuality, there may be a reduction in the number of water droplets suspended in the path of the flame. 

As such, it would be expected that the inversion of the nozzle from downwards facing and mounted 

at the top of the test rig to upwards facing and mounted at the bottom of the test rig would yield a 

greater quantity of droplets suspended in the path of the flame than by merely increasing the water 

pressure. 

Figure 14 and Figure 15 show comparisons of the experiments where the pressure in the curtain was 

varied for the cone and flat fan nozzles respectively. For the cone experiments, very marginal increase 

in mitigation of the acceptor event is seen although it is also noted that the donor event appears 

noticeably less severe. When the pressure is increased in the flat fan nozzle configuration, no 

discernible increase in mitigation is observed within the congested region while a small drop in far 

field peak pressures is observed. Again, the donor event is marginally weaker in the increased 

pressure case. 
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Figure 14: Effect of water quantity by pressure variation with full cone nozzles. 

To provide cover up to the full height of the test rig, it was ascertained that a minimum pressure of 3 

barg was required at the nozzle for both types of nozzle. The upwards curtain experiments were 

therefore conducted at this supply pressure and they are compared in Figure 16 and Figure 17 against 

the corresponding 3 barg downwards experiments. For the cone nozzles, the upwards orientation 

appears to have had little effect. The flat fan nozzle arrangement shows a reduction in peak pressure 

in both the donor and acceptor.  

The physical size of the gap in these experiments (~1.7m) was such that it was impossible to stop the 

curtain interacting with the donor region. When the pressure or orientation is changed, it makes for 

an increased likelihood that the donor event will be partially reduced in severity. Given that this 

severity is a governing factor in how effective a particular curtain arrangement can be in mitigating 

the acceptor explosion, it is likely that this water-donor interaction is having a significant effect on 

the mitigation capacity of the curtain on the acceptor. The flow rate quoted for the upwards curtains 

has been doubled from the calculated outflow in an attempt to represent the amount of water 

suspended in the rig. 

 

Figure 15: Effect of water quantity by pressure variation with flat fan nozzles. 

446



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

 

Figure 16: Effect of water quantity by nozzle orientation with full cone nozzles. 

 

Figure 17: Effect of water quantity by nozzle orientation with flat fan nozzles. 

2.5 Comparison of single, double curtains and general area deluge 

A double curtain containing 2 rows of 11 HV17 cone nozzles was used in one experiment to 

investigate the effects of the thickness of the curtain on the mitigation effects.  

A General Area Deluge (GA) system was installed to provide some information on the performance 

of the curtain in comparison to a system representative of that which might already be installed on 

some facilities. The GA system was installed with a set of 4 MV57-140 type nozzles (see Figure 18) 

set to give maximum coverage of the Rig9 type acceptor region. These nozzles have a much high k-

factor than the other nozzles in the programme meaning that for the same pressure, they give a larger 

volume of water flow.  
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Figure 18: General area deluge nozzle detail (MV57-140) 

Figure 19 shows the results for the double curtain and general area arrangement compared to both the 

1 barg and 3 barg single curtain experiments. Away from the congested regions, it is observed that 

both the DC and GA arrangements show a reduction in measured peak overpressure when compared 

to the 1 barg single curtain for very similar donor events. The peak pressure recorded at these locations 

are similar to that of the 3 barg single curtain arrangement, although the slightly lower donor pressure 

event should be taken into account here (see Section 2.4). 

 

 

Figure 19: Comparison of double curtain (DC) and General Area deluge (GA) against the 1bar and 3bar 

experiments. 

2.6 Performance of High-Pressure Misting System 

Two experiments were performed with a high-pressure misting system provided by Desautel. The 

high-pressure misting nozzles produced a very fine water mist throughout the acceptor and were 

actuated remotely prior to ignition of the experiment. One experiment was conducted with only water 

injection and the second experiment included 200 g/l of particulate matter. Both mist experiments 

produced good mitigation of the acceptor event but with some unintended mitigation of the donor 

event. The experiment with particulate mixed into the water showed better mitigation than the water-

alone experiment. Figure 20 shows the measurements from both of the mist system experiments 

compared to that of the DR9P1 SD4 baseline along with the 3 bar, full cone curtain experiment for 

comparison.  
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Figure 20: Comparison of particulate injection system experiments to baseline and 3 bar full cone curtain 

experiment. 

2.7 Performance with different congestion (severe donor and acceptor events) 

A total of 4 experiments were conducted with the Rig7 type congested regions and methane as the 

fuel. The purpose of this was to investigate the effectiveness of the curtains (both the fan and cone 

type nozzles, operated at nominally 3 barg) when set up to protect against a more severe donor event 

coupled to a larger acceptor region. The baseline experiment (14a DR7M1 SD2) gave a peak donor 

pressure of approximately 1.5 bar which led into a peak acceptor pressure of >18 bar. No DDT 

occurred meaning that the peak pressure levels recorded after the flame exited the acceptor 

immediately decayed with distance from the acceptor. Figure 21 shows the performance of the fan 

and cone nozzle curtains against the baseline experiment. Very little difference between the different 

curtain types is observed and the two cone nozzle experiments were noted to be relatively consistent 

with each other. 

In all experiments with the water curtain active, the flame was not observed to show any appreciable 

acceleration in the acceptor. 

 

Figure 21: Performance of different nozzle types in Rig7 Congestion configuration. 
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2.8 Repeatability studies 

2.8.1 Repeatability of the donor event 

Figure 22 shows the peak pressure measurement from the donor event at the locations underneath the 

donor and also the free-field pressure transducers centred on the donor (to the west, away from the 

direction of flame propagation). The measurements are compared to the same measurements taken in 

the corresponding baseline experiments in which the curtain was not present. It is apparent here that 

the clear majority of measurements of donor peak pressure are lower than that of the original baseline 

experiment. Some of this can be accounted for in the small variations in fuel : air ratio between 

experiments but the negative bias is most likely because of the presence of the water curtain and the 

potential for partial wetting of the donor prior to flame arrival. 

 

2.8.2 Repeatability of experiments 

For all experiments where a repeat experiment is available, the peak pressure values recorded are 

compared to that of the like experiment in Figure 23. As identified earlier, the DR9P1 SD4 

11HV17_1bar experiment shows as an anomalous result when compared to DR9P1 SD4R 

11HV17_1bar. This is confirmed at the much greater correlation between DR9P1 SD4RR 

11HV17_1bar and DR9P1 SD4RR. Excepting a few outlying measurements, the repeatability on a 

measurement-by-measurement basis appears to be within the +/- 50% margins. This is consistent with 

similar experimental programmes where no water curtains were present leading to the assertion that 

the introduction of the water curtain does not significantly increase the variability in the experiments.  

 
 

Figure 22: Peak pressure measurements from the donor event compared to the corresponding Baseline (no 

curtain) donor event measurements. 
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Figure 23: Peak pressure measurements compared with measurements from 'like' experiments. 

3 Conclusions 

In every instance where water was introduced into the vapour cloud prior to ignition, the baseline 

explosion was significantly mitigated. The programme of experiments was designed to enable 

comparison of the mitigation offer by changing each of the variables associated with a water curtain 

/ congestion / fuel arrangement. It has been possible to compare the results and identify optimum 

conditions for the application of water curtain suppression in these types of events. The relative 

practicalities of the different arrangements have not been explored. 
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Abstract 

The determination of several safety characteristics for dusts requires the resuspension in air. This is 

normally conducted using two vessels, one with an overpressure holding the dust and dispersing it 

into the second one, where the explosion takes place, through a nozzle. This procedure has the 

disadvantage, that some dusts cannot be conveyed through the nozzle properly. Another disadvantage 

is, that the pressure balancing between the two vessels depends on the dust loading and especially for 

heavy dusts and high loadings the initial pressure inside the explosion vessel might be reduced. 

One very recent example testing nitrocellulose raised the question, whether some dusts pose a risk 

being distributed and pressed through a nozzle for the testing device and, in worst case, for the 

operator. 

Many researchers developed alternative types of nozzles but most of the publications were designed 

for one type of dust and in none the CAD-files are provided for reproducing the nozzle. 

This article investigates four types of nozzles, the two standard ones that are widely used already, a 

novel type, that got introduced into the international standard in 2016 but is still seldomly used and 

one that was constructed to overcome some of the observed disadvantages. The injection curves are 

compared with and without dust loadings as well as the explosion characteristics. Probably due to 

smaller free cross-section of mushroom-cup and mushroom nozzles, duration of the dispersion is 

longer. The other dispersion characteristics are similar. The explosion overpressure was almost 

unaffected by a change of the nozzle. Minor differences in the rate of pressure rise (dp/dt) and the 

corresponding KSt values were observed but these were below the usual scattering of dust explosions. 

Eventually, a suggestion is given for different types of dusts. 

Keywords: Safety characteristics, Turbulence, Dust Explosions, Nozzles, Distribution 

Introduction 

Dust explosions occur when a fine dust or powder is suspended in the air and comes into contact with 

an ignition source. These explosions can have devastating consequences and pose a significant risk 

in various industries, particularly those involving the handling and processing of combustible 

materials. As a recent example, in 2020 a total of 60 dust explosions were reported worldwide 

(Cloney, 2020). Therefore, a precise dust explosion risk assessment is an invaluable tool to determine 

the likelihood of a dust cloud explosion and to develop effective risk reduction and explosion 

prevention & protection measures. In this regard, standard regulations such as the ASTM E1226 

(ASTM International, 2019), ISO 6184 (ISO 6184-1: 1985), or EN 14034 series (CEN, 2011), provide 
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procedures for performing standard test methods for characterizing first, if a dust cloud can explode 

and, in that case, the potential explosion hazard by the determination of the dust explosibility 

parameters. These parameters are the maximum explosion pressure, pmax; the maximum rate of 

pressure rise, (dp/dt)max; and the explosibility index, KSt (see Equation 1), for which the considered 

volume of the test vessel, V, is used: 

𝐾𝑆𝑡 = (
𝑑𝑝

𝑑𝑡
)
𝑚𝑎𝑥

𝑉1 3⁄  (1) 

Those fundamental studies are conducted in laboratory scales inside confined test chambers. In the 

beginning, the 1 m³ pressure-resistant vessel conceived at the Bergbau-Versuchsstrecke (BVS) in 

Germany (Bartknecht, 1966) was used as the standard instrument. However, its size requires a great 

amount of dust as well as a special facility. Consequently, since 1988 the 20 L spherical vessel 

proposed by Siwek (1977), the so called “20L-sphere”, became the preferred experimental apparatus 

for determining explosion parameters (Islas et al., 2022). The tests are done by the dispersion of a 

certain mass of dust particles into the test vessel with a blast of air driven by an overpressure of 

usually 20 barg through a nozzle. The objective is to form a uniform and turbulent dust cloud, which 

after a specific time (ignition delay time) is ignited with the aid of an ignition source, for dusts 

typically two pyrotechnical igniters with an overall energy of 2 kJ or 10 kJ, and eventually, the 

pressure evolution can be recorded and evaluated. 

The utilized nozzle has a remarkable impact in the dust cloud formation. The first apparatuses 

incorporate a perforated tube in a semi-circle shape (Siwek, 1977), the so-called “annular nozzle”. 

Later a “rebound nozzle” was invented as an alternative and nowadays it is the preferred type in most 

standards (EN 14034 series, ISO/IEC 80079-20-2). The reason, why there is still research on different 

shapes of nozzles is the fact, that it is extremely difficult to produce a perfectly uniform dust cloud 

(Du et al., 2015). Several studies have been done to gain a thorough understanding of the performance 

of these two different nozzles. The integrity of dust particles in standard explosion tests was evaluated 

by Sanchirico et al. (2015), concluding that dispersion through the rebound nozzle generates a more 

significant change in particle size. However, the particle size reduction in the 20L-sphere was 

attributed to the unique design of its outlet (dispersion) valve and its shearing action on the dust 

particles as they flow through (Kalejaiye et al., 2010). In the same line, Bagaria et al. (2016, 2019) 

stated that the 1-m3 apparatus (annular nozzle) leads to less particle size reduction compared to the 

20L-sphere (rebound nozzle) due to the reduced force generated during the dispersion process 

(smooth outlet ball valve, no sharp turns, less turbulent kinetic energy) and the lower impact force 

with vessel walls as a result of the larger volume. 

Although Eckhoff (2003) and Siwek (1988) stated that the uniformity of the dispersion is similar for 

both nozzles, despite the differences in their geometry, some recent investigations provide opposite 

insights. According to Di Sarli et al. (2015), the perforated annular nozzle generates a quite uniform 

dust cloud, albeit a significant fraction of solid particles is trapped inside the nozzle. In contrast, the 

rebound nozzle has shown a predominant tendency of the dust cloud towards the wall region (Di 

Benedetto et al., 2013, Vizcaya et al., 2018, Portarapillo et al., 2020, Islas et al., 2022b), which affects 

the ignition and flame propagation due to a low dust concentration near the igniters (Di Sarli et al., 

2014). 

Additionally, the peculiar behavior of so-called “non-traditional dusts”, in terms of dispersibility in 

air, poses a critical challenge when they need to be tested inside standard dust testing equipment (such 

as the 20L-sphere). This is likely due to their “flocky” nature and aggregation tendency, while the 

nozzle injection system could also play a relevant role. The issue was identified by Iarossi et al. (2013) 

and recently in the work of Portarapillo et al., (2022). Those researchers worked with nylon 6-6 dust, 

which is relatively lighter with respect to other non-traditional dusts investigated: this implies higher 

volumes of samples to be injected in the 20L-sphere, enhancing the dispersion challenge. The authors 

opted to insert 50% of the mass of the sample directly in the vessel (above and all around the rebound 
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nozzle), while the remaining is injected via the normal pressurized dust container. An alternative 

nozzle design may solve this issue efficiently. 

The aforementioned reasons have motivated researchers to investigate new dispersion nozzle types 

over the last decades. The decay of turbulence was measured and compared for the rebound nozzle, 

the perforated annular nozzle, and a novel type (the so-called “Dahoe-nozzle”) by Dahoe et al. (2001) 

using Laser-doppler anemometry. Huéscar-Medina et al. (2015a) used a perforated spherical nozzle 

for the dispersion of fibrous biomass inside the standard 1-m3 apparatus due to the standard annular 

nozzle did not allow fibrous biomass milled to <63 μm to pass and compressed it as a pellet inside 

the nozzle (Huéscar-Medina et al., 2015b). Dispersion tests and CFD simulations were performed to 

compare the rebound nozzle and a novel type, the “symmetric nozzle” (Murillo et al., 2018) similar 

to the mushroom-cup, with the aim of enhancing the homogeneity of dust clouds in a 20L-sphere. 

Serrano et al. (2020) continued the investigation of the “symmetric nozzle”, and evaluated seven 

different types of nozzles in comparison with the standard rebound nozzle by means of CFD 

simulations. Later, they investigated the explosion characteristics of the symmetric nozzle, the most 

promising one from their previous CFD work (“N6” nozzle), and the rebound nozzle, as a reference 

(Serrano et al., 2021). In summary, the need for an alternative injection nozzle has been pointed out 

by several researchers (Huéscar-Medina et al., 2015a and 2015b; Marmo et al. 2019; Portarapillo et 

al., 2022; Islas et al., 2022) while the one stated in the standards is not the perfect solution for all 

dusts. 

In the present work, a systematic comparison of the injection process and the determination of dust 

explosion parameters is performed for the three established nozzle types, i.e., the annular nozzle, the 

rebound nozzle, and the mushroom-cup nozzle, which were not investigated so far. Additionally, a 

new designed proposal is presented and evaluated with the aim of improving the accuracy of dust 

explosion measurements in the 20L-sphere, providing a better uniformity of dispersion and being able 

to accurately introduce the right amount of dust. 

1. Methods and Materials 

Four different types of nozzles were used for the comparison tests. A three-step test procedure was 

conducted over all four types to compare not only the injection process without dusts but also with 

high dust loadings and the determined safety characteristics. 

1.1. Nozzle types 

Two types of nozzles have been used over decades for the determination of safety characteristics of 

dusts, the perforated annular nozzle, and the rebound nozzle. 

The perforated annular nozzle was adapted from the former standard 1-m3 apparatus used for 

explosion testing. When the miniaturization was developed by Siwek in 1977 it was actually an up-

scaling from a 5L- and a 10L-sphere that were used before but led to big differences regarding the 

obtained values for pmax and (dp/dt)max (Siwek, 1977). Siwek investigated four different shapes until 

he came up with the now known solution he called “RD Y” (“Ringdüse” is the German word for ring 

nozzle and Y because the connection on the bottom has a Y-shape, see Figure 1). However, later it 

was also called “perforated annular nozzle” (ASTM_E_1226), “perforated semicircular spray pipe” 

(EN14034), “perforated dispersion ring“ (Dahoe et al., 2001), and “perforated ring” (Sanchirico et 

al., 2015). From here on we use the term “perforated annular nozzle”. 

The rebound nozzle was introduced into most of the dust standards and replaced the perforated 

annular nozzle in most facilities (ISO 80079, EN14034). It has the benefits, that no dust is held back 

inside what might happen in the perforated annular nozzle and that the cleaning and replacement is 

easier. Consisting mainly of a thread and two metal plates it is also easier to build (see Figure 2). 

With both above-described nozzles the dust must be placed inside the dust container and especially 

for flocky dust it is almost impossible to distribute them. In case of sensitive dust such as pyrotechnic 
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mixtures, metals, etc., ignition may occur already during fast flow of the dust through the outlet 

(dispersion) valve and further in its pathway and potentially cause its damage. 

 

 

Fig. 1. Picture of the perforated annular nozzle that was used 

 

 

Fig. 2. Picture of the used rebound nozzle  

 

A third type, the so-called mushroom-cup nozzle, has been introduced into the ISO/IEC 80079-20-2 

with which it is possible to place the dust directly inside the 20L-sphere (ISO 80079-2) in the cup. In 

the standard it is called “dispersion cup” which might be confused with another type of dispersion 

cup mentioned in EN14034 for 1-m3 apparatus, so we use the term mushroom-cup. 

However, the standard did not provide a proper technical drawing (only two dimensions are given) 

or other details to reproduce the nozzle (see Figure 3 and Figure 4)1. 

 

 

Fig. 3. Technical drawing of the mushroom-cup nozzle; 1 cup; 2 cap (or mushroom); 3 grub screw; 4 

hexagon socket; 5 O-ring seal; taken from ISO 80079-2  

 
1 We got technical details from an existing one and from one of the inventors of it. 
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A comparison with the old two types and the mushroom-cup has also not been published yet. After 

first tests, it was observed that dust might fall below the cup causing the measured explosion pressure 

lower, maximum explosion pressure occurs at higher concentration and the cleaning is more difficult. 

 

 

Fig. 4. Picture of the mushroom-cup nozzle that was used  

 

A fourth type was invented, simply leaving the cup away, the mushroom nozzle or Janovsky-nozzle 

(see Figure 5). 

 

 

Fig. 5. Picture of the Janovsky nozzle that was used  

 

1.2. Injection process – no dust, no ignition 

In the firsts step the injection pressure curves of all four nozzles were investigated and compared. 

The pressure inside the test vessel before injection was kept constant at 400 mbar abs ± 5 mbar. The 

injection pressure was varied between 19 barg and 24 barg in steps of one bar and additionally 21.3 

barg. Differences in the pre-ignition pressure rise (PIPR = pressure rise from the evacuated test vessel 

up to the initial pressure before activation of the ignition source) were compared against each other 

by counting the time from the first detected pressure increase until the highest recorded pressure. This 

way, a potential difference in the initial pressure (pressure in the explosion vessel at the moment of 

ignition) that might influence the later determined explosion characteristics could be excluded 

(Spitzer et al., 2022). 

1.3. Distribution tests – with dust, no ignition 
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In the second step a high loading of lycopodium (15 g) was injected without ignition source. The 

perforated annular nozzle and the rebound nozzle were used in the standard way with the dust placed 

inside the dust container. The mushroom-cup and the Janovsky-nozzle were used placing the dust 

inside the 20L-sphere. The initial pressure before injection was kept constant at 400 mbar abs ± 5 

mbar. The injection pressure was varied with 21 barg, 22 barg and 23 barg. This way, the slowing 

down of the dust was investigated and the differences of the pre-ignition pressure rise, and the 

injection process were compared again. The rebound nozzle was also tested with a loading of 30 g 

inside the dust container and the Janovsky nozzle with a loading of 30 g inside the sphere and then 

with 15 g inside the dust container to investigate the role of friction on the injection process further. 

1.4. Explosion tests – with dust, with ignition 

The third step consisted of standard explosion tests according to the EN 14034 series. The pressure 

before injection was kept constant with 400 mbar abs ± 5 mbar, and the injection pressure was again 

varied from 21 barg over 22 barg to 23 barg. These rather high values (21 barg is the upper limit that 

is allowed according to the standards) were chosen to ensure an initial pressure of at least one bar. 

This way, the influence of the different nozzles and their distribution behavior on the safety 

characteristics were eventually determined. The ignition delay time was kept constant for all tests 

with 60 ms. 

1.5. Dust sample 

The dust sample, that was used for this investigation, was lycopodium with low volatile content. A 

particle size distribution measurement was also conducted (Mastersizer3000, Malvern Panalytical 

GmbH, Kassel, Germany). The percentiles were 25.6 µm (d10), 30.6 µm (d50) and 36.6 µm (d90) 

for three measurements in a row (see Figure 6). The measurement was repeated but the numbers did 

not change significantly (25.3 µm (d10), 30.6 µm (d50) and 36.9 µm (d90)). 

 

 

Fig. 6. Particle sizes of the tested lycopodium  

 

The moisture content was determined twice using a Sartorius MA35. The determined moisture 

content was 3.4 weight-% and 3.8 weight-% what seems to be a matter of scattering. 

2. Results and discussion 

2.1. Results for the injection process with no dust 

The first comparison of the four nozzles showed a prolonged injection behavior for the Mushroom-

cup and the Janovsky nozzle (see Figure 7). 
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The reason for this might be the reduced free cross-section area in these nozzles. The rebound and 

the perforated annular nozzle have a free cross-section area of 363 mm², the mushroom-cup has four 

long holes with an overall free cross section area of 172 mm² and the Janovsky nozzle has eight holes 

with an overall free cross-section area of 157 mm² (19.6 mm² each). 

 

 
Fig. 7. Injection process of the four different nozzles with 21 barg in the dust chamber, each line is an 

average of three tests 

 

The time from the first detection of a pressure rise until the maximum pressure (98 % of the maximum 

value because of the scattering of the signal) with different injection pressures is displayed in Figure 

8. While the perforated annular and the rebound nozzles have an injection time of about 55 ± 10 ms, 

the other two have the injection time of 80 ± 10 ms. 

 

 
Fig. 8. Evaluation of the time taken by each nozzle to reach a 98% of the maximum pressure value 

 

Because the PIPR of at least 0.64 bar is needed, the pressure range was narrowed from 21 barg to 23 

barg for the other two test series. 

2.2. Results for the injection process with dust 

The injection process with the dust showed the same differences for 15 g of dust with all four types 

of nozzles. The dust sample decreased the PIPR between 42 mbar to 57 mbar. The perforated annular 
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nozzle showed higher decrease with 51 mbar in average, the other three nozzles 46 mbar to 47 mbar 

on average (see Figure 9 and Table 1). 

 

 

Fig. 9. Comparison on the PIPR between tests with Lycopodium and tests without dust 

 

The role of friction can be clearly seen by increasing the dust loading further. While the decrease in 

the PIPR was higher for the rebound nozzle it stayed the same for the Janovsky nozzle since the dust 

is not conveyed but simply dispersed. Also comparing the points from the Janovsky nozzle between 

injection from the dust chamber and dispersing it inside the sphere with the same amount shows the 

friction of the dust. The explanation, why all four types of nozzles showed a decrease in the PIPR, 

might be the heat that is produced by the injection process (compression of the air in the chamber) 

and that this can be absorbed by the dispersed dust. It would explain why all four types showed a 

comparable reduction in the PIPR for the same amount of dust. 
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Table 1. Quantification of the differences in PIPR between tests with 15 g of Lycopodium and tests without 

dust 

Nozzle type No dust 15 g of Lycopodium Difference 

 21 

(barg) 

22 

(barg) 

23 

(barg) 

21 

(barg) 

22 

(barg) 

23 

(barg) 

21 

(barg) 

22 

(barg) 

23 

(barg) 

Perforated Annular 0,650 0,673 0,702 0,602 0,626 0,646 0,049 0,047 0,057 

Rebound 0,632 0,661 0,690 0,584 0,615 0,645 0,048 0,046 0,045 

Janovsky 0,650 0,681 0,711 0,605 0,634 0,663 0,046 0,047 0,048 

Mushroom Cup 0,645 0,976 0,708 0,603 0,631 0,658 0,042 0,046 0,050 

 

The dust releasing from the nozzle prolonged the injection process in both the perforated annular 

nozzle and the Rebound nozzle (see Figure 10). But the longer injection process is the most evident 

in case of perforated annular nozzle. 

 

  

 

Fig. 10. Injection curves for three types of nozzles 

 

2.3. Comparison of the safety characteristics 

The pex and (dp/dt) values for the four different types of nozzles and 15 g of Lycopodium are shown 

in Figure 11 and 12. 
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Fig. 11. Maximum pressures achieved on the explosion tests for all nozzles against the dust chamber initial 

pressure, 15 g of Lycopodium (750 g/m3) 

 

The maximum explosion pressure for given dust concentration did not vary significantly between the 

four different nozzles. While the mushroom cup nozzle gave the lowest average value with 6.3 barg 

for an injection pressure of 22 barg, the perforated annular nozzle resulted in the highest average 

value with 6.8 barg. The rebound and the Janovsky nozzles were in between with 6.4 barg and 6.7 

barg respectively. With that, the determined values fall within less than 10 % deviation which can be 

considered as reasonable for that safety characteristic. According to the European and the American 

standard a deviation of less than 10 % is allowed (EN14034-1, ASTM E 1226). 

 

 

Fig. 12. dp/dt values achieved on the explosion tests for all nozzles against the dust chamber initial pressure, 

15 g of Lycopodium (750 g/m3) 

 

For (dp/dt), the scattering is a bit higher, but the average values are also quite close together. Here, 

the perforated annular nozzle gave the lowest average value with 374 bar/s and the rebound nozzle 

the highest value with 421 bar/s. The mushroom cup and the Janovsky nozzle were in between with 

416 bar/s and 386 bar/s respectively. According to the American and the European standard, for these 

Kst values (between 100 and 200 bar*m/s ≈ 370 bar/s to 740 bar/s) a deviation of up to 12 % is allowed 
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from one laboratory to another or within the same laboratory at different times (EN14034-2, ASTM 

E 1226). So, all four types would fall within that requirement with the overall average of 399 bar/s 

with an injection pressure of 22 barg. With the higher injection pressures, it might also be the case, 

that the particles are more prone to breakage and with that lead to higher values. However, this was 

not tested. 

3. Conclusions 

Four different types of nozzles for the injection of dust in the 20L-sphere were investigated. It was 

shown that the injection process is prolonged for the nozzles that allow a placement of the dust 

directly in the 20L-sphere. However, the determined safety characteristics for lycopodium were close 

to each other. The explosion overpressure was almost unaffected by a change of the nozzle. Minor 

differences in the rate of pressure rise (dp/dt) and the corresponding KSt values were observed but 

these were below the usual scattering of dust explosions. However, more dusts at more concentrations 

should be tested to confirm suitability of newly proposed nozzle for tests in 20L-sphere. 

The chosen dust, lycopodium, was on purpose a kind, that allows the injection from the dust container. 

With the new types of nozzles, it is possible to place flocky or coarse dusts or sensitive dusts, which 

can be ignited by the friction inside the injection system, directly into the 20L-sphere. With these 

investigations the safety characteristics can be linked to the existing database and the existing safety 

measures, that follow the usual investigations on the safety characteristics. 
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The plastic industry, a global behemoth employing over 1.5 million people in Europe alone (Geyer 

et al., 2017), confronts a formidable challenge. Virtually all plastic is combustible, and the generation 

of fines during processing poses a potential explosion hazard. These fines can be present in the raw 

material feed or generated during mechanical operations in manufacturing or recycling activities. The 

flammability characteristics of these materials, primarily due to their hydrocarbon nature, are well-

known, but other properties such as morphology and particle size distribution also wield significant 

influence. 

The literature is replete with studies on polymer dust in its 'pure' form, delving into dust explosion 

fundamentals or gauging the efficacy of inerting powders. However, a conspicuous void exists in 

research on dust polymer mixtures, despite their frequent occurrence in industries. This research gap 

is particularly significant given the substantial amount of plastic-based material being processed in 

recycling plants (Hopewell et al., 2009), and the adoption of sustainable techniques for energy 

generation through plastic waste and biomass co-pyrolysis (Yuan et al., 2023). Implications of 

mixtures in terms of dust explosion severity are noticeable from the literature and need to be 

investigated further; polymer-based mixtures are examined in Danzi et al. (2024), the second part of 

this work, as well as particle size and morphology effect. 

This paper is structured to provide a comprehensive overview of polymer dust explosion cases and 

accident dynamics. It begins by reviewing statistical data about polymer dust explosions at the global 

level, aiming to draw an overview of the materials involved, explosion severity in terms of 

consequences, and operation involved. It then provides conclusions about the correlations between 

the case occurrence and the amount of plastic generated and disposed of at the global level during the 

years. Lastly, it presents an examination of dust explosion case studies in the history of plastic 

industry accidents, discussing critical lessons regarding dust explosion hazards. 

Keywords: dust explosion review, polymers, case studies 

Introduction 

Plastic is a general term for a broad class of polymeric materials mainly derived from oil. Two main 

categories of plastics exist: thermoplastics and thermosets. Thermoplastics are polymers that can be 

melted when heated and hardened when cooled. The melting and hardening cycle can generally be 

repeated. Thermosets are polymers that undergo a chemical change when heated. In general, heating 

promotes chemical reactions that form “bonds” such that a three-dimensional network is created. The 

process is irreversible, so these plastics cannot be re-melted and reformed after heating and forming.  

Table 1 lists the most common thermosets and thermoplastic polymers. 

Table 1: Thermoset and thermoplastic polymers 
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Thermoplastics Thermosets 

Polyethylene (PE) 

Polyamides (PA) 

Polypropylene (PP) 

Polycarbonate (PC) 

ABS 

SAN 

PEEK 

POM 

Expanded polystyrene (EPS) 

Polyarylsulfone (PSU) 

Polystyrene (PS) 

Thermoplastic elastomers (TPE) 

Polyethylene Terephthalate (PET) 

Polymethyl methacrylate (PMMA) 

Polyvinyl chloride (PVC) 

Fluoropolymers 

Phenol - formaldehyde 

Epoxy resins 

Vinyl ester 

Silicone 

Melamine resin 

Unsaturated polyester 

Phenolic resins 

Etc. 

Polyurethane (PUR) 

Urea-formaldehyde 

Acrylic resins 

 

Plastic production worldwide has been continuously growing since the ’50. The production amounted 

to 380 million tons in 2015 (Geyer et al., 2017). Plastic may be further divided into fiber and non-

fiber plastics. The total production of non-fiber plastics is divided as follows (mass ratio): PE (36%), 

PP (21%), and PVC (12%) followed by PET, PUR, and PS (<10% each). Polyesters instead account 

for 70% of all PP&A (polyester, polyamide, and acrylic) fiber production. Thus, these seven materials 

account for 92% of all plastics ever produced (Geyer et al., 2017) 

Non-fiber plastics have been extensively used for packaging, up to 42% of the total ever made ( 

Fig. 1). PE, PP, and PET are the most used. The building and construction sector is the next largest 

consumer. Its use of non-fiber plastics accounts for 19% of the total. The most used plastic in 

construction is PVC, which is used 69% of all PVC made (Geyer et al., 2017).  

The recent trend in the production of plastics is represented in Fig. 2. 

 

Fig. 1: Europe consumption per sector, 2017 (from Plastics – the Facts 2018 An analysis of European 

plastics production, demand, and waste data, PlasticsEurope, Association of plastics manufacturers, 2018) 

Packaging

Electrical &
electronic
Household, leisure

Building and
construction
Automotive
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Thermoplastics have been extensively produced and used, both in the past and today, and their use is 

encouraged because they are relatively more sustainable than non-recyclable materials, such as resins 

and thermosets. This is reflected in the amount of plastic waste produced, as the largest quantities 

come from PP, HDPE, and LDPE, respectively 18%, 14%, and 13%. Packaging is the leading sector 

if the quantity of waste is considered, accounting for almost half of all industrial sectors (OECD, 

2022). 

 

Table 2: Plastic demand by converters in Europe, 2017, by polymer. 

Plastic % Wt. 

transformed 

Sectors 

PP 19.3 Food packaging, sweet and snack wrappers, hinged caps, microwave 

containers, pipes, automotive parts, paper money, etc. 

PE-LD, PE-LLD 17.5 Reusable bags, trays and containers, agricultural film (PE-LD), food 

packaging film (PE-LLD), etc. 

PE-HD-PE-MD 12.3 Toys (PE-HD, PE-MD), milk bottles, shampoo bottles, pipes, houseware 

(PE-HD), etc. 

PUR 7.7 Building insulation, pillows and mattresses, insulating foams for fridges, 

etc. 

PVC 10.2 Window frames, profiles, floor and wall covering, pipes, cable 

insulation, garden hoses, inflatable pools, etc. 

PS, EPS 6.6 Eyeglasses frames, plastic cups, egg trays (PS), packaging, building 

insulation (EPS), etc. 

PET 7.4 Bottles for water, soft drinks, juices, cleaners 

Others 19 Hub caps (ABS); optical fibers (PBT); eyeglasses lenses, roofing sheets 

(PC); touch screens (PMMA); cable coating in telecommunications 

(PTFE); and many others in aerospace, medical implants, surgical 

devices, membranes, valves & seals, protective coatings, etc. 

 

 

Fig. 2: Plastics production (1990-2019) by polymer type (OECD, 2022) 
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1 Flammability of polymers 

Polymeric materials are composed of macro chains of carbon and hydrogen (mostly) and other 

functional groups. Most polymers are combustible and could give rise to fire and explosion (in gas 

and solid phases). Hazard profiles could be ascribed to the thermo-chemical characteristics of 

polymers, depending on their chemical nature, such as the heat release potential measured through 

the heat of combustion. These parameters identified the potential fire hazards of such material (Fig. 

3). 

Almost 95% of polymers in use (commodity polymers) persist in burning after a brief exposure to a 

small flame, i.e., demonstrate a self-sustained burning behavior. These materials have high heat 

release capacity and are generally the least expensive on the market (see Lyon and Janssen, 2005). 

 

Fig. 3: Heat of combustion (left) and ignition temperature (right) of commonly used polymers, from Lyon 

and Janssens (2005). 

 

Parameters such as the ignition temperature or the heat release rate depend on the polymer's chemical 

nature and the ignition condition (external heat source, ventilation rate, etc.). 

While reduced in powdered form, polymer materials behave differently, depending not only on their 

chemical matrix but also on other parameters (particle size, morphology, moisture) that define the 

dust cloud's sensitivity to ignition and explosion likelihood, as it is strictly dependent on the powder 

dispersibility in the air. The dispersibility of dust is often affected by the surface state of the particles, 

which can change their ability to cohesion. 

2 Dust explosions in the polymer industry 

The history of the plastic industry is dotted with accidents caused by the explosion of polymer 

powders or hybrid atmospheres. The scientific literature allows us to trace the history and draw useful 

considerations. 

2.1 Data collection and availability 

The availability of data concerning dust explosion cases in the polymer industry is based on the 

dataset collected by international associations (such as NFPA and CSB) and scientific literature 

0 20 40 60

PE

PP

PS

ABS

PC

Epoxy resin

Nylon 6,6

PMMA

PET

PVC

Gross heat of combustion [KJ/g]

0 200 400 600

PMMA

PS

PP

HDPE

ABS

PVC

PET

Epoxy resin

Nylon 6,6

PC

Ignition Temperature [°C]

468



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

studies in the field. Data from NFPA, related to old cases, referring to Jacobson et al. (1962), until 

the 1960s, are not included here. The U.S. Chemical Safety Board (2006 and 2017) collected more 

recent cases, which spanned a period from 1980 to 2016; all information is although U.S.-based. 

Cases for this work were selected according to the material involved, i.e., polymer-based, identified 

in the dataset as “Rubber and Plastic products.” Global-wide datasets are present in the Combustible 

Dust Incident Report released yearly by DustEx Research Ltd. website, Cloney (2018 to 2023); 

cases are also selected from here according to “fuel”, namely “Plastic.” Most recent data came from 

this reference and from the literature studies examined here, retrieved from the Scopus database by 

the academic publisher Elsevier, see Yuan et al., (2015). Key terms to identify polymer-related 

cases were “plastic,” “polymer,” “resin,” “rubber,” etc. Yan and Yu's (2012) incident data 

collection are strictly related to PRC geographical-based events. 

2.2 Statistics of dust explosion cases 

The first scientific study about dust explosions involving plastics was published in the 1940s, thanks 

to the efforts of the Bureau of Mines in the US (Hartmann & Nagy, 1944). 

Concerning other powdered materials, such as flour or coal (the first flour dust witnessed episode 

dates to 1875), fires and explosions correlated to plastic dust have become relevant and reported only 

with the increasing demand and production of petrochemical-based materials.  

The first registered dust explosion involving a plastic material was a phenolic resin dust explosion in 

the US in 1952, which caused five deaths and 21 injuries. Jacobson et al. (1962) commented that an 

NFPA report dated 1957 indicated that polymer dust explosions accounted for about 20% (excluding 

coal mining cases) of the total number since 1910. 

More statistics collected by Eckhoff in his book (2003) reported a share of 5.4% for “Plastics” and 

6.5% of total fatalities in the period (1900-1956). More recent data from Europe (Germany) collected 

by Beck and Jeske (1982) gave higher figures: 12.9% and 17.5%, respectively, for several episodes 

and fatalities of “plastics” dust. These data cover the decades from 1965 to 1980; at that time, the 

rising trend of accidental episodes likely resulted from the increasing demand for plastic. 

CSB's (2006) US-based data collection gave the best overview of the severity of polymer dust 

explosion cases. As shown in Fig. 4, these materials are responsible for many injuries and fatalities. 

However, episodes involving the “food” and “wood” industries and plants have higher numbers in 

terms of cases (both about 24% versus 14%). Fig. 5 and Fig. 6 present more recent data, integrating 

different references to outline the trend from 1980 to the present. 
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Fig. 4: Statistical data retrieved from CSB report (1980-2005 dust explosion events), Report 2010). 

 

Fig. 5: Accidents involving “plastic and rubber” dust explosions, data retrieved from CSB (2008 and 2017, 

Yuan et al. (2015), and Yan & Yu (2012). 

 

The number of accidents increased from 1980 to 2010, but then the trend reversed (at least in the US). 

The increasing trend seems to be directly related to plastic demand growth. The decay after 2010 

could instead be a consequence of the adoption of specific safety regulations (e.g., NFPA 654), also 

in response to the occurrence of serious cases such as those described below. 

Different episodes, described below and listed in Table 3, involved recycling plants or operations that 

involved the abatement and collection of polymer waste dust from manufacturing lines. The decrease 

in reported accidents may be associated with increased awareness of potential hazards in recycling 

facilities or stricter regulations. 

Recent reliable statistics came from the annual report by Cloney C. (2023), where data reporting 

identified different episodes in the last year: fire and explosion in a storage silo of a recycling plant 

where PS and PP in granular form were stored, a fire in a storage silo of a plastic waste treatment 

470



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

plant, a fire and deflagration in a silo of a plastic recycling plant, a fire and explosion in a PP granules 

silo, a fire in a resin and rosin manufacturing site, and a fire in a dust collector in a plastic production 

site. 

The data collected and the information obtained from the references in Table 3 allows us to classify 

the type of polymer involved in recent explosion cases: the highest percentage is represented by 

polyolefins (PE, followed by PP), while the third material involved is rubber. The rubber industry is 

recognized as having a high risk of dust explosion due to the nature of the materials involved (rubber 

compounds and additives), the presence of activities hindering the generation of fine particles (such 

as during milling, grinding, or transporting operations), and specific equipment that could allow dust 

build-up, confinement, and ignition, such as in mixers and extruders (Cloney & Barrett, 2024). 

This trend is somehow also reflected in the corresponding amount of plastic waste produced globally 

(as in Fig. 6) where the higher percentages are associated with almost the same polymers. 

 

Fig. 6: Comparisons of percentage values associated with recycling global rate of plastics and occurrence 

of dust explosions in the plastic industry. Data was retrieved from CSB (2008), Yuan et al. (2015), Yan & Yu 

(2012), and Ritchie and Roser (2018). 

It is worth noting that data referring to the PRC in the period from 1986 to 2011 (Fig. 6), collected in 

the work of Yan and Yu (2012), included 11 dust explosions involving plastics (i.e., PE powder and 

rubber), representing 14% of the total cases. Cases of plastic dust explosions in the PRC showed a 

rapid increase from the 1990s to 2010. More recent data are unavailable; therefore, whether the 

current trend is increasing or decreasing is unknown. The 2010 figure may be a consequence of the 

fact that the PRC was the largest importer of plastic waste until 2017 and one of the largest recyclers 

in the world, second only to India (UN, 2023). 

Statistics are also present for South Korea: the work from Pak et al. (2019) and Devine et al. (2023) 

identified data related to plastic dust explosions, with 19% of episodes accounting for about half of 

injuries and fatalities. This figure is relevant, as the value is relatively high compared to cases 

associated with metal dust. 

Table 3: Relevant recent dust explosion cases involving plastic-based dust. 

Date Case Location Dust I/F Ref 

1994 Kanaya Shoe 

Factory 

JAP Rubber 

waste 

22/5 G. Vijayaraghavan, (2004) 
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1995 Malden Mills US Nylon 

flock 

27/0 Frank, W. L. (2004) 

1997 Hunstman 

Polypropylene 

Corporation 

US PP 0/1 OSHA (1997) 

1999 Jahn Foundry US Phenolic 

resin 

9/3 Myers, T., & Ibarreta, A. (2009) 

2001 Finelvo IT Nylon 

flock 

3/0 Marmo et al. (2018) 

2002 Rouse Polymerics 

International, Inc 

US Rubber 6/5 McKee, J. D. (2016) 

2002 Liaoyang 

Petrochemical 

Company 

PRC PE 19/8 Gan et al. (2018) 

2003 West 

Pharmaceutical 

Services 

US PE 38/6 CSB, (2004) 

2003 CTA Acoustics US Phenolic 

resin 

37/7 CSB, (2005) 

2011 Polymer Partners, 

LLC 

US Carbon 

black 

resin 

3/1 McKee, J. D. (2016) 

2013 Yeosu Industrial 

Complex 

SKOR HDPE 11/6 Pak et al., (2019) 

2017 Yeosu Industrial 

Complex 

SKOR PP -/- Pak et al. (2019) 

2017 Arakawa 

Chemical 

Industries Ltd 

JAP Resin 11/1 Cloney, C. (2018) 

 

2.3 Plastic industry potential dust explosion hazards: process and equipment 

The risk of dust explosion in the polymer manufacturing industry is present throughout the production 

chain, from the raw material collection, handling, and storage to the finishing operations on polymer 

molds. The transformation of raw polymers into finished goods implies several process operations. 

The raw polymer must be added by some additives that confer the required properties. 

Additives could drastically modify the process blend flammability, such as in the formulation of 

adhesives, where highly flammable solvents are used (e.g., a mixture of acetone, hexane, and toluene), 

or by adding functional elements intrinsically hazardous (aziridine, highly unstable as a tackifier 

agent in other polymer-based adhesives). See also Groh et al. (2019). 

In the case of Polyethylene, the catalyst, solvent, and ethylene monomer are mixed and reacted in a 

polymerization reactor; the product is a polymer slurry that needs to be filtered, dried, and extruded 

to be converted into a powder. These stages involved dust generation if any equipment accidentally 

leaks into the ambiance. Finally, the polymer powder must undergo a thermal process in a mold to 

obtain the shape of the final products. The last stage consists of finishing the solid products. 

Operations involving mechanical actions, such as grinding, refining, or cutting, are typical. These 

operations generate a relatively high amount of material in the form of scraps and dust. 

Plastic waste recycling is the ultimate step in the polymer manufacturing chain. This last stage has 

become more relevant as recycling operations have risen consistently in previous decades (Danzi et 

al., 2022). 
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Fig. 7: Mechanical recycling of polymers: operations affected by dust explosion hazards. 

Potential dust cloud release and multiple ignition sources could be identified in polymer process 

plants and recycling facilities (Fig. 7), where mechanical operations to reduce the waste flow particle 

size are the most often adopted equipment. Handling and conveying of powdered material could 

imply fine generations due to abrasion with transportation equipment while bagging from storage silo 

operation is likely the most common source of dust release in ambiance if not performed accurately. 

Dust cloud release points and potential ignition sources are displayed respectively with dashed circles 

and “stars” in Fig. 7. 

3 Relevant case studies 

3.1 CTA Acoustics, Inc. dust explosion, 2003, KY, USA 

The CSB investigation report covered the CTA Acoustics explosion (Kentucky, U.S.), CSB (2005). 

The main conclusions are reported here. The event occurred in the production area where acoustic 

insulation components for the automotive sector were manufactured.  

The key findings for the case are: 

• Inadequate ventilation and dust abatement system, and periodic maintenance is delayed. 

• Absence of an adequate dust hazard assessment in the plant/poor communication with workers 

• Combination of plant shutdown and restart with machines temporarily out of service. 

• Presence of combustible dust (phenolic resin) 

• Absence of fire resistance walls or barriers against fire propagation. 

 

The concurrence of the causes illustrated above led to the likely events chain depicted in Fig. 8. 
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Fig. 8: Key events sequence for CTA Acoustics explosion. 

 

Phenolic resin dust was known to be combustible only one year ago when an explosion caused three 

deaths and injured nine at the Jahn Foundry plant (US), a casting facility where phenol resin was used 

as a binder for sand molds (Myers & Ibarreta, 2009). 

 

Fig. 9: Schematic of process operations at CTA Acoustics plant: The green line is the dust abatement 

conveyor, the black line is the process flow, and the blue line is the gas waste to stack flow. 

 

3.2 Rouse Polymerics dust explosion, 2002, MI, USA 

The facility was a recycling plastic site that processed fine rubber dust, where a bagging bin exploded 

during the daily shift, leaving five dead and more than seven injured operators (OSHA, 2002). 

The conditions for this accident to occur could be listed as follows: 

• The presence of a hot working operation, which may generate hot embers. 

• Inadequate dust housekeeping in the ambiance. 

• Piling up of dust layers on horizontal surfaces. 

• Non-tight baghouse equipment. 

• Failure of explosion containment. 

 

Rubber dust that had previously been expelled from the gas-heated dryer system’s exhaust stack had 

piled up on the bin top surface, and hot particles had escaped from the dryer. 

Due to the negative pressure created inside the top of the bagging bin by the bag house blower-

vacuum system, the hot smoldering embers were sucked into the bagging bin, causing violent dust 

deflagration. 
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Due to the explosion, the screw conveyor and the bagging bin itself suffered mechanical failure, 

allowing pressure waves and hot gases to be released and hit fugitive dust layers; this caused dust 

uplifting and flash fire in the surrounding production area.  

 

Fig. 10: Schematics of the key events that occurred in the Rouse Polymerics accident. 

3.3 West Pharmaceutical, Kinston, 2003, NC, USA 

The facility manufactured different rubber components, and its operations included rubber molding, 

compounding, and extrusion. Mixers and mills were present to reduce rubber particle size. The 

material that fueled the event was PE dust (adopted as an anti-tacking agent for the rubber compound), 

which accumulated over the years on the suspended ceiling of the factory, carried by the ventilation 

system currents. 

As in other relevant explosions, the actual trigger of the dust dispersion and ignition was not 

determined due to the high level of damage found in the aftermath. Investigators identified likely 

causes, among others, the overheating of a batch of rubber and subsequent ignition of vapors, an 

overheating due to electrical components (or an electrical spark) of the dust layer accumulation, or 

the ignition of dust cloud by the presence of an electric motor. The explosion center was estimated to 

be in the compounding area, close to a mill. As the blast thermal effects reached the warehouse, where 

rubber and other raw materials were stored, the event accelerated, and the entire building was 

engulfed in flames; the heat of the fire eventually caused the structure to collapse, leaving six dead 

and 38 injured workers, (CSB report 2004). 
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Fig. 11: Rubber compounding schematics: The blend is realized in the mixer (1), the rubber is milled into 

strips (2), these are dripped into an anti-tack PE powder slurry (3), and then air-cooled on rollers (4). 

4 Conclusions 

Dust explosions have had a substantial impact on the plastics industry, and the percentage breakdown 

in terms of human consequences (accidents and deaths) is greater than in other sectors, although the 

number of cases is lower. The plastic industry presents peculiar features that make it exposed to dust 

explosion risk: almost every polymer, in powdered form, is flammable and could be easily lifted in 

clouds due to its low density; the types of equipment generate ideal conditions for an explosion 

(confinement, particle reduction, mechanical and thermal operations); mixing of material is carried 

and determines complex synergic scenario discovered by Centrella et al., 2020, and hybrid 

atmospheres. 

Through data collection and analysis, this work demonstrated that low-chain polymers (PE, PP) are 

the most prevalent waste material in the industry. This is reflected in the high number of accident 

cases associated with them. Fiber material in the rubber and nylon sectors appeared involved in 

several episodes, such as the recent case studies reported here. 

The recycling sector deserves attention. The increase in accidental rates seemed to be correlated to 

the increase in plastic waste and recycling rates. This sector is not conceived as high-tech, which 

could lead to poor or inadequate risk analysis. Some correspondence could be traced by observing 

the data reported between the plastic waste produced, according to polymer type, and the involvement 

of polymers in the accidental episodes. This supports the required enhancement in focusing the 

attention on waste and recycling processes in terms of dust risk assessment, as well as the need for a 

more industry-based dust explosion study on plastic mixtures and waste, representative of the actual 

industrial materials. The explosibility parameters of this kind of dust are analyzed in detail in the 

following experimental part of this work by Danzi et al. (2024). 
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Abstract 

It has recently been proposed that select metal oxides under a reducing gas have the potential to react 

in an explosive fashion, in what is termed a metal oxide reducing environment (MORE) explosion. 

The primary materials for which this has been proposed are copper and manganese oxides, which are 

extensively used in chemical looping combustion (CLC) processes which can produce significant 

quantities of fine particles. Under the CLC process, fuels such as methane diffuse into metal oxides 

and exo- or endothermically reduce the materials, producing combustion products and reduced or 

partially reduced metals. In copper and manganese oxides this reaction is exothermic. Chemical 

looping oxygen uncoupling (CLOU) is another chemical looping mechanism where oxygen diffuses 

out of the metal oxide and then reacts with the gaseous fuels. This CLOU mechanism is not rate-

limited by particle size. Analysis shows that the copper (II) oxide-methane system has the 

thermodynamic potential to react explosively at any operating temperature, with kinetic analysis 

showing the CLC and CLOU mechanisms are the rate limiting step rather than gas-phase combustion. 

Propagation is much slower than for standard gas or dust explosions. However, the reaction 

stoichiometry gives a minimum overpressure ratio of n + m  for a hydrocarbon CnH2m  with 

temperature effects as a secondary multiplier, making overpressure possible in isothermal systems. 

These results indicate that the metal oxide/reducing gas mixtures require proper design consideration 

for safe venting, to mitigate potential explosions. Experiments are being completed in a 350 cm3 

pressure vessel with sample heating by a heated grid, however experiments are not yet completed. 

The heated grid system is noted to have potential for elevated-temperature testing of traditional dust 

explosions, which has previously been challenging but is necessary to evaluate parameters for 

operating such processes. 

Keywords: dust explosion, chemical looping combustion (CLC), chemical looping oxygen uncoupling 

(CLOU), oxygen carrier (OC), heated grid reactor 

1. Introduction 

Chemical looping combustion (CLC) is a novel combustion mechanism in which the oxidizer and 

fuel are separated by using an oxygen carrier (OC) which is typically a transition metal. The overall 

reaction (1) is divided into reaction (2) for oxidation and reaction (3) for reduction: 

CnH2mOp + (n + m/2 − p/2)O2 ⇌ nCO2 + mH2O,                                      ΔHc = ΔHr + ΔHo (1) 

(2n + m − p)MexOy−1 + (n + m/2 − p/2)O2 ⇌ (2n + m − p)MexOy,                            ΔHo (2) 

(2n + m − p)MexOy + CnH2mOp ⇌ (2n + m − p)MexOy−1 + nCO2 + mH2O,               ΔHr  (3) 

This process is traditionally operated through interconnected fluidized beds, shown in Figure 1, which 

can result in a high level of attrition or degradation of the OC materials due to chemical, thermal, and 
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mechanical stresses (Galinsky et al., 2018). Particles with diameters less than 45 μm have been shown 

to have a high rate of elutriation shortly after initial startup (Lyngfelt and Thunman, 2005), and these 

particles may be retained in ducting, windboxes, and filters, where they may be disturbed by transients 

in operation such as startup, shutdown, and process upsets. The materials used as OCs in their reduced 

form have previously been examined for explosibility and have been classified as non-explosible or 

marginally explosible under standard test conditions (Jacobson et al., 1964; Cashdollar, 1994). 

Despite this, these metal dusts have reported ignition temperatures, with cloud ignition temperatures 

from 320 to 900 °C for the elemental form of oxygen carriers including iron, copper, cobalt, and 

manganese (Jacobson et al., 1964). This indicates that the activation energy makes the oxidation 

reaction infeasible at low temperatures, but increasing initial temperatures will overcome this barrier 

and make the reaction self-sustaining. Chemical looping processes use intensified environments with 

temperatures of up to 1 050 °C and elevated pressures of up to 22.4 bar(a) (Symonds et al., 2019) to 

reduce kinetic limits for reduction and oxidation, which are far beyond standard test conditions in 

ASTM E1226-19 (ASTM, 2019) and the ambient temperatures of ISO 6184-1 (International 

Organization for Standardization, 1985) for dust explosions, and may supply this initial source of 

energy to initiate combustion. Previous works (Cashdollar and Chatrathi, 1993; Going et al., 2000) 

have demonstrated that over-driving explosions by excess initial energy leads to an increased 

likelihood of occurrence, further supporting this hypothesis. Given the degradation of OCs from 

stresses, with mixing provided by process upsets and energy by process conditions, there is the 

potential for a dust explosion involving a metal dust, or partially oxidized metal dust, and air in 

chemical looping processes. However, explosion testing at CLC operating temperatures and pressures 

is challenging due to material limitations. In the standard 20 L chamber, initial temperatures are 

limited to 60 °C (TÜV SÜD Schweiz AG and Cesana AG, 2016), while the 1 m3 chamber is limited 

to an initial temperature of 200 °C (OZM Research s.r.o., 2020). 

 

Fig. 1. Generalized process diagram for interconnected fluidized bed chemical looping combustion.  

Beyond traditional dust explosions, it has recently been noted that the oxidized form of the OC may 

also be explosible by acting as the oxygen supply to an explosion with a reducing gas (Furlong et al., 

2024). This differs from a hybrid mixture explosion as the dust is not combustible and there is not 

necessarily oxygen initially present in the gas phase. However, because the dust is not undergoing 

oxidation it is also not a dust explosion. This has been termed a metal oxide reducing environment 

(MORE) explosion. This case has primarily been proposed for chemical looping processes because 

the heat of reaction for the reduction of most metal oxides used as OCs is negative (exothermic) under 

hydrogen and carbon monoxide (Adanez et al., 2012). Manganese (II) oxide, copper (I) oxide and 

copper (II) oxide, and cobalt (II, III) oxide are also all exothermically reduced by methane, counter 

to the standard case where reduction is endothermic, as is seen in OCs such as nickel and iron. 

Manganese and copper oxides are also used in chemical looping oxygen uncoupling (CLOU), in 
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which oxygen is released by the OC due to high temperatures based on thermodynamic equilibrium 

(Whitty et al., 2018). In this case, the presence of gaseous oxygen leads to higher reaction rates with 

fuels than would be expected by the solid-phase CLC mechanism, promoting explosions if they 

should occur. Beyond chemical looping this mechanism may apply to other processes containing 

high-temperature metal oxides and reducing gases, such as the reduction of ores to produce metals. 

In this work a recently identified explosion mechanism, the MORE explosion, is examined through 

thermodynamics, kinetics, and experiments. The thermodynamic approach was used to examine if 

copper (II) oxide-methane explosions are possible, and to identify the contributing factors to the 

overpressure in an adiabatic case. The kinetic investigation was used to provide an initial assessment 

of potential reaction and propagation mechanisms and evaluate the MORE explosion severity against 

an oxy-methane equivalent, and to assess the validity of the adiabatic model. An experimental 

apparatus using a heated grid is presented and discussed for its potential to investigate explosion 

severity parameters at elevated temperatures representative of operating processes, including the 

proposed explosion mechanism. 

2. Modeling and Experiments

2.1. Thermodynamic model 

The thermodynamic modelling methodology has previously been described (Furlong et al., 2024), 

with modelling completed using FactSage 8.2 (Bale et al., 2009) at equilibrium conditions with the 

FactPS (pure species) and FToxid (oxides for slags, gases, ceramics, and refractories) databases, 

considering gas, liquid, and solid phases. A modification from the previous methodology was made 

in considering the formation of no hydrocarbons beyond methane. A similar approach has previously 

been used for metal dusts and has found reasonable agreement with experiments given the adiabatic 

assumption (Dastidar and Amyotte, 2004). 

2.2. Kinetics 

The kinetics for the gas-phase combustion of methane are well-established for computational 

purposes (Zettervall et al., 2021), and a simplified kinetic expression based on the concentrations of 

oxidizer and fuel, in addition to temperature, is given in Arrhenius form by Westbrook and Dryer 

(1981). This is applied at a pressure of one atmosphere with a stoichiometric mixture of oxygen and 

methane to represent the potential conditions in a CLC reactor. The solid-phase reactions have been 

examined in detail in several works using thermogravimetric analysis (TGA). In this work, kinetic 

data for the CLOU mechanism is based on the work of Hu et al. (2016) for copper (II) oxide using 

the instantaneous rate of reaction at the surface for zero initial conversion with a concentration of 

7 100 g m-3 to examine a worst-case scenario for a stoichiometric mixture at a moderate temperature 

of 300 °C. Equilibrium oxygen pressures were evaluated at different temperatures by extrapolating 

from the work of Whitty et al. (2018) and the assumption that the bulk phase is depleted of oxygen. 

The CLC mechanism is evaluated using the kinetic terms established by Monazam et al. (2012) at a 

peak reaction rate, which occurs at approximately 35% conversion. In all cases the kinetic models are 

extended beyond the temperatures for which they were originally developed due to the limited 

availability of kinetic studies. It should also be noted that Hu et al. (2016) considered the effects of 

particle size on CLOU with copper (II) oxide and found that internal mass transfer limits are not 

significant, making the reaction rate independent of particle size. 

2.3. Experimental 

2.3.1 Apparatus and procedure 

Preliminary experiments were conducted in a 350 cm3 cylindrical vessel (70 mm internal diameter, 

91 mm length), with supporting systems shown in Figure 2. The system is electrically pre-heated 

using a 304 stainless steel mesh and a (0-30) A/(0-30) V bench power supply in a system typically 

referred to as a heated grid microreactor (Zeng et al., 2008). Heated grid reactors allow for heating at 
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initial rates of up to 5 000 K s-1 due to their low masses relative to the heat input (Gibbins et al., 1989), 

which is applied here to heat the samples to a target temperature without heating the pressure vessel 

and reducing its structural integrity. Equation (4) describes the energy balance which is used to 

evaluate the transient temperature profile of the sample and the final temperature before gas addition, 

under the assumptions no oxygen uncoupling occurs, that the system is under total vacuum, that the 

emissivity of the oxide sample and the oxidized mesh are both unity, and that the temperature of the 

pressure vessel is constant at that of the surroundings on a short time: 

 
𝑑𝑇

𝑑𝑡
=

�̇�𝑒𝑙𝑒𝑐−2σ𝐿𝑊[𝑇4−(293 K)4]

𝑚𝑠𝑎𝑚𝑝𝑙𝑒𝑐𝑝,𝑠𝑎𝑚𝑝𝑙𝑒+𝑚𝑚𝑒𝑠ℎ𝑐𝑝,𝑚𝑒𝑠ℎ
 (4) 

where �̇�𝑒𝑙𝑒𝑐  is the electrical energy input to the grid [W], σ is the Stefan-Boltzmann constant 

[W m-2 K-4], L and W are the length and width of the mesh [m], T is the temperature [K] at time t [s], 

m is the mass of the sample or mesh [kg], and cp is the specific heat capacity of the metal and mesh 

at their current temperature [J kg-1 K-1]. 

 

 

Fig. 2. Experimental apparatus process overview showing the mechanisms for gas addition and sample 

dispersion, electrical sample heating, overpressure monitoring, and vacuum production. 

The apparatus uses a 50 cm3 charge tank initially filled with methane at low-moderate pressures 

(1‑10 bar), to provide a high-velocity gas stream to the explosion chamber, initially under vacuum, 

to disperse the dust and mix the reactants. This gas stream is controlled by a fast-acting electro-

pneumatic ball valve. Backflow is prevented by a check valve installed in the explosion chamber 

inlet. Gas pressures are monitored to confirm the initial charging pressure in the explosion chamber. 

The outlet line from the explosion chamber is connected directly to a pressure transducer to monitor 

overpressure development. The outlet is also connected to an additional check valve to prevent air 

ingress during vacuum development and venting. Vacuum pressures are developed by a manually 

operated vacuum pump because of the small size of the vessel, and the vacuum pump is protected 

from overpressure by a ball valve. An additional ball valve is installed on the vent line to maintain a 

closed system during tests. Pressure relief is included on the outlet line with a set point of 25 bar. 

2.3.2 Material synthesis 

The copper (II) oxide used was synthesized by dissolution of 99.9 wt.% copper using concentrated 

nitric acid, followed by dilution with DI water and the addition of 6 M sodium hydroxide to form 

copper hydroxide. The copper hydroxide solution was then heated below boiling to form a precipitate 
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of copper (II) oxide. The precipitate was vacuum filtered to dry. Dried samples were crushed with a 

pestle to form a fine powder; however, particle size distributions were not obtained due to the small 

quantities of copper (II) oxide produced. 

3. Results and discussion  

3.1. Thermodynamic model results 

Examining the effects of initial temperature for the proposed system in Figure 3 shows that at any 

reasonable initial temperature there is the thermodynamic potential for the reaction to proceed; 

however, this reaction may take an infinitely long time to occur. The overpressure in this case is 

strongest near a stoichiometric mixture of copper (II) oxide and methane for total conversion to 

elemental copper, carbon dioxide, and water vapour. At high equivalence ratios (Φ > 1) the 

overpressure is decreased with excess reducing gas, leading to a low ratio of products to reactants. At 

low equivalence ratios (Φ < 1) the excess solids act as a heat sink and reduce temperatures, despite 

total conversion of the reducing gas. As previously identified, increasing temperatures leads to 

decreased overpressures with a reduced ratio of final to initial temperature, 𝑇𝑓/𝑇0 (Furlong et al., 

2024). There are some plateaus seen in the overpressure in Figure 3. This is due to the formation of 

a liquid phase containing elemental copper and/or copper (I) oxide at high final temperatures leading 

to constant temperature ratios, and with total conversion of methane due to the lean conditions the 

gas quantity is also held constant. 

 

Fig. 3. Effect of initial temperature and equivalence ratio (stoichiometric ratio of gas-solid) on overpressures 

in the copper (II) oxide-methane system. 

A key limitation of thermodynamic studies for explosion modelling is in the assumption that systems 

are adiabatic, however this assumption is not valid in the case that the reaction proceeds more slowly, 

as is later discussed. In the case of an infinitely slow reaction the isothermal assumption is more 

appropriate. For traditional gaseous explosions and dust explosions, the isothermal case produces a 

small overpressure due to the ratio of products to reactants being low with high amounts of gaseous 
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oxidizer required. The nitrogen in air can also act as a diluent which further limits the product to 

reactant ratio for such systems. For the proposed MORE explosion, where the phases are reversed 

from standard dust explosions, the ratio of products to reactants in the gas phase is n + m for the 

general hydrocarbon CnH2m. In Figure 4, the ratio of the quantity of products to reactants in the gas 

phase is shown alongside the ratio of temperatures in the adiabatic case, demonstrating that the 

temperature effects in a MORE explosion are secondary to the gas production effects, and that an 

overpressure exists regardless of whether the system is assumed adiabatic or isothermal. 

Fig. 4. Temperature and molar ratios for the final and initial states in the copper (II) oxide-methane system 

showing the driving force is primarily from increasing gas quantity, with a larger relative contribution as 

temperatures increase. 

Using the results shown in Figures 3 and 4, it can be determined that for lean mixtures an overpressure 

will occur with a minimum pressure rise of n + m for CnH2m. As temperatures increase and the 

system acts closer to adiabatic than isothermal an additional scaling factor of 𝑇𝑓/𝑇0  will apply, 

however as temperatures further increase this scaling factor will be reduced and potentially affected 

by phase changes. For rich mixtures with low solids concentrations, the overpressure is limited both 

in the increase in gas quantity and temperature with low gas conversions. 

3.2. Proposed mechanism 

3.2.1 Rate-limiting reaction 

The reaction rates for the oxy-methane reaction and the two chemical looping reactions (CLOU and 

CLC) are shown in Figure 5. These reactions show that the rate-limiting step for the proposed MORE 

explosions is the oxygen uncoupling mechanism rather than gaseous combustion, and thus the 

kinetics should be evaluated on the uncoupling mechanism to evaluate severity. The reaction rates 

for the gaseous combustion of a stoichiometric oxy-methane mixture are orders of magnitude higher 

than for oxygen uncoupling, indicating that the partial pressure of oxygen is minimal due to 

constraints in kinetics of oxygen production for oxygen uncoupling. Under this case, the reactions 
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may be represented pictorially, as in Figure 6, where solid-phase combustion is occurring 

concurrently with oxygen uncoupling which leads to additional gas-phase combustion near the 

surface of the OC particle. The supply of heat from the combustion reactions powers the endothermic 

oxygen uncoupling reaction, however the overall mechanism is exothermic leading to accelerated 

reaction rates through time. 

 

Fig. 5. Reaction rates for the gas-phase combustion of a stoichiometric methane-oxygen mixture (gaseous 

oxygen consumption), CLOU mechanism (gaseous oxygen production), and the heterogeneous CLC 

mechanism (gaseous methane and solid oxygen carrier) at their maximum rates. 

 

Fig. 6. Proposed global kinetic mechanism for MORE explosions showing the concurrent homogeneous and 

heterogeneous reaction paths with the release and consumption of heat. 
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3.2.2 Propagation 

The deflagration index (a measure of explosion severity), in an analytical approach taken by Dahoe 

et al. (1996), has a linear relationship to the burning velocity of a mixture. The burning velocity of a 

mixture is proportional to the square-root of the reaction rate (Williams, 2003), which from Figure 5 

implies that the deflagration index will be significantly reduced with low oxygen uncoupling rates 

relative to gaseous combustion. Based on the reaction rate, the deflagration index in the proposed 

MORE explosions will be 0.3-2.2% of their oxy-methane counterparts on an operating range of 700-

950 °C. However, the relationship between relative rate and temperature is non-linear. As 

temperatures approach 1 200 °C, the propagation rate under this assumption reaches 22.2% of the 

oxy-methane equivalent, showing increasing severity with operating temperatures. Although the rate 

of reaction is lower, at elevated temperatures the overpressure for the MORE explosion will be higher 

than for their gas explosion counterparts due to the multiple overpressure generating factors discussed 

in section 2.1. On this basis, the deflagration index for the MORE explosions is expected to be lower 

than for gas explosions but may still be comparable between the two scenarios, with a residual 

elevated pressure following a MORE explosion as heat is lost to the surroundings. Equipment in this 

case should be designed with more consideration given to the overpressure of the system than the rate 

of pressure rise, with adequate venting for the produced gases. 

3.3. Experimental results 

At present, preliminary trials have not resulted in an explosion, due to two primary reasons. The first 

challenge is in the kinetic limits in the system as previously described, which may require a modified 

means of gas addition to maintain mixing while sustaining the reaction. The second reason is the 

complications associated with the development of a high-temperature bench-scale apparatus using 

relatively high electric currents. Experiments have been successful in heating the mesh grid used to 

temperatures ranging from dull red glows (~600 °C or higher) to yellow (~1 100 °C) or white-yellow 

(~1 300 °C) near the melting point of steel (Chapman, 2011), as seen in Figure 7, and ensuring 

melting does not occur has proven challenging. Melting is particularly difficult to manage with flaws 

in the grid material, as seen at the top of Figure 7, leading to increased local heating, and any defects 

which melt result in total failure with reduced cross-sectional areas and increased resistance. Future 

work will involve more direct measures of the temperature of the grid to evaluate the suitability of 

Equation (4), however the glow temperatures of the steel mesh serve as reasonable estimate of 

temperature when paired with established reference material. 

With a heat input of 300 W in the grid, the maximum temperatures are obtained in approximately two 

seconds, agreeing with the energy balance in Equation (4). In the case shown here under air, 

environmental heat losses are higher than under vacuum operation and the system temperatures are 

theoretically limited, however these losses can be balanced by additional energy input. Additionally, 

Figure 7 shows the non-uniformity of the mesh temperatures, with the areas furthest from the sample 

having the highest temperatures and appearing more white-yellow, while areas with high sample 

densities are more red-black (~800 °C). In the sample, this is reflected with lone particles having a 

red glow like the surrounding grid while clusters appear more like copper (II) oxide under standard 

conditions. This shows the need for dispersion of a sample into a monolayer on the mesh to apply the 

analytical expression to estimate the temperatures of three-dimensional samples on the grid and 

indicates that the bench-scale apparatus may only be suitable for low concentrations of dust. 
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Fig. 7. Heated wire grid with copper (II) oxide sample at varying densities under ambient air with electrical 

energy input of approximately 300 W. 

3.4. Higher-temperature dust explosion research potential 

Because of the limitations of traditional dust explosion testing equipment, testing at elevated 

temperatures has been a historic challenge. In his PhD thesis, Dahoe (2000) reported on dust 

explosions using sawdust at initial temperatures of 20 and 170 °C in a modified 20 L sphere, 

identifying reduced severity parameters at elevated temperatures. Dahoe’s work noted several 

challenges in the experimental approach, including in the dispersion of the dust, resulting in the dust 

being placed in the test chamber rather than a charge vessel, as has been done in this work. 

Temperatures beyond the 170 °C mark previously used by Dahoe (2000) are challenging with 

conventional operations and equipment due to the weakening of steels with increasing temperatures 

and the overpressures generated, however the approach presented here, in which a heated grid is used 

for focused heating of a sample with minimal heating of the vessel, allows for exceptionally high 

initial temperatures. 

Testing the explosibility parameters of dusts at elevated temperatures is needed for any systems where 

dusts are processed beyond standard atmospheric conditions, however standard method ASTM 

E1226-19 (ASTM, 2019) notes that the test method is limited in that it can not assess the ignition of 

bulk dusts in heated environments. Reviewing a set of reports compiled by Eckhoff (2003) shows 

several instances in which elevated temperatures have played a role in a dust explosion, either from 

external heating of dusts or from smouldering combustion in storage, both of which would modify 

parameters such as the minimum explosible concentration and minimum ignition energy compiled 

for the dust. Other equipment where elevated temperature testing may be important includes spray 

dryers operating at high temperatures, gas-solid separators such as cyclones, and specific applications 

such as polymer production where hot particulates may be present prior to cooling. 

Although the extension to ASTM E1226 is possible, it is also important to note that any results or 

data are not directly comparable. In standard methods, an ignitor is used with a fixed energy delivery, 

while the heated grid system is a continual input of energy intended to reach a specific temperature. 

This constitutes a significant modification to the method. Because the heated grid also lacks an 

ignitor, there is also not a set ignition delay time, which has been studied and shown to have an effect 
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on the turbulence and therefore severity parameters in an explosion (Amyotte et al., 1988; Mercer et 

al., 2001). Additionally, the gas-solid mixing in the heated grid system will not be as thorough as in 

other chambers as there are not turbulence-inducing nozzles. Finally, development of this system at 

larger scales beyond 350 cm3 is essential for proper evaluation of severity, as the heat losses are not 

representative of real systems. Cooling effects have been noted in the 20 L sphere when compared to 

the 1 m3 chamber, and the difference between the 350 cm3 vessel and 20 L vessel represents a 

comparable scale-down which will impact the results. Future tests will demonstrate if the 350 cm3 

chamber is viable for conventional dust explosion testing at elevated temperatures. 

4. Conclusions 

The metal oxide reducing environment explosion is a thermodynamically possible incident at any 

temperature due to the exothermic reduction reaction of some metal oxides by fuels. The metal 

oxide/fuel pairs for which this is most severe are copper and manganese oxides with alkanes, with 

overpressures driven primarily by gas production and secondarily by rising temperatures. The gas 

production effects in the MORE explosion are more severe than in gas or dust explosions. Pending 

experimental results, isothermal operation may better describe the system’s behaviour than adiabatic 

operation, making the effect of temperature null on overpressure development. The proposed reaction 

mechanism for the MORE explosion is a combination of an initial heterogeneous combustion reaction 

where the fuel diffuses into the solid and reacts, with a secondary homogeneous combustion reaction 

driven by the uncoupling of oxygen from the solid matrix at elevated temperatures. Present 

experimental work has not demonstrated a MORE explosion at the bench scale, owing to difficulties 

in the small scale of the apparatus and the high temperatures required, however additional work is 

ongoing to experimentally evaluate the proposed mechanism. The system developed for testing of 

MORE explosions by application of a heated grid may be a valuable tool in the study of dust 

explosions at high temperatures, which are more representative of some operating environments than 

standard test conditions. 
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Abstract 

Ammonia contains no carbon atoms and can therefore contribute to the decarbonisation of technical 

combustion processes. However, the ignition and combustion properties of ammonia/air mixtures do 

not meet the requirements for many technical applications. For instance, the self-sustaining flame 

propagation requires high discharge energies, and the laminar burning velocities are low compared 

to other fuels. These characteristics can be adjusted by adding more reactive gases, such as hydrogen. 

The ignition energy is a measure of the ignitability of explosive mixtures and depends, among many 

other parameters, strongly on the electrode distance. In this work, the influence of electrode distances 

of 3 mm, 2 mm, and 1 mm on the necessary capacitive discharge energy for ignition is investigated 

experimentally for different shares of hydrogen in the fuel gas mixture at constant equivalence ratio 

φ = 0.9. Additionally, the dependency of the maximum pressure as well as rate of pressure rise 

regarding the mixture composition is shown. Schlieren imaging is applied to study the development 

of the hot gas kernel in the early stage of flame propagation. 

Keywords: ammonia, hydrogen, spark ignition, electrode distance, ignition energy, explosion 

protection 

Introduction 

Ammonia is a candidate green energy carrier for the carbon-free energy system of the future. The 

main advantages of ammonia are firstly, its lack of carbon atoms which enables carbon dioxide free 

energy transformation processes; secondly, its high energy density and it is easy to liquify, which 

makes it very efficient in storing and transporting energy; thirdly, it has been used for many decades 

as a commodity chemical and fertilizer, hence, a worldwide infrastructure is already in place. 

Ammonia can be used efficiently for power, heat and mobility. However, it is a toxic substance. In 

combustion processes, nitric oxide emissions, ammonia slip, as well as nitrous oxide emissions can 

have a serious impact on health and environment (Valera-Medina et al. 2021). Further, under 

atmospheric conditions, the laminar burning velocity of ammonia is low at < 10 cm/s (Lhuillier et al., 

2020; Li et al., 2021) and it is not easily ignitable (Krämer, 1985). These challenges in ignition 

characteristics and burning properties limit the widespread use of ammonia as a fuel. A promising 

approach to overcome these issues lies in mixing ammonia with hydrogen, either by cracking the 

ammonia molecule or by using hydrogen from an external source (Valera-Medina et al., 2021). 

Hydrogen has a much higher laminar burning velocity (> 200 cm/s) (Warnatz, 1992) and its minimum 

ignition energy (MIE) is more than 1000 times less than that of ammonia (0.017 mJ for hydrogen and 

14 mJ for ammonia) (Krämer, 1985; Wähner et al., 2013). Previous work has dealt with the ignition 

characteristics of such mixtures (Essmann et al., 2024). It was found that for each 10 vol.-%-point 

increase of the hydrogen content in the fuel, the energy required for ignition is reduced roughly by an 
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order of magnitude. However, these results were limited to a hydrogen content of up to 20 vol.-% in 

the fuel. Further, the electrode distance was held constant at 4 mm. 

In this study, the scope is extended by investigating fuel mixtures with up to 45 vol.-% hydrogen. 

Further, the effect of electrode distance on the required ignition energy and the pressure evolution is 

investigated. Moreover, high-speed schlieren imaging is employed to qualitatively study the flow 

characteristics during the ignition and flame kernel formation phase. Lastly, the schlieren images are 

analysed regarding flame kernel propagation speeds. 

1. Experimental parameters

This section illustrates the choice of the electrode configurations and the mixture compositions to be 

investigated. 

1.1. Electrodes 

The electrode geometry as well as the distance between the electrodes are parameters to be optimised 

in the context of determining the MIE (Wähner et al., 2013; Bane et al., 2015). The MIE of hydrogen 

was determined using spherical electrodes with an electrode distance of 0.5 mm (Wähner et al., 2013). 

In contrast to hydrogen, data concerning experimental investigations of ammonia are rather rare to 

find at present. The lowest ignition energy documented to date is 8 mJ (Verkamp et al., 1967). 

Nevertheless, the measurement conditions of Krämer (1985) are well documented and therefore, the 

experimental parameters of this work build upon his findings. Krämer (1985) found a MIE of 14 mJ 

using 5 mm stainless steel ball electrodes spaced 15 mm apart. The latest work by Lesmana et al. 

(2022) found 18 mJ using wire electrodes. A more detailed literature review is found in Essmann et 

al. (2024). 

In this work, three cases are investigated, which differ in the ratio of the electrode diameter D and 

electrode distance d. The electrode diameter is kept constant at D = 2 mm (spherical tip geometry) 

while d is varied to be 1 mm, 2 mm, or 3 mm. Hence, the ratio D/d can be smaller, greater than, or 

equal to unity. Tungsten was chosen as the material due to its beneficial durability compared to 

stainless steel.  

1.2. Mixture composition 

For the combustion of ammonia/hydrogen mixtures, even small quantities of hydrogen significantly 

increase the laminar burning velocity (Lhuillier et al., 2020; Li et al., 2021) and reduce the required 

ignition energy (Fernández-Tarrazo et al., 2023; Essmann et al., 2024). In this work, the hydrogen 

content in the fuel, 𝛼H2
, is varied from 0.05 to 0.45 according to the global reaction equation by Yu

et al. (2023), 

𝛼H2
H2 + (1 − 𝛼H2

)NH3 +
3−𝛼H2

4
(O2 + 3.76 N2) →

𝛼H2+2

3
 H2O + (3.32 − 1.44𝛼H2

)N2. (1) 

This range of 𝛼H2
is relevant for practical applications in heating, power and mobility applications

(Valera-Medina et al., 2021). Additionally, 𝛼H2
= 1.0 is investigated. According to the most ignitable

mixture of ammonia in air (Krämer, 1985) an equivalence ratio φ = 0.9 was kept constant for all 

mixtures. Table 1 characterizes the gas mixtures based on the mole fraction.  
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Table 1. Mole fraction of NH3 and H2 in investigated mixtures, φ = 0.9±0.2 %. Note: This is the relative 

standard uncertainty. 

𝜶𝑯𝟐

Mole fraction 

𝐍𝐇𝟑 𝐇𝟐

0.049 0.194 0.010 

0.099 0.186 0.020 

0.150 0.178 0.031 

0.200 0.170 0.042 

0.250 0.161 0.054 

0.300 0.153 0.065 

0.349 0.144 0.077 

0.400 0.135 0.090 

0.450 0.126 0.103 

1.000 0.000 0.274 

2. Experimental setup

The experimental setup includes a system for gas mixture preparation, an electrical system for ignition 

investigations and a schlieren setup for visualising the development of the hot gas kernel in the early 

stage after successful ignition. In general, the setup was very similar to the one used by Essmann et 

al. (2024).  

2.1. Mixture preparation system 

The explosive gas mixtures are prepared in a premixing chamber (volume 3.8 L). Spiral pipes of 6 m 

length are installed in front of this chamber to allow for equilibration of the temperature of each 

component to the ambient temperature. A cartridge with silica gel is installed to dry the air to ensure 

that no residual moisture is present. As the mixtures are prepared using the method of partial 

pressures, a static pressure sensor (Kistler 4043A2, maximum pressure 2 bar) connected to the 

premixing chamber and an amplifier (Kistler 4603) are utilised. To monitor that the temperature 

differences between the individual components are negligible, the temperature of each incoming gas 

is measured using a type K thermocouple. A vacuum pump enables evacuation of the entire system, 

but also of individual system sections. The mixture to be ignited can be transferred directly from the 

premixing chamber to the ignition vessel to carry out the ignition tests. 

2.2. Ignition system 

The discharges are generated using the electrical setup shown in Fig. 1. It consists of a high-voltage 

source (FuG HCN40M-40000), a variable charging resistor and a low-inductive capacitor bank. The 

capacitance is measured using an LCR-meter (Agilent U1733C). The high-voltage divider (Spellman 

HVD-100, 10000:1) and a digital multimeter (Agilent 34410A) allow to measure the voltage. A 

current transformer (Magnelab CT-C1.0-B) is attached to the lower electrode to record the current 

signal via an oscilloscope (Yokogawa DL6154).  

In this work, the discharge energy W is estimated according to 

𝑊 =  
1

2
𝐶𝑉2, (2) 

where the capacitance C includes both the capacitor and the stray capacitances, and V is the 

breakdown voltage. Note, that a residual charge remains in the capacitor after discharge, which is not 

considered in this equation. These ohmic losses become more distinct for higher discharge energies 
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(Hattwig & Steen, 2004). Consequently, the energies stated in this work represent an upper limit. The 

charging resistor allows for the spark frequency to be adjusted according to 

 𝜏 = 𝑅𝐶, (3) 

and is exchanged with respect to the capacitance to be charged. To increase the probability of the 

occurrence of free electrons in the electrode gap for the gas breakdown, a UV LED (Thorlabs 

LED250J) is focused on this gap. The energy of its emitted peak wavelength is sufficient to release 

electrons from the electrodes using the photoelectric effect. 

 

 

Fig. 1. Electrical setup. 

 

2.3. Ignition vessel 

A spherical vessel of 0.5 L volume (inner diameter 100 mm) was employed to study the ignition 

process. It was optically accessible via quartz windows with 15 mm clear diameter. From the top and 

bottom, the electrodes were fed into the vessel. The electrode gap was set by adjusting the top 

electrode using a micrometer screw. 

2.4. Schlieren imaging and analysis 

A schlieren setup consisting of a red LED (MTPS8065PT), two field lenses (focal lengths 162 mm 

and 500 mm) and a high-speed camera at 30 kHz (Photron SA5 colour) was used to visualise the 

evolution of the hot gas kernel. A horizontal and a vertical knife edge served as the schlieren stop. 

The image analysis followed an approach similar to the one in Essmann et al. (2024). In this work, 

however, the radius of the hot gas kernel was determined starting from the electrode axis towards the 

right side of the image. This change was made due to the higher contrast on this side. 

2.5. Pressure measurement 

The explosion pressure was recorded using a piezoresistive pressure sensor (Kistler 4011A, maximum 

pressure 20 bar), a corresponding amplifier (Kistler 4624A) and an oscilloscope (Yokogawa 

DLM2054). Due to the spherical geometry, no high frequency components of the pressure are 

expected. A 5 kHz low-pass filter on the amplifier was employed to avoid aliasing. 
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3. Measurement procedure

The measurement procedure can be divided into two steps. First, a mixture is prepared. Subsequently, 

ignition tests are carried out and schlieren images are recorded simultaneously. In this chapter, these 

steps are described in more detail. 

3.1. Mixture preparation 

All gas-carrying system parts, the gas lines and the premixing chamber are flushed with air, which is 

passed through a cartridge with silica gel for additional drying and then evacuated. During evacuation, 

the pressure is always kept below the vapour pressure of water to ensure removal of residual moisture 

from the system. After flushing again with dry air to create a defined system state, the premixing 

chamber as well as the tubes upstream are evacuated a second time. The premixing chamber is cut-

off with a valve and then, the tubes flushed with dry air with overpressure. The gas mixtures are 

prepared using the method of partial pressures. As the first component, air is filled into the premixing 

chamber according to the desired filling pressure using a dosing valve. Once the desired filling 

pressure is reached, the premixing chamber is shut off again and the upstream lines are evacuated 

once more. To prevent undesired dilution of the hydrogen to be filled in with residual air, an 

overpressure is first built up in the gas lines in front of the premixing chamber and the tubes are then 

purged with overpressure. Again, overpressure is built up inside the system right in front of the 

premixing chamber and hydrogen is filled in. The temperature of the incoming component is 

measured via a thermocouple. After flushing the lines with air and evacuating one more time, 

ammonia is added as the last component in same procedure described for hydrogen. To support the 

homogeneity of the mixture, the gases are added at a slightly increased flow rate at the beginning of 

the dosing step. This is reduced for the rest of the dosing process to counteract undesirable effects, 

for instance change in gas temperature due to expansion from the tubes into the premixing chamber. 

3.2. Ignition tests and schlieren imaging 

Firstly, the desired electrode gap is set. To be able to adjust the capacitance as variable as possible, 

the capacitors were used individually as well as connected in parallel. The lowest capacitance to be 

achieved resulted from the measurement setup itself without any additional capacitor. According to 

formula (3), the charging resistor is changed to set 𝜏 for single sparks to occur when the voltage is 

subsequently increased. On the one hand, a low 𝜏 is desired to have more manageable charging times 

and therefore to determine the breakdown voltage as accurately as possible; on the other hand, high 

𝜏 is desired to ensure that no compound effects occur caused by several sparks in a short time interval. 

The capacitance is measured five times using the LCR meter and the average value is used to estimate 

the discharge energy. To transfer the mixture from the premixing chamber to the ignition vessel, the 

connecting gas lines and the ignition vessel are first evacuated. The gas mixture is then filled in to a 

final pressure of (1.02±0.21) bar using a dosing valve. The UV LED and the LED for schlieren 

imaging are switched on. The voltage is now slowly increased until a spark occurs between the 

electrodes. This value is used to estimate the discharge energy. The applied voltage is immediately 

reduced again. The mixture is renewed after each ignition or at the latest after five sparks without 

ignition. By displaying the current signal on one of the oscilloscopes, every spark without ignition is 

also detected. If ignition is successful, the increasing pressure signal overcomes a trigger threshold 

used for starting the high-speed-camera and the recording is started automatically. 

4. Results and discussion

Firstly, the results for the ignition energy are presented. In the following subchapter, pressure traces 

are shown, from which the maximum pressures and the rates of pressure rise are derived. These results 

are supplemented by schlieren imaging in the final subsection. The stated uncertainty values refer to 

standard uncertainties. 
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4.1. Ignition energy 

Fig. 2 shows the discharge energy W required for ignition as a function of electrode distance d, varied 

by 1 mm, 2 mm, and 3 mm, and amount of hydrogen 𝛼H2
. The solid squares mark the lowest values

that were sufficient to ignite the mixture. In this work, measurements in which at least one of five 

sparks led to successful ignition are categorised as "ignition". The empty symbols indicate the highest 

values without ignition in five sparks respectively.  

Fig. 2. Ignition with lowest discharge energy (solid squares) and no ignition with highest discharge energy 

(empty circles) as a function of the electrode distance d and 𝛼𝐻2
. Note: There are no error bars shown in this

plot due to their small magnitude (maximum absolute standard uncertainty: 𝛥𝛼𝐻2
= ±0.005, ΔW = ±0.07 mJ).

Even small amounts of hydrogen in the fuel gas mixture result in a significant decrease in the energy 

required for ignition. An increase in 𝛼H2
by 0.1 causes a reduction of W by about a factor of ten or

less depending on d. This is consistent with the findings of Essmann et al. (2024). The ignition 

energies decrease with increasing electrode distance d for mixtures up to αH2
= 0.250. At 𝛼H2

 ≥ 0.300

a deviation in this trend can be seen. The discharge energies for ignition of these mixtures are lower 

for the tests with d = 2 mm compared to d = 3 mm. It is to be assumed that a limiting case of the 

optimum electrode spacing for these mixtures has been encountered here. Note that for 𝛼H2
= 0.349

and 𝛼H2
= 0.400 with d = 2 mm no data for “no ignition” is shown. The smallest capacity possible

was already used in this case and the resulting discharge energies are still sufficient to ignite these 

mixtures.  

It should be noted that the results presented are no minimum ignition energies. For determining MIE, 

various parameters must be optimised and the requirements of the corresponding standard 

(E27 Committee) must be met. This optimisation processes were not carried out in this work. 

However, the data show the influence of d and 𝛼H2
.
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The degree of discharge of the capacitors was not quantified and therefore not included in the 

calculation of the measurement uncertainty. The influences considered are so small that the error bars 

for discharge energy are not plotted in this figure. 

4.2. Explosion pressure traces 

In Fig. 3 pressure as a function of time is shown using a constant electrode distance of d = 2 mm for 

different 𝛼H2
. The raw data was smoothed with a 3rd order Savitzky-Golay filter with 1000 points.

The post-processed datasets were shifted to t = 0 ms. The laminar burning velocity and the pressure 

increase after ignition depend strongly on the amount of hydrogen in the fuel mixture. It is visible in 

Fig. 3 that with increasing 𝛼H2
the burning velocity is increased leading to a faster pressure rise.

4.3. Maximum pressure and rate of pressure rise 

The maximum pressure pmax was obtained from the shifted fits. The rate of pressure rise dp/dt was 

determined for the range 10 % to 90 % of this value. The results are shown in Fig. 4 (a). Note the axis 

interruptions for the mixtures and pressure rise rates. With an increase in 𝛼H2
from only 0.049 to

0.099, pmax increases from (4.35±0.23) bar to (5.22±0.24) bar and dp/dt from (30±2) bar/s to 

(43±2) bar/s. For the mixture of pure hydrogen in air, however, pmax is (7.48±0.26) bar and dp/dt 

(2370±80) bar/s. The pmax are lower than literature values – maximum explosion pressures for 

NH3: 6.9 bar, for H2: 8.3 bar (PTB & BAM, 2023). As the ignition vessel had a volume of only 0.5 L 

in this work, cooling by the vessel walls reduces the maximum pressure of all ammonia containing 

mixtures (Hattwig and Steen 2004). Fig. 4 (b) shows the maximum pressure and the rate of pressure 

rise for the three electrode distances examined for constant 𝛼H2
= 0.150. The results are nearly

identical, even though the minimum energy necessary for ignition varies by a factor of four. This 

points out that the results shown in Fig. 3 and Fig. 4 do not depend on the ignition process but only 

on the amount of hydrogen in the fuel mixture. 

Fig. 3. Explosion pressure traces for varying 𝛼𝐻2
. The data shown originates from measurements with the

lowest discharge energy for ignition at constant d = 2 mm. 
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Fig. 4. Maximum pressure and rate of pressure rise. (a): For varying 𝛼𝐻2
. The data shown originates from

measurements with the lowest discharge energy for ignition at a constant electrode gap of 2 mm. (b): Varying 

d at constant 𝛼𝐻2
= 0.150, Note: There are no error bars shown for 𝛼𝐻2

, d and dp/dt (in (b)) due to their

magnitude (maximum absolute standard uncertainty: 𝛥𝛼𝐻2
= ±0.005, Δd = ±3 µm, Δdp/dt(b) = ±3 bar/s).

(a) 

(b) 
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4.4. Flame kernel development 

In Table 2 schlieren images show the temporal development of the hot gas kernel after the spark at t0 

leading to ignition for d = 2 mm and the lowest W for ignition for each gas mixture. Note, that the 

recording time of the schlieren image showing the spark (t0) is defined as 0 µs. The first two rows 

show the early phase up to t0 + 1500 µs for 𝛼H2
= 0.049 and 0.099. The high spark energy leads to 

initial discharge radii of several mm (Essmann et al., 2024) and the discharge induced flows cause 

rapid expansion of the hot gas kernel. For these two hydrogen fractions of the fuel mixture, flame 

propagation cannot yet be distinguished from the spark-induced hot gas kernel at these early times. 

The next four rows show schlieren images for 𝛼H2
= 0.150 up to 𝛼H2

= 0.300 and a time range of  

t0 + 4000 µs. The ignition energy decreases with increasing 𝛼H2
. The influence of the spark-induced 

flow is therefore weakened. At the same time, the burning velocity increases with increasing 𝛼H2
, so 

that for 𝛼H2
 ≥ 0.200 a spherical flame spread can be observed. Therefore, for  𝛼H2

= 0.349 and  

𝛼H2
= 0.400, the maximum time is reduced to t0 + 2500 µs. Having an ignition energy of only 

W = 0.3 mJ, first a torus-shaped and then a spherical flame propagation can be observed. For  

𝛼H2
= 1.000, the maximum radius limited by the optical windows after about t0 + 500 µs is reached 

due to the dominance of combustion. A comparable radius after similar timespan can be found for 

𝛼H2
= 0.049 because of the dominance of induced flow due to high ignition discharge. 

Table 3 shows schlieren images of the temporal development of the hot gas kernel after ignition for 

varying d and W at constant 𝛼H2
= 0.150 up to t0 + 4000 µs. As the electrode distance d becomes 

smaller, the minimum energy required for ignition increases from 5.0 mJ to 21.8 mJ. At these high 

energies, intense flow processes due to the spark-induced vortices can be seen in all cases. 

Fig. 5 shows the temporal development of the hot gas kernel for d = 2 mm and the derived 

propagation velocity, respectively. In Fig. 5 (a) the influence of the spark energy on the early phase 

is clearly visible for 𝛼H2
= 0.049 up to 𝛼H2

= 0.300. In case of 𝛼H2
= 0.049, an energy of W = 139.4 mJ 

is necessary for ignition. This results in a very fast expansion of the hot gas kernel to a radius over 

3.0 mm in the first 300 µs. The subsequent transition cannot be seen here due to the limited window 

size. If the energy is reduced with increasing 𝛼H2
, this spark-induced expansion is reduced to approx. 

1.3 mm at 𝛼H2
= 0.250 and W = 1.7 mJ. 𝛼H2

= 0.300 is a special case. After the rapid expansion at the 

beginning, the mixture does not appear to have ignited, only to show a self-sustaining flame 

propagation after 1.5 ms. This interaction between physical and chemical processes has already been 

observed for ethylene by Essmann et al. (2017). For 𝛼H2
≥ 0.150 it can also be seen how the gradient 

increases with increasing 𝛼H2
, as the flame speed increases with increasing hydrogen content. The 

influence of the ignition energy on the early phase of the expansion becomes clear when looking at 

Fig. 5 (b). Here the time derivative of the radii of the hot gas kernels is plotted as a function of the 

radius itself. The higher the energy, the greater the initial value of the radius at which a derivative 

was possible and the greater the change in expansion over time. As the expansion progresses 

outwards, the influence of the sparks on the expansion decreases and the speed takes on a constant 

value dominated by the laminar burning velocity of the mixture. The higher 𝛼H2
, the higher the speed 

of expansion. The expansion for the larger hydrogen fractions is shown in Fig. 5 (c) for 𝛼H2
= 0.300 

to 𝛼H2
= 1.000. In contrast to Fig. 5 (a), the formation of only small hot gas kernels in the initial phase 

can be seen due to the low discharge energies. After ignition, the flames spread much faster for the 

mixtures in Fig. 5 (c). 
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Table 2. Schlieren images: Temporal development of the hot gas kernel after ignition at early stage. The shown 

datasets belong to d = 2 mm and lowest W for ignition. Note: t0 refers to the image showing the ignition spark. 

The recording time assigned to this image was defined as 0 µs. Therefore, the given t has an uncertainty of 

33.3 µs at maximum (1/framerate). Optical windows: 15 mm clear diameter. 

𝜶𝐇𝟐

W / 

mJ 
t0 + 100 µs t0 + 200 µs t0 + 300 µs t0 + 500 µs t0 + 1000 µs t0 + 1500 µs 

0.049 139.4 

0.099 40.0 

𝜶𝐇𝟐

W / 

mJ 
t0 + 100 µs t0 + 500 µs t0 + 1000 µs t0 + 2000 µs t0 + 3000 µs t0 + 4000 µs 

0.150 10.1 

0.200 3.2 

0.250 1.7 

0.300 0.6 

𝜶𝐇𝟐

W / 

mJ 
t0 + 100 µs t0 + 500 µs t0 + 1000 µs t0 + 1500 µs t0 + 2000 µs t0 + 2500 µs 

0.349 0.3 

0.400 0.3 

𝜶𝐇𝟐

W / 

mJ 
t0 + 100 µs t0 + 200 µs t0 + 300 µs t0 + 500 µs t0 + 1000 µs t0 + 4000 µs 

1.000 0.3 

500
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Table 3. Schlieren images: Temporal development of the hot gas kernel after ignition at early stage for varying 

d and W at constant 𝛼𝐻2
= 0.150. Note: t0 refers to the image showing the ignition spark. The recording time

assigned to this image was defined as 0 µs. Therefore, the given t has an uncertainty of 33.3 µs at maximum 

(1/framerate). Optical windows: 15 mm clear diameter. 

d / 

mm 

W / 

mJ 
t0 + 100 µs t0 + 500 µs t0 + 1000 µs t0 + 2000 µs t0 + 3000 µs t0 + 4000 µs 

3.00 5.0 

2.00 10.1 

1.00 21.8 

Fig. 5. Temporal development of the hot gas kernel for varying 𝛼𝐻2
 and W at constant d = 2 mm. (a) & (c):

Kernel radii. (b) & (d): Temporal change in radius with growing radius. Note: The data shown originates 

from measurements with the lowest discharge energy for ignition. Since W = 0.3 is the lowest discharge energy 

possible for given d and C, W is constant for 𝛼𝐻2
≥ 0.349. The standard uncertainty for the data referring to

𝛼𝐻2
= 0.049 is noticeably high. The main reason is the short time until the maximum visible radius limited by

the clear diameter of the windows is reached by the hot gas kernel. Therefore, there were less images for 

analysation compared to other datasets. 
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5. Conclusions 

In this work, fuel gas mixtures with varying proportions of hydrogen and ammonia were studied 

regarding their ignition characteristics and combustion properties. Individual parameters, such as the 

electrode distance investigated here, have a strong effect on the ignition energy. However, the 

sensitivity of the investigated variables, such as the ignition energy, the maximum pressure, and the 

rate of pressure rise, not only show possibilities for adapting the fuel mixture for different areas of 

application. The need for further research in this area also becomes clear in the context of safe use. 

The schlieren images show that high ignition energies and the resulting flow patterns influence the 

early phase of the development of the hot gas kernel. On the microsecond scale after ignition by high 

energy discharges, this physical process can dominate the chemical process. Further research on cases 

without ignition can contribute to characterize the influence of the flow patterns in greater detail. 
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Abstract 

Hydrogen-ammonia mixture, as an emerging energy source, holds potential for industrial applications. 

To investigate the explosion hazards of hydrogen-ammonia mixture, the flame evolution and pressure 

dynamics affected by turbulent acceleration are systematically studied in a horizontal closed 

obstructed duct under the lean side and rich side, and different ammonia ratio. The results indicate 

that the turbulent effects triggered by obstacles accelerate flame propagation. Compared to the lean 

side, the flame surface on the rich side is smoother, the turbulence intensity of the main flame vortex 

is greater, and the flame tilting is weaker in the later stage. As the ammonia ratio increases, the 

turbulent acceleration effect of the flame gradually diminishes and the flame tip speed continues to 

decrease. Concerning pressure dynamics, when the ammonia ratio is below Ω=20%, the explosion 

overpressure curve shows significant fluctuation, while with an increase in ammonia ratio, the 

fluctuation gradually decreases until disappears, indicating a reduction in the strength of the reflected 

pressure wave. Simultaneously, the maximum explosion overpressure decreases with increasing 

ammonia ratio.  

Keywords: ammonia addition, flame evolution, explosion overpressure, turbulent acceleration 

Introduction 

The deteriorating global environment and the crisis of traditional fossil fuels are driving the 

development of new energy sources. Hydrogen, recognized as the cleanest fuel, with its high calorific 

value, faces challenges such as excessively fast combustion rates and a wide range of explosion limits, 

which hinder its further industrial development (Barış et al., 2023, Teoh et al., 2023). Ammonia, on 

the other hand, is a carbon-free fuel with a slow-burning rate. Mixing it with hydrogen can create a 

hydrogen-ammonia blend fuel that combines high combustion efficiency with enhanced safety. 

Pessina et al. (2022) provided a generalized formula based on the chemical kinetics data of hydrogen-

ammonia mixture, which correlates the laminar burning velocity of hydrogen-ammonia flames under 

high temperature (720K to 1200K) and high pressure (40bar to 130bar) conditions. This formula plays 

a crucial role in flamelet combustion models (Pessina et al., 2022). Chen et al. (2023) pointed out that 

with an increase in hydrogen ratio, the laminar burning velocity of the hydrogen-ammonia mixture 

monotonically increased. Additionally, compared to the effects of hydrogen ratio and equivalence 

ratio, the initial pressure has the smallest impact on the laminar burning velocity (Chen et al., 2023). 

Lhuillier et al. (2020) explored the influence of high temperature (298K to 473K) on laminar burning 

velocity. The results indicated that with an increase in temperature, the laminar burning velocity 

increased. Moreover, the effects of the equivalence ratio and hydrogen fraction on the laminar burning 

velocity remain unchanged (Lhuillier et al., 2020). Ichikawa et al. (2015) found that at a low hydrogen 

ratio, as the initial pressure increased from 0.1MPa to 0.3MPa, the Markstein length of the hydrogen-

ammonia mixture decreased significantly. However, as the initial pressure continued to increase to 

0.5MPa, the change in the Markstein length was relatively small. At a high hydrogen ratio, the 
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influence of the initial pressure on the Markstein length is consistently minor (Ichikawa et al., 2015). 

Li et al. (2022) pointed out that when the hydrogen ratio is less than 80%, the laminar burning velocity 

decreases with increasing initial pressure. When the hydrogen ratio is 90%, the effect of initial 

pressure on the laminar burning velocity is weak. However, for a hydrogen ratio of 100%, increasing 

the initial pressure increases the laminar burning velocity (Li et al., 2022). Jin et al. (2022) pointed 

out that at a high hydrogen ratio, the effects of pressure and temperature on laminar burning velocity 

are more significant. The equivalence ratio corresponding to the maximum laminar burning velocity 

depends only on the fuel composition and is independent of initial pressure and initial temperature 

(Jin et al., 2022). Zheng et al. (2022) considered the influence of radiation reabsorption on the laminar 

flame speed of hydrogen-ammonia mixture at high pressure and different equivalence ratio, and 

established the Statistical Narrow-Band model parameters for ammonia. The results showed that 

radiation reabsorption exhibited non-monotonic behavior within the equivalence ratio range of 

Ф=0.65 to Ф=1.6, with a maximum enhancement effect on flame speed of up to 15.6% (Zheng et al., 

2022). Li et al. (2021) obtained characteristic data of hydrogen-ammonia-air cloud explosion through 

experiment. The results showed that with the increase in hydrogen ratio, both the average flame 

propagation velocity and the maximum explosion pressure decreased, while with increasing 

equivalence ratio, they initially increased and then decreased (Li et al., 2021). Cheng et al. (2024) 

studied the explosion characteristics of hydrogen-ammonia mixtures in a 20L spherical chamber. The 

results showed that with the increase of initial pressure, both the maximum explosion pressure and 

the maximum pressure rise rate increased linearly. With increasing equivalence ratio, the explosion 

time initially decreased and then increased. As the hydrogen ratio increased, the maximum explosion 

pressure and explosion time tended to reach a constant value, while the maximum pressure rise rate 

continued to increase (Cheng et al., 2014). Liang et al. (2023) investigated the flame propagation 

characteristics of hydrogen-ammonia mixtures in a horizontal closed duct. The results indicated that 

with an increase in the ammonia ratio, the distorted tulip flame gradually disappeared, and the flame 

tip speed decreased while the speed fluctuation weakened gradually (Liang et al., 2023). Sun et al. 

(2024) conducted a study on flame propagation of hydrogen-ammonia mixture in a closed duct at 

high temperature. The results showed that with the increase in initial temperature, the early flame 

propagation speed increased, and the peak concentrations of NH2 and H radicals increased, while 

Darrieus-Landau instability decreased (Sun et al., 2024). 

Currently, research on hydrogen-ammonia flame mainly focuses on laminar flame propagation, with 

only a few studies investigating the flame propagation and release of hydrogen-ammonia mixtures in 

pipelines. This study investigated the influence of different ammonia ratio on hydrogen-ammonia 

flame explosion under lean and rich sides. The flame evolution of hydrogen-ammonia mixture, flame 

tip speed, and explosion overpressure dynamic is obtained. These findings provide fundamental data 

support for the safe industrial application of hydrogen-ammonia fuels. 

1. Experiments 

Fig.1 shows the experimental platform of hydrogen-ammonia-air combustion in a horizontal 

rectangular closed duct. A horizontal closed duct with dimensions of 323mm×50mm×50mm serves 

as the combustion chamber, with quartz glasses of dimensions 260mm×50mm installed on both sides 

of the duct. Aluminum plate obstacles with dimensions of 50mm in width, 25mm in height, and 10mm 

in thickness are installed at locations 50mm away from the ignition electrode, respectively. The 

Schlieren system, high-speed camera (FASTCAM SA-Z), pressure sensor (PCB 113B24), data 

acquisition recorder (Yokogawa DL950), high-voltage igniter, and timing controller collaborate to 

capture high-resolution images of flame evolution and comprehensive pressure dynamics data. The 

detailed parameters of the experimental setup have been introduced in our previous work (Liang et 

al. 2023, Liang et al, 2023). Ammonia of 99.999% purity, hydrogen of 99.999% purity, and dry air 

are used in the experiment. Before commencing the experiment, it is necessary to ensure the 
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cleanliness of the visualization windows, complete the installation of obstacles, and verify the 

airtightness of the duct. After evacuating the closed duct, ammonia, hydrogen, and air are sequentially 

introduced, followed by a 5-minute period of standing to ensure a homogeneous gas mixture. The 

initial condition of this experiment is at room temperature (300K) and normal pressure (1atm).  

 

Fig.1 Experimental platform of hydrogen-ammonia-air combustion in a horizontal rectangular 

closed duct 

2. Results and discussion 

2.1. Flame evolution and flame tip speed 

Fig.2 shows the effect of ammonia ratio on flame evolution on lean side. Following the discharge of 

the ignition electrode, the flame begins to develop in a spherical shape. Blocked by the obstacle, the 

speed of the lower part of the flame decreases, while the speed of the upper part increases. The flame 

morphology is compressed into a finger-shaped flame with an elevated upper part. As the flame 

crosses the obstacle, the lower surface of the flame front is nearly parallel to the upper surface of the 

obstacle, and the flame surface is smooth. At this point, there is no contact between the flame and the 

obstacle. Subsequently, to the right of the obstacle, disturbances occur between the unburned gas and 

the flame front, initiating a clockwise rotation of the flame front. Simultaneously, the wrinkle 

structure begins to form on the flame surface, and a small recirculation vortex is formed above the 

obstacle, resulting in some flame backflow. Then, the flame in the vortex region comes into contact 

with the obstacle, causing the vortex to gradually dissipate. During this process, the flame propagates 

in a finger-shaped and is further accelerated. Due to the contact with the duct wall by the flame skirt, 

the flame begins to decelerate and gradually transforms into a plane flame. Furthermore, the flame 

surface begins to reverse, forming a tulip flame, which is a hydrodynamic phenomenon (Ponizy et al., 

2014). It is worth noting that, at all ammonia ratio, the flame in the later stage exhibits an inclined 

flame front with a fast upper flame tongue and a slow lower flame tongue. This is primarily attributed 

to the combined effects of the obstacle-induced jet and buoyancy instability. At a low ammonia ratio, 
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the buoyancy instability is weak, but the jet effect induced by the obstacle is strong, resulting in a 

tulip flame with a greater acceleration in the upper tongue compared to the lower tongue. Conversely, 

at a high ammonia ratio, the jet effect weakens, while buoyancy instability strengthens, causing the 

flame to upwell and subsequently increasing the upper tongue speed. When the ammonia ratio is less 

than Ω=30%, the cusp of the tulip flame is not pronounced, and the flame surface is filled with 

wrinkled structure. This is mainly caused by the destabilizing effect of thermal diffusion instability 

on the flame surface. When the ammonia ratio is Ω=40% and Ω=60%, the cusp of the tulip flame is 

significant, the tilt of the flame increases, and the wrinkled structure on the flame surface decreases. 

When the ammonia ratio is Ω=80%, the flame rises and fails to form a tulip flame. Instead, an inclined 

plane flame is formed, and the inclined angle increases as the flame develops. For flame acceleration, 

as the ammonia ratio increases from Ω=10% to Ω=80%, the time needed for the flame to propagate 

to the same location gradually increases. The wrinkled structure of the main flame vortex reduces, 

and the small recirculation vortex above the obstacle weakens. As the equivalence ratio increases 

from Ф=0.8 to Ф=1.4, the time required for the flame to propagate to the same position declines first 

and then rises. The size of the main flame vortex slightly decreases, and the density of the wrinkled 

structure decreases. 

 

Fig. 2 Effect of ammonia ratio on flame evolution on lean side (Ф=0.6) 
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Fig. 3 Effect of ammonia ratio on flame evolution on rich side (Ф=1.6) 

Fig.3 shows the effect of ammonia ratio on flame evolution on rich side. Before the flame crosses the 

obstacle, the flame evolution is similar to that on the lean side. After the flame crosses the obstacle, 

compared to the lean side, the main flame vortex on the rich side shows an increased wrinkled 

structure, indicating an increase in turbulence intensity. Additionally, the cusp of the tulip flame 

becomes more pronounced, and the flame surface appears smoother, with little wrinkled structure. In 

the later stage, the tilt of the flame is weaker, indicating a weakening effect of buoyancy instability. 

When the ammonia ratio is Ω=10%, a distorted tulip flame is observed at the later flame stage. The 

formation mechanism is mainly associated with Rayleigh-Taylor instability (Xiao et al., 2015, Xiao 

et al., 2013), and a detailed analysis can be found in our previous work (Liang et al., 2023). When the 

ammonia ratio is greater than Ω=20%, the tulip flame surface no longer exhibits a distorted cusp. For 

flame acceleration, as the ammonia ratio increases from Ω=10% to Ω=80%, the splitting degree of 

wrinkled structure on the main flame vortex weakens. 
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Fig. 4 Effect of ammonia ratio on flame tip speed on lean and rich sides (Ф=0.6 and 1.6) 

Fig.4 shows the effect of ammonia ratio on flame tip speed on lean and rich sides. The flame tip 

position is used as the reference for measuring the flame tip speed. Influenced by the ignition energy, 

the initial flame tip speed is relatively significant. As the flame radius increases, the effect of ignition 

energy diminishes, causing the flame tip speed to decrease to a stable value before gradually 

increasing. As the spherical flame is stretched and deformed by the obstacle, the flame surface area 

gradually increases, leading to a rapid increase in flame tip speed. When crossing the obstacle, the 

flame tip undergoes maximum stretching, and the flame tip speed also reaches its peak. Subsequently, 

during the formation of the first main flame vortex, the flame tip is hindered by the expansion of 

unburned gas (Johansen et al., 2013), leading to a gradual decrease in flame tip speed. However, when 

the main flame vortex is fully formed, the turbulence within the vortex region will further accelerate 

the combustion rate, leading to a second rise in flame tip speed. As the flame evolves, the flame tip 

transitions from a finger-shaped flame to a tulip flame, with the flame skirt beginning to make contact 

with the duct wall. Before the flame skirt touching the duct wall, the flame speed reaches its second 

peak. Subsequently, due to the reduction in flame surface area, the flame tip speed gradually decreases. 

During the tulip flame stage, significant fluctuation in flame tip speed occurs due to the interaction 

between the reflected pressure wave and the flame front (Salamandra et al., 1958, Xiao et al., 2013, 

Xiao et al., 2012). However, as the ammonia ratio increases, the fluctuation magnitude decreases. 

The critical ammonia ratio for speed fluctuation is Ω=20% for both the lean side and the rich side. 

Additionally, at a low ammonia ratio, the second peak of flame tip speed is slightly higher than the 

first peak, whereas as the ammonia ratio surpasses Ω=40%, the second peak begins to fall below the 

first. This indicates a weakening of the turbulent acceleration with increasing ammonia ratio. As the 

ammonia ratio increases from Ω=10% to Ω=80%, for the lean side of Ф=0.6, the maximum flame tip 

speed decreases from 32.45m/s to 1.80m/s, a decreasing by 94.45%; for the rich side of Ф=1.6, the 

maximum flame tip speed decreases from 81.78m/s to 4.14m/s, a decreasing by 94.93%. Overall, the 

flame tip speed experiences two stages of increase, with two peaks observed. These peaks correspond 

to the flame stretching acceleration and the turbulence acceleration, respectively. In the later stages, 

the flame tip speed continues to fluctuate around a lower average value. The flame tip speed on the 

lean side and the rich side, except for the maximum value and fluctuation amplitude, do not show 

significant differences in trend and characteristics. 

2.2. Flame evolution and flame tip speed 

 

Fig.5 Effect of ammonia ratio on explosion overpressure on lean and rich sides (Ф=0.6 and 1.6) 

Fig.5 shows the effect of ammonia ratio on explosion overpressure on lean and rich sides. To 

uniformly characterize the features of the explosion overpressure curve, the scaled time is used as the 

abscissa. Since the time of the inclined plane flame precisely marks the boundary between the 

turbulent acceleration stage and the fluctuation stage of the flame tip speed, the scaled time is defined 
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as follows: ts=t/tip, which equals the physical time divided by the time of the inclined plane flame. 

When the scaled time equals unity, it indicates the moment when the inclined plane flame forms, 

which has been marked with a vertical orange dashed line on the overpressure curve graph, with the 

average value of the corresponding explosion overpressure depicted by a horizontal dashed line. It is 

interesting to note that the orange dashed line neatly divides the explosion overpressure curve into 

two stages: the first stage, characterized by a large rise rate and a smooth curve, and the second stage, 

characterized by a small decline rate and a significant fluctuation. Additionally, in the second stage, 

significant fluctuation is observed only in cases where the ammonia ratio is relatively low. As the 

ammonia ratio increases, the fluctuations gradually weaken and eventually disappear, indicating a 

reduction in the strength of the reflected pressure wave. Combining with Fig.2 and Fig.3, it can be 

inferred that the weakening interaction between the reflected pressure wave and the flame front is the 

direct reason for the disappearance of the distorted tulip flame as the ammonia ratio increases. The 

critical ammonia ratio for overpressure fluctuation is Ω=20% for both the lean side and the rich side. 

When the ammonia ratio exceeds Ω=60%, the second stage of the explosion overpressure curve 

transitions into a downward trend instead of an upward trend. As the ammonia ratio increases from 

Ω=10% to Ω=80%, for the lean side of Ф=0.6, the maximum explosion overpressure decreases from 

289kPa to 29kPa, a decreasing by 89%; for the rich side of Ф=0.6, the maximum explosion 

overpressure decreases from 388kPa to 69kPa, a decreasing by 82%. Additionally, the time to reach 

maximum explosion overpressure first increases and then decreases. For the lean side of Ф=0.6, the 

maximum and minimum value of the scaled time are 3.18 and 0.82, respectively. For the rich side of 

Ф=1.6, the maximum and minimum value of the scaled time are 4.19 and 0.94, respectively. 

3. Conclusions 

This study primarily investigates the effects of ammonia ratio on the accelerated propagation of 

hydrogen-ammonia flames inside the obstructed duct under the lean and rich sides. The main 

conclusions are as follows: 

(1) The flame front is stretched and the turbulent flame vortex is formed due to the effect of the 

obstacles. As the ammonia ratio increases, the wrinkled structure within the main flame vortex 

diminishes, leading to a reduction in turbulence. Compared to the lean side, the flame surface on the 

rich side is smoother, the turbulence intensity of the main flame vortex is greater, and the flame tilting 

is weaker in the later stage. 

(2) The trends and characteristics of the flame tip speed on the lean side and the rich side are similar. 

As the ammonia increases from Ω=10% to Ω=80%, the maximum flame tip speed gradually decreases 

and the fluctuation magnitude diminishes. Flame stretching can rapidly increase the flame tip speed 

by altering the flame morphology, while turbulent acceleration increases the burning rate by 

enhancing the turbulent intensity of the main flame vortex, thereby accelerating flame propagation. 

(3) As the ammonia ratio increases from Ω=10% to Ω=80%, the maximum explosion overpressure 

decreases, the time to reach maximum explosion overpressure first increases and then decreases, and 

the fluctuation gradually weakens and eventually disappears, indicating a reduction in the strength of 

the reflected pressure wave. 
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Abstract 

Determination of real-time thermo-mechanical response behaviors of carbon fiber composites under 

direct fire attack scenarios is the basis for optimizing the design of on-board high-pressure composite 

hydrogen storage cylinders. Based on thermogravimetric analysis and mechanical tensile 

performance test under in-situ fire conditions, this study revealed the thermo-mechanical coupling 

failure mechanism of carbon fiber composites. The results indicated that the mechanical response 

characteristics of carbon fiber composite laminates in fire environments were closely related to the 

thermal response behavior of epoxy resin along the thickness direction. In the 15 s of fire time, the 

temperatures on the exposed surface and the back surface of the laminate rose to 531.3 °C and 

108.5 °C, respectively. During this phase, localized micro-cracks caused by epoxy resin softening 

and fiber debonding led to a reduction in the high-temperature tensile performance of L1 layup 

specimens to 39.66% of the original strength. When the flame exposure time reached 30 s, the 

temperature range between the exposed surface and the backside of the laminate was from 735.1 °C 

to 536.4 °C. Oxidative decomposition of the epoxy resin weakened the interface connection, which 

was the primary factor leading to laminate failure. The specimens retained only 35.41% of the original 

strength. Extending the flame exposure time to 60 s resulted in complete epoxy resin decomposition, 

and the mechanical performance of the composites depended solely on the ultimate strength of the 

fiber layers. The residual tensile strength of the specimens was approximately 32.90%. Furthermore, 

the degree of degradation in the mechanical performance of the composite laminate was consistent 

with the observed sharp decrease of ca. 60.3% – 66.5% in the critical failure pressure of the hydrogen 

tank under fire conditions. It provided compelling evidence for a comprehensive understanding of 

pressure failure behavior of cylinders in fire environments. 

Keywords: Composite hydrogen storage cylinders, carbon fiber composites, thermal damage, 

mechanical properties, in situ fire conditions; 

Introduction 

The safety of hydrogen storage and transportation were key issues to ensure a large-scale industrial 

application of hydrogen fuel cell vehicles (HFCVs) (Ye et al., 2022). In perspective of energy density, 

the currently feasible method for on-board hydrogen storage is to store hydrogen in high-pressure 

cylinders in the form of compressed gas (Corgnale et al., 2019). The working pressure of high-

pressure hydrogen storage cylinders is extremely high, typically 35 or 70 MPa, thus reliable materials 

are fundamental to ensuring the safety and efficiency of hydrogen storage (Zheng et al., 2012). Due 

to the significant advantages of carbon fiber reinforced polymer (CFRP) materials in terms of high 

strength, weight ratio, and corrosion and fatigue resistance performance (Nguyen et al., 2019), CFRP 

is widely utilized in the structural design of on-board hydrogen storage containers to enhance their 

strength and achieve lightweight applications. However, as shown in Fig. 1, the hydrogen tube bundle 

trailer accident that occurred in Santa Clara, California, USA (Hydrogen Safety Panel, 2021), 
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demonstrated that on-board hydrogen storage containers can be triggered to vent or explode by direct 

exposure to flames from neighboring vehicles. Under the combined effect of high temperature and 

internal pressure, once the composites used as the pressure-bearing layer for hydrogen storage 

suffered from pressure-bearing failure, it may lead to a serious hydrogen explosion accident, which 

brings potential risks to the safe application of HFCVs. Therefore, it is crucial for determining the 

extent of damage and failure mechanisms of CFRP under different thermal environments. 

Fig. 1. Hydrogen Tube Trailer Accident Scene in Santa Clara, California, USA (a) parking location, and (b) 

photographs of damaged cylinder (Hydrogen Safety Panel, 2021) 

The failure mechanisms of composites under multi-physical field interactions are highly complex. To 

accurately predict the ultimate pressure-bearing capacity of composite containers, it is necessary to 

determine the degradation pattern of the mechanical properties of CFRP as a function of temperature. 

Wang et al. (2011) conducted tests on the high-temperature mechanical properties of CFRP laminates 

under uniform isothermal conditions. The results showed that at 300 ℃, the ultimate strength of 

CFRP was approximately 50% of its room temperature strength. Furthermore, Vieille et al. (2021) 

conducted a series of studies on the residual tensile mechanical properties of C/PEKK laminates after 

exposure to flames with a heat flux of 116 kW/m2. However, thermal radiation environments and 

independent fire tests could not simulate the external conditions of real fire scenarios where thermal 

attack and mechanical loads were simultaneously combined. Additionally, the impact of uneven 

transient thermal loads on the mechanical response characteristics of materials was overlooked. 

Therefore, investigation of real-time thermo-mechanical response behaviors of CFRP under direct 

flame exposure is beneficial to understanding the mechanical damage mechanisms of CFRP in vehicle 

fire environments. 

In this study, the mechanical response characteristics of composite layers under direct flame 

impingement resulting from vehicle fire accidents were thoroughly investigated. By conducting 

thermogravimetric analysis, as well as in situ tensile test by fire of carbon fiber composites, the 

degradation mechanism and thermo-mechanical coupling failure mechanism of carbon fiber 

composites were explored. The aim of this research is to reveal the correlation between the 

degradation of pressure-bearing performance of hydrogen storage cylinders and material failure. 

Furthermore, it provided a reference for optimizing the design of the composite layers of cylinders in 

terms of reliability and cost-effectiveness to ensure adaptability to various working conditions. 
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1. Materials and Methods

1.1. Specimens and materials 

In this study, the samples were carbon fiber composite laminates prepared through a hot press 

molding process. The laminates were made of carbon fiber yarns (Japan Toray, T300–12K, density: 

1.76 g/cm3) and epoxy resin matrix (Shandong Jiangshan, YB-01, density: 1.2 g/cm3). The volume 

fraction of fiber was approximately 61%. Carbon fiber composite laminates were designed according 

to the design angle of the winding layer in the design document of the on-board composite high-

pressure hydrogen storage cylinder (see Fig. 2a). The laminates consisted of a total of 20 layers to 

facilitate machining into test specimens for mechanical tensile testing. The detailed information of 

laminates provided in Table 1. Referring to the Chinese standard GB/T 1447 – 2005, the laminates 

were cut into dog bone-shaped using a computer numerical control (CNC) machine for consideration 

of the measurement range and accuracy of existing equipment. The length of the tensile specimens 

was 112.8 mm, with parallel sections in the middle measuring 30 mm in length and 3 mm in width, 

and a thickness of approximately 3.9 mm. The geometry of the specimens is illustrated in Fig. 2b. 

Fig. 2. (a) The layering angle of carbon fiber composite laminates, (b) schematic diagram of specimen 

geometry, and (c) high temperature mechanical tensile system 

Table 1. Specification parameters of carbon fiber composite laminates 

Sample No. Layering angle (°) Layers Mass fraction of 

fiber (%) 

Volume fraction of 

fiber (%) 

Thicknesses 

(mm) 

L1 [0/+30/-30/90/0/+30/-

30/90/0/+30]S 

20 0.70 0.61 3.9 

1.2. Characterization of composites 

1.2.1. Thermogravimetric analysis (TGA) 

The SDT Q600 simultaneous thermal analyzer (TA Instruments, USA) was employed to conduct 

thermogravimetric analysis (TGA) for the base materials of sample. Carbon fibers and epoxy resin 

matrix, each weighing approximately 8 mg ± 2 mg, were separately placed into crucibles. 

Subsequently, the experiments were conducted under an air atmosphere with a flow rate of 50 mL/min 

and a constant heating rate of 10 ℃/min. The experimental temperature was set to increase from room 

temperature to 1000 ℃. Based on the results of the thermogravimetric analysis, the characteristic 

temperatures such as the glass transition temperature of the epoxy resin matrix, melting temperature, 

and severe oxidative pyrolysis temperature were determined. These temperatures provided a basis for 

setting the temperature for high-temperature tensile testing. Moreover, to further determine the 
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pyrolysis behavior of carbon fiber and epoxy resin matrix at high temperatures, the experimental 

atmosphere was changed to nitrogen, while maintaining the same flow rate and heating rate. The 

TG/DSC curves were obtained under the inert gas environment. 

1.2.2. Mechanical Tensile Properties Test 

The WDW series microcomputer-controlled electronic universal testing machine (WDW-100, 

Fangrui Technology Co., Ltd., China) was utilized to conduct mechanical tensile performance tests 

on specimens under direct flame exposure conditions. The maximum testing force of this testing 

machine is 100 kN, with an accuracy of ± 0.5%. Fig. 2c showcases the high-temperature mechanical 

tensile system and corresponding tensile fixtures. Customized high-temperature resistant ceramic 

fixtures were used to hold the specimens to ensure that the specimen remained parallel to the axis of 

the testing machine during the tensile process. The specimens were always subjected to axial tension. 

Additionally, a displacement control mode was utilized during the tensile tests. As excessively slow 

tensile rate can result in reduced material tensile strength and affect experimental efficiency, while 

overly rapid rate may lead to uneven stress distribution in the material causing deviations in results. 

Therefore, a uniform loading rate of 2 mm/min was set during the experiments to apply tensile loads 

to the specimens. Until the CFRP laminate ultimately fractured, the failure loads were recorded for 

mechanical property analysis. Finally, stress-strain data could be captured through the built-in sensors 

within the testing machine. 

1.3. In situ tensile test procedures of carbon fiber composites under fire environment 

A set of in-situ tensile test systems for composite laminates under fire conditions (Fig. 3) was 

designed to investigate the degradation patterns of mechanical properties of carbon fiber composites 

during fire exposure. The burner providing flames was composed of a portable butane gas canister 

and a flamethrower, with a nozzle diameter of 2 cm. The Schmidt-Boelter type heat flux sensor 

(SCHMIDT Control Instruments Company, German) was used to measure the heat flux density for 

60 s to enhance the stability of the heating conditions and repeatability of the tests. The fully 

developed jet flame was directly directed onto one side of the CFRP specimen, aligning the flame 

center as closely as possible with the specimen center, with a nozzle-to-specimen surface distance of 

approximately 6 cm. The gas flow rate was adjusted to achieve an average heat flux close to 180 

kW/m2. To prevent convective heat transfer from the heated area causing temperature rise in the 

clamping zone, a high-temperature resistant silica aerogel felt was used for insulation in the clamping 

area. Flame exposure times were controlled at 15, 30, and 60 s, respectively. Simultaneously, an axial 

tensile load was applied to the CFRP at a constant tensile rate of 2 mm/min until specimen fracture 

occurred. The tensile mechanical properties were determined according to Chinese standard GB/T 

3354 – 2014. The failure time and ultimate tensile loads of carbon fiber composite laminates were 

recorded for different flame exposure times. The ultimate stress σu,t of the CFRP at flame exposure 

time t could be calculated using Eq. (1): 

max
u,t

P

ab
 = (1) 

where Pmax is the maximum test force borne by the specimen at failure in fire conditions, N; a is the 

length of the cross-section of the working section of the specimen, mm; b is the width of the cross-

section of the working section of the specimen, mm. Additionally, due to the combined effects of in-

situ tensile load and fire attack increasing the measurement error of the test results, Schartel et al. 

(Schartel et al., 2019) emphasized the importance of quantifying uncertainty rationally for mechanical 

performance tests of carbon fiber composite laminate under fire conditions. Therefore, each test was 

conducted twice to reasonably estimate the deviation between measurements. The coefficient of 

variation Cυ was used to assess the degree of dispersion of the tensile strength test results, which can 

be expressed as Eq. (2): 
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where σu,t represents the average tensile strength sustained by the specimen under fire conditions, 

MPa; n denotes the number of specimen test repetitions. During the experiment, temperatures of the 

CFRP laminate were measured through two K-type thermocouples located on the back surface of the 

specimen, with a spacing of 5 mm between the two thermocouple measurement points. In addition, 

the surface temperature distribution of the specimen was monitored by an infrared thermal imaging 

camera (Avio R550Pro, NEC, Japan). 

Fig. 3. (a) Schematic diagram of the in-situ tensile test system for CFRP in a fire environment; (b) in situ 

tensile test site of CFRP 

2. Results and discussion

2.1. Thermal stability 

2.1.1. Thermogravimetric analysis of epoxy resin 

As shown in Fig. 4a, the thermal decomposition of epoxy resin in an air atmosphere exhibited a multi-

step degradation behavior. Based on the trend of weight loss, the thermal decomposition process of 

the epoxy resin was divided into four stages, with specific division summarized in Table 2. In the first 

stage (25 – 145 °C), the epoxy resin material continuously absorbed heat, with a weight loss of 

approximately 1% at 145 °C. Adak et al. (2023) pointed out that the relatively low (<1.5%) weight 

loss was attributed to the physical escape of low molecular-weight gases (primarily methane). In the 

second stage (145 – 320 °C), the epoxy resin experienced a weight loss of ca. 4.6%. This weight loss 

was mainly attributed to the evaporation of water molecules formed by the polymer main chain 

fracture. Combined with the slope change of the DSC curve, we inferred that the glass transition 

temperature of the epoxy resin YB-01 was around 110 °C, where the physical state of the epoxy resin 

underwent a significant transformation from a glassy state to a rubbery state. The weight loss rate of 

the epoxy resin started to increase rapidly from 272 °C and reached its peak at 402 °C. The third stage 

(320 – 449 °C) corresponded to the first exothermic peak was the thermal decomposition stage of the 

epoxy resin. The weight loss of the epoxy resin in this stage was 59.1%, significantly higher than in 

other stages. It can be observed that the DTG curve exhibited a valley around 414.6 °C, which can be 

attributed to the consumption of energy during the phase transition process, slowing down the weight 

loss rate of the epoxy resin (Quang Dao et al., 2013). It is speculated that during this process, the 

epoxy resin matrix underwent a physical transition from a rubbery state to a liquefied state. At 

465.4 °C, the material underwent another phase transition from liquid to gas. The main reason for the 
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weight loss in this stage was evaporation and sublimation of by-products generated by epoxy resin 

molecular chain breakage (Adak et al., 2023). At around 533 °C, a significant weight loss and 

exothermic peak were observed, with a peak value of approximately 7.9 W/g. At this moment, the 

volatile pyrolysis gases of the epoxy resin violently oxidized and burnt at high temperatures. When 

the temperature reached 600 °C, the weight loss reached approximately 99.9%. At this time, the epoxy 

resin was completely decomposed. 

2.1.2. Thermogravimetric analysis of carbon fiber 

Fig. 4b illustrates the TG-DSC curve of carbon fiber under an air atmosphere. Details of the pyrolysis 

stages of carbon fiber are provided in Table 3. At a temperature of 297°C, the weight loss of carbon 

fiber was approximately 1%, which may result from the removal of some volatile components. Within 

the temperature range of 300 – 500°C, the mass of carbon fiber decreased by only 0.7%, as indicated 

by Feih et al. (2012), likely due to the decomposition of organic matrix constituents. It can be found 

that there was only one pyrolysis stage during the thermal decomposition process of carbon fiber 

(corresponding to 600 – 868 °C). Carbon fiber exhibited significant exothermic behavior during this 

stage, reaching a peak heat release rate of 9.24 W/g at 839 °C, which indicated that carbon fiber 

occurred intense oxidation and combustion reactions within this temperature range. As the 

temperature exceeded 600 °C, the weight loss rate of carbon fiber gradually increased, reaching a 

peak of 0.91%/°C at 839 °C; at 868 °C, the decomposition reaction essentially concluded, and carbon 

fiber was completely oxidized under prolonged heating, with a weight loss rate of 99.9%. 

Fig. 4. The TG-DSC curves of epoxy resin and carbon fiber under air atmosphere 

Table 2. Thermal decomposition stage of epoxy resin matrix and carbon fiber. 

Sample Stage Temperature ranges (℃ – ℃) Total weight loss (%) 

Epoxy resin 

Stage Ⅰ 25 – 145 1.0 

Stage Ⅱ 145 – 320 5.6 

Stage Ⅲ 320 – 449 64.7 

Stage Ⅳ 449 – 600 99.9 

Carbon fiber 
Stage Ⅰ 25 – 600 2.4 

Stage Ⅱ 600 – 868 99.9 

2.2. Thermo-mechanical response of CFRP in fire environment 

2.2.1. Thermal response behavior of CFRP at constant heat flow density 

The heat flux density curve of the impinging flame measured prior to the tensile test is plotted in Fig. 

5a. According to the Stefan-Boltzmann law, the flame temperature at this heat flux density was close 

to 1100 ℃, which was equivalent to the temperature of the jet flame formed by the activation of the 
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thermal pressure relief device (TPRD) of high-pressure hydrogen storage cylinders during a fire 

(Carboni et al., 2022). The entire combustion process of the CFRP specimen under constant heat flux 

density is shown in Fig. 5c. Besides, the surface temperature of the specimen collected by the infrared 

thermal imager is shown in Fig. 5d. Under the impact of high-temperature jet flames, the temperature 

of the CFRP specimen facing the fire surface sharply rose due to flame exposure. At 2 s, the 

temperature of the exposed surface of the specimen reached above the glass transition temperature of 

110 °C, and within 5 s, it rapidly reached the onset temperature of thermal decomposition of the epoxy 

resin matrix at 270 °C. Gibson et al. (2012) have studied that a flashover phenomenon occurred when 

the surface temperature and decomposition rate of laminates reached a critical combination, initiating 

the combustion of volatile components. Meanwhile, heat conduction occurred along the thickness 

direction of the laminate. However, due to the release of volatile pyrolysis gases through the molten 

matrix, there was a certain cooling effect. Additionally, the char layer formed on the surface after the 

combustion of epoxy resin acted as a thermal barrier, resulting in temperature gradients within the 

specimen (Tabaka et al., 2021). Non-uniform thermal expansion caused delamination of the laminate, 

further reducing heat transfer within the layers. Consequently, there was a significant difference in 

the rate of temperature rise between the front and back surfaces of the CFRP specimen. Fig. 5b 

illustrates the temperature rise on the back surface of the CFRP specimen for a 110 s time of unilateral 

flame exposure only. When the specimen was exposed to flames for 15 s, the temperature of the back 

surface had only increased to approximately 108.5 ℃. It is indicated that a significant portion of the 

epoxy resin matrix within the laminate was still not decompose completely. When the burning time 

reached around 34 s, the temperature of the CFRP back surface reached its peak, approximately 

536.4 ℃. At this stage, the combustion of the epoxy resin matrix was most intense, releasing a large 

amount of heat. Hence the thermocouple recorded the peak temperature. As the flame exposure time 

continued for 30 to 60 s, the epoxy resin matrix of the CFRP specimen gradually burnt out. The 

residual carbon fiber bundles showed obvious delamination along the thickness direction, 

significantly slowing down heat conduction. Therefore, the temperature of the CFRP back surface 

decreased slowly. After 60 s, the flame generated by the burning of the epoxy resin was completely 

extinguished, and the carbon fibers on the fire-exposed surface appeared red due to prolonged high-

temperature exposure. 

Fig. 5. (a) The measurement curve of heat flow density; (b) the temperature of the backside of CFRP 

specimen; (c) the whole process of CFRP specimen combustion behavior; (d) surface temperature of CFRP 

acquired by infrared thermal imager 
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2.2.2. Characterization of in situ tensile mechanical response of CFRP in fire environment 

Fig. 6a plots the variation of load-displacement curves for CFRP specimens with a layup angle of L1 

under fire exposure. It could be seen that, except for a flame exposure time of 60 s, the load-

displacement relationships of almost all specimens exhibited linear behavior. Under ambient 

temperature conditions, minor sawtooth-like fluctuations were observed in the load-displacement 

curves as the specimen approached failure. Yet the specimen could withstand continuously increasing 

loads until complete loss of load-bearing capacity. It was attributed to the gradual fracture of some 

fiber bundles within the specimen under large test forces, forming expanding cracks between 

composite layers. However, at this point, the tensile load could still effectively transmit through the 

resin matrix to the surrounding unbroken reinforcing carbon fibers (Adak et al., 2023). Complete 

failure of the laminate occurred when the unbroken fibers failed due to instantaneous excessive force. 

The average maximum test force for L1 layup CFRP specimens under ambient temperature was ca. 

9.08 kN. It was evident that the mechanical performance of CFRP appreciably deteriorated when 

subjected to fire. After exposure to flame for 15 s, the maximum test force that the specimen could 

withstand decreased to only 3.60 kN. Furthermore, with increasing flame exposure time, the failure 

load decreased slightly. Under fire exposure times of 30 s and 60 s, the test force the specimen could 

withstand decreased by 0.44 kN and 0.57 kN, respectively, compared with that at 15 s. Moreover, 

when the flame exposure time reached 60 s, the load-displacement curve remained essentially linear 

in the low strain range but became nonlinear beyond a certain strain value. The reason was that the 

matrix had been completely decomposed and oxidative loss of carbon fibers on the surface occurred 

(Wang et al., 2011), leading to microstructure of CFRP changed during the stress process, such as 

partial fiber fracture, uneven distribution, and crystal selection, thereby altering its overall mechanical 

properties. A smaller value of the coefficient of variation indicated more stable test results and higher 

reliability. The coefficients of variation for the ultimate stress test results for the four different flame 

exposure times ranged from 0.014 to 0.21, demonstrating the reliability of the test results.  

Fig. 6b depicts the variation of ultimate stress of L1 layup CFRP specimens with increasing exposure 

time to fire. It can be observed that as the exposure time to flame increased, the tensile strength of the 

specimens significantly decreased. Specifically, the greatest decrease in tensile strength occurred as 

the exposure time increases from 0 to 15 s, with a reduction of ca. 60.34%. The tensile strength 

decreased from 714.36 MPa at room temperature to 283.31 MPa at 15 s of fire exposure. When the 

exposure time to flame was 30 s, the ultimate stress of the specimens decreased by approximately 

64.59%, which was 10.72% lower than the ultimate stress of the specimens exposed to flame for 15 

s. However, compared to the tensile strength of the specimens exposed to flame for 30 s, the tensile

strength of the specimens only decreased by 7.07% when the exposure time was increased to 60 s.

The thermo-mechanical coupling failure process model of CFRP specimens was simplified as shown

in Fig. 6c. Combined with the analysis of the combustion behavior of the specimens, it could be

concluded that the degree of deterioration in the mechanical properties of CFRP specimens was

related to the combustion and decomposition of the epoxy resin matrix. When the exposure time is

15 s, due to thermal conduction delay, there was still a large amount of epoxy resin matrix

incompletely decomposed and burnt inside the specimen. Mechanical loads could still be redistributed

to the surrounding intact structures, so that the specimen maintained a certain tensile strength.

However, significant delamination of the CFRP laminates was observed at an exposure time of 30 s,

and a large amount of the epoxy matrix was strongly oxidized and burnt, leading to further

deterioration of the mechanical properties of the specimens. It can be seen from Fig. 5c that within

the time range of 30 to 60 s, the epoxy resin matrix gradually burnt and decomposed along the

thickness direction. Starting from 50 s, some carbon fibers on the fire-exposed surface fracture under

the dual action of continuous high temperature above 700 ℃ and applied tension, and the mechanical

load was transferred to be borne by the residual carbon fibers. At this point, the mechanical

performance of the composites largely depended on the ultimate strength of the laminate fibers.
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Fig. 6. (a) Load-displacement relationship of group L1 CFRP specimens under fire environments; (b) 

variation of tensile strength with flame exposure time; and (c) schematic diagram of thermal coupling failure 

of CFRP specimens under fire environments 

2.3. Relationship between degradation of composite mechanical properties and failure behavior 

of cylinder structures under fire loading 

Balancing safety and lightweighting has always been the goal of optimizing the structural design of 

on-board composite hydrogen storage cylinders (Liu et al., 2014). As one of the most important 

indicators of cylinder safety performance, the prediction and optimization of ultimate pressure-

bearing capacity is the basis of design work (Liu et al., 2014). More importantly, the damage process 

and thermodynamic response behavior of the composite layer, as the part of the hydrogen storage 

cylinder that bore the mechanical load, determined the pressure-bearing capacity of the cylinder. 

Therefore, it is extremely important to investigate the degradation pattern of mechanical properties 

of composites in complex thermal environments to predict the burst pressure and failure behavior of 

hydrogen storage cylinders. Tamura et al. (2014) reported that when the TPRD activated, the 

temperature beneath the release port reached approximately 1200°C. Once the jet flame acted on 

adjacent cylinder groups, it would rapidly cause the composite layer to ignite and spread. Although 

the winding layer thickness, winding angle, and complex stress conditions of composite hydrogen 

storage cylinders differ from those of laminates, Onder et al. (2009) pointed out that under enclosed 

conditions, composite pressure vessels behaved similarly to generalized plane strain situations. In a 

fire environment, the tensile strength of L1 layup CFRP specimens, designed equivalently based on 
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ply orientation of hydrogen storage cylinders, decreased by ca. 67.10%. In our previous studies (Li 

et al., 2022; Wang et al., 2023;), it had been experimentally verified that the ultimate pressure-bearing 

capacity of composite hydrogen storage cylinders decreased by ca. 60.3% – 66.5% in a fire 

environment. Although due to variations in material thickness, fire exposure time, and other 

conditions, it was not straightforward to directly predict the pressure-bearing capacity of cylinders by 

equating it with testing the mechanical properties of CFRP under fire conditions. While it could 

provide a reasonable idea for optimizing the design of hydrogen storage cylinders and a theoretical 

basis for establishing an accurate pressure-bearing capacity prediction model. Simultaneously, it 

provided reliable evidence for the hypothetical diagram proposed by Tamura et al. (2019) regarding 

the temperature and stress variations in the composite layers of cylinders: The strength of the 

composite layer decreased during flame exposure and generated thermal stress at high temperatures, 

thereby leading to the degradation of the ultimate pressure-bearing capacity of cylinders. The reasons 

for the deterioration in the mechanical properties of composites were related to the oxidative pyrolysis 

of epoxy resin at high temperatures, resulting in a significant decrease in the strength of the composite 

layer as the matrix decomposition intensified. Pressure vessel explosions occurred in cylinder when 

the composite layer was unable to withstand the increasing high pressure inside. Therefore, for 

ensuring the safety of hydrogen storage in vehicle fire environments, it was important to find a 

suitable resin matrix to replace epoxy resins or improve the thermal stability of epoxy resins by means 

of modification and compounding. 

3. Conclusions

The objective of this study is to investigate in depth the mechanical property degradation patterns and 

failure mechanisms of carbon fiber composites under under thermo-mechanical coupling conditions, 

in order to reveal the real-time thermodynamic response behaviors that CFRP may experience under 

real vehicle fire environments. The following conclusions could be drawn: 

The thermal decomposition temperature of epoxy resin corresponded to 270 – 600 ℃ in an air 

atmosphere. While in an air atmosphere, carbon fiber oxidized and burnt at a high temperature of 600 

– 868 °C. The internal delamination of the composite laminate under unilateral flame exposure

resulted in the presence of a temperature gradient. The maximum temperature at the exposed surface

reached 756.5 ℃, while the maximum temperature at the back surface was only 536.4 ℃.

The degree of mechanical property degradation of carbon fiber composites under flame exposure was 

related to the combustion and decomposition of the epoxy resin matrix. At room temperature, the 

initial tensile strength of the L1 layup specimens was 714.36 MPa. Due to softening of the epoxy 

resin, the tensile strength of the specimens decreased by 60.34% after 15 s of flame exposure. Under 

flame exposure for 30 s, the oxidative decomposition of the epoxy resin led to weakening of the 

interfacial connection resulting in a 64.59% decrease in the mechanical properties of the laminate. In 

the case of complete burning of the epoxy resin matrix, the tensile strength of the specimen was no 

longer significantly changed, approximately 67.1% lower than at room temperature. The degradation 

of mechanical properties of composite layers under fire conditions was consistent with the drastic 

decrease, by approximately 60.3% to 66.5%, in the critical failure pressure of hydrogen storage 

cylinders measured under fire conditions. 
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Abstract 

The motivation of gas industries to switch from fossil fuels to hydrogen raise questions related to the 

safety of operations. One of the scenario of interest is related to a flame propagation in a long pipe. 

While most of flame propagation analysis in pipes are carried in straight configuration with different 

sizes, the very few studies on the influence of single elements are carried at small scale.  

In order to develop the knowledge on the piping geometrical effect on flame acceleration, experiments 

were performed in a 250mm diameter and 24m long straight pipe, closed at ignition and open to the 

atmosphere at the other end. The single elements tested here are two soft and sharp section changes. 

All single elements are located 16m from ignition in order to get a well-developed flame front when 

reaching the single element. Two flammable mixtures were tested that are stoichiometric methane-

air and lean hydrogen-air, meaning two slow and fast nominal flame velocities.  

It appears that the contraction promotes flame acceleration for both mixtures, but in a more important 

manner in the case of hydrogen flame compared to methane. The assumption of flame surface 

extension due to radial velocity gradient is put forward to explain this acceleration.  

 

Keywords: flame, pipe, hydrogen, methane, contraction, convergent, reduction 

 

Introduction 

The environment of process industry usually shows several process units (tanks, reactors…) to carry 

basic process operations, and pipe network to connect all these units. These pipes allow the transport 

of fluids in the process, including flammable gases such as hydrocarbons, hydrogen etc… With the 

growing interest for hydrogen use in the industry, gas manufacturers have to certify the safe 

operations of the plant. Some scenario of fuel-oxidizer mixing in the pipe network where identified, 

and thus, need to be treated in a safety aspect. When compared to the methane, the specific 

combustion properties of hydrogen in addition to the lack of experience in the industry, leads to the 

need of phenomenological understanding of flame propagation in pipes in case of hazardous ignition 

of such cloud. It is known that flame is prone to accelerate in pipes (Ciccarelli 2008), and because a 

criterion of deflagration to detonation transition (DDT) is the flame velocity, understanding the 

mechanism of flame acceleration is a strong necessity. Most of experimental results available in the 

literature treats the simple configuration of a straight pipe, while pipe network may show a complex 

structure in real environment due to the presence of bends, tee bifurcations, section changes, etc.. It 

is thus of interest to understand the influence of these single elements on the flame propagation. The 

bend and tee bifurcation configuration are somehow largely treated in the literature (Blanchard & al. 

2010, Thomas et al. 2010, Zhu et al. 2017). By contrast, very few studies concern the section change, 

whereas it is hugely present on pipelines. 

Wang et al. (2020) studied the influence of an abrupt variation in pipe cross section using 3 square 

cross section size of 70*70mm, 100*100mm and 140*140mm for a total length of 1m closed pipe. 
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He observed that in both convergent and divergent configuration, the greater the section ratio, the 

higher the overpressure, but does not lead to any conclusion on the flame velocity. He further studied 

the influence of section change location from the ignition (Wang et al., 2021). He concluded that if 

the pipe expansion is sufficiently far from the ignition to allow a tulip flame to appear in the early 

stages of development, that leads to a slower flame propagation and a lower pressure peak generated. 

The development of new technics for shock tube experiments came with the development of forward 

and backward detonation driver. Hongru (1999) summarizes the different steps of the development, 

and highlighted the situation where a detonation from driver section enters a reduction. This results 

in two shock waves, one transmitted forward to the short pipe diameter (driven section), and the other 

one reflected back (driver section). The latter further enable to weaken the rarefaction waves behind 

the detonation, and thus weaken the attenuation of the transmitted shock wave.  

A numerical analysis was also performed by Song et al. (2021) on two sections of 150 and 100mm 

diameters, both 3m long to assess the convergence angle, with rich hydrogen-air mixtures. These 

simulations were performed with FLACS but considering cells size below 1mm. He observed a 

second tulip flame formation at the contraction, which is assumed to come from the reflection of the 

shock wave just ahead the flame. This implies a baroclinic torque responsible of the tulip formation. 

In addition, no effect of contraction angle where noticeable on the flame propagation. 

The present study aims at examining the effect of linear contraction on well-developed flame to 

complete the knowledge available in the literature. The experiments are performed in large scale 

straight pipe representative of industrial geometry. The choice of stoichiometric methane-air and 

hydrogen-air as flammable mixtures enables to investigate the flame response to contraction with its 

velocity. 

 

1. Experimental set-up 

The test rig used in this study was previously introduced by Daubech et al. (2019). It is a modular 

24m long PMMA pipe made of 12 sections of 2m long, stacked with each other (Fig. 1.). Two pipe 

diameters of 150mm or 250mm were used to assess the scale effect. The influence of single element 

is limited to the study of a soft 250mm to 150mm section change with 3° angle, and a sharp 250mm 

to 150mm section change with 10° angle. All pipe configurations with associated pressure probes 

locations from ignition are displayed on Figure 2. In all tests, the pipe is closed at one end and open 

to the atmosphere at the other end. 

 

 
Fig. 1. Experimental setup 

A flammable mixture, either made of methane-air or hydrogen-air blend, is prepared in a 2m3 

spherical vessel with concentration control using partial pressure method. Then, the flammable 

mixture is injected at the closed end, and the pipe is swept all along with a quantity of about 5 time 

its volume. During this operation, the open end is covered with a thin plastic sheet drilled with a small 

hole at the center, allowing the gas flow. This hole reduces the plastic sheet resistance, and the 

reflexion of the initial pressure wave after ignition is neglected. The ignition is carried by a 100mJ  
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Fig. 2. Pipe configurations and sensors location from ignition. a) straight pipe ; b) sharp contraction ; c) 

soft contraction. d) Pictures of short (above) and sharp (below) contractions 

electrical spark, located at the center of the closed end. A time delay of few seconds is considered 

before ignition, in order to ensure that no turbulence remains in the gas. 

The metrology includes piezoresistives pressure sensors (Kistler; Range: 0-10 bar), all connected to 

an acquisition system with limited recording frequency of 10kHz. Also, since the pipe wall is 

transparent, a Photron fast-camera is used to record the flame development at 2000 frame/s. For the 

hydrogen-air tests, the flammable cloud is hazed with ammonium chloride in the pipe in order to 

observe the flame.  

All test were double, but the visual field of the camera was either large or focus on the contraction. It 

must be noted that no wide-angle lens was used for both cases. 

The post process of the video was carried with a specific software developed at the INERIS. This 

enables to do operations on the multiple images for the analysis. The image post treatment was used 

here for the flame position in time extraction. To do that a first image difference with the image at 

t=0s was processed. This enabled to highlight movements registered during the phenomenon 

(pressure waves, shock waves, and flame) with a difference of color (white is detected movement and 

black is immobile zones). Then, a line extraction along the pipe axis gives a time-position diagram. 

From this image, a color value threshold on pixel enable to detect the flame front, and the value are 

extracted in a csv file for the flame position treatment. 

An example of image treatment procedure is illustrated in Figure 3.  

 

2. Experimental results and discussion 

 

2.1 Straight configuration - typical test 

The pressure signals and flame trajectory for the 250mm diameter straight pipe is plotted on Figure 

4. for both methane and hydrogen cases. The characteristic first pressure peak 𝑃1 clearly appears in 

these two cases, and is related to the extinction of the flame skirt at the wall (Clanet & Searby, 1989).  

8m 

24m 

16m 

16m 

8m 

0.3m 

1m 

Ignition 

b) a) 

c) 

Ignition 

Ignition 
d) 
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Fig. 3. Image treatment procedure. a) Original image ; b) Difference with image 0, and line extraction ; c) 

Result of line extraction, and flame front position estimation (red points); d) Resulting flame front position 

curve 

 

 
Fig. 4. Pressure signal and flame position in 250mm straight pipe. a) methane-air (EQR = 1) ; b) hydrogen-

air (EQR=0.6) 

It is also obvious that the pressure peak of the hydrogen case is steeper and occurs earlier compared 

to the methane’s (0.03s for hydrogen, and 0.085s for the methane’s). This is attributed to the lower 

reactivity of the methane. This slowness of the methane’s flame further results in flame oscillations 

at 6.7Hz, due to a coupling with the pipe acoustic (pipe natural frequency estimated at 7.3Hz), as 

noted in short pipes experiments (Genoche, 1950 ; Kerampran, 2000). 

It must be noted that the present configuration of smooth pipe does not generate too much turbulence 

during the flame propagation (Daubech et al., 2019), and the flame acceleration by turbulence is thus 
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limited (Dorofeev, 2011). As a result, the flame velocities remain below 100m/s during the 

propagation, and no transition to fast flame propagation were observed in this geometry. 

 

2.2 Effect of section contraction 

A comparison between the flame position curves of 250mm diameter straight pipe, 150mm straight 

pipe, soft contraction, and sharp contraction configurations is plotted on Figure 5. for both hydrogen 

and methane cases. First of all, one can observe that the flame reaches the pipe end earlier in the 

150mm diameter compared to the 250mm diameter. To go further, the velocities of hydrogen-air 

flame in 150mm diameter goes from 160m/s à 10m to 350m/s at the pipe end, while the velocity 

increases from 60 to 120m/s at the same distance in the 250mm pipe.  

A second observation concerns the effect of contraction. A slope rupture is noticed in both hydrogen-

air and methane-air tests with contraction at approximately 16m from ignition, which is the location 

of the soft and sharp contraction. This is compared to the smoother curves of straight configurations 

(150 and 250mm diameters). In addition, whereas the first 16m of the pipes are 250mm diameter in 

tests with contraction, the flame reaches the contraction position (16m) earlier compared to the 

250mm straight tests. That suggests an effect of the single element before the flame reaching.  

The pressure measurement and flame position record of the hydrogen-air test in soft contraction 

configuration is plotted on Figure 6. The first moment of the flame development shows the same 

pressure trend when compared to the 250mm straight pipe configuration, except an additional 

pressure peak 𝑃2 visible on the P_ignition and P_5.5m curves, respectively at 0.097s and 0.086s 

which seems to inversely to the global flow. With the assumption that the flame front is 5m from the 

ignition when it would meet this back flow (trustworthy regarding the prolongation of the flame 

position), one may obtain the time for the initial pressure peak 𝑃1 to reach the contraction, and travel 

back to the ignition end as:  

𝑡𝑃1 =
𝐿𝑢
𝑐𝑢

+
𝐿𝑏
𝑐𝑏

=
16 + 11

380
+

5

860
= 0.077𝑠 

Where 𝐿𝑥  and 𝑐𝑥  refer to distance and sound speed, and index 𝑢 , 𝑏  refer to unburnt and burnt 

medium. The values of sound speed were calculated with Cantera for lean hydrogen-air mixture 

(EQR=0.6). 

Adding the time of first pressure peak 𝑃1 occurrence at the ignition end 0.022𝑠, the estimated time 

for this latter to reach the end after the reflection is 0.099𝑠, close to the 0.097s observed on the Figure 

6. Thus, the peak 𝑃2 is assumed to be due to the partial pressure wave reflection on the conical wall 

of the reduction, travelling back to the ignition side. This pressure wave is the only information of 

the presence of the convergent the flame can see, and might explain the difference of flame 

propagation in the 16 first meters between straight and convergent configurations. The early effect of 

the contraction was also observed in the CFD study of Song et al. (2021), where the reflected pressure 

wave causes a flame shape change from finger to tulip when they meet. He’s analysis is that the 

contraction promotes an early structure of the flame front, and results in a faster flame propagation. 

This might explain the global faster flame in the first 16m with the presence of the contraction 

observed here. 

The Figure 6 also shows a flame position curve’s slope change when reaching the reduction at 0.253s, 

and a pressure peak 𝑃3 is noticeable 10ms later on the P_17.4m curve. This time matches with the 

flame passing the convergent. Looking closer on the flame position record of the hydrogen test 4 with 

the soft reduction on Figures 7.a and 7.b, it appears that this latter may be divided in different stages. 

First, the flame enters the convergent with a quite constant velocity of 81m/s (stage 1) at 𝑡𝑖𝑛 =
0.253𝑠, and is gradually accelerated in the convergent (stage 2). The flame exits the contraction at 

𝑡𝑜𝑢𝑡 = 0.261𝑠, and the velocity of 328m/s is kept constant for the 0.4m downstream the contraction 

(stage 3). Afterwards, the flame decelerates down to 240m/s and a shock with a velocity of 670m/s is 

emitted ahead (stage 4), which is probably responsible of the pressure peak 𝑃4 mentioned above. The  
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Fig. 5. Flames positions versus time for the four tested configurations. a) lean hydrogen-air (EQR=0.6) ; b) 

stoichiometric methane-air 

 
Fig. 6. Test 3: Pressure and flame position vs time. Lean hydrogen-air (EQR=0.6) and soft reduction 

configuration 

flame finally gradually accelerates behind the shock and the final recorded flame velocity is about 

400m/s (stage 5). 

During the passage through the convergent, the flame velocity increases from 80 m/s to more than 

300 m/s (Fig. 7.b) meaning about 200 m/s increase which seems in line with the amplitude of 𝑃3 

(about 1 bar). After this acceleration, the flame velocity drops to 250 m/s before accelerating again 

gradually. This deceleration marks the end of the adaptation of the flow and the flame to the second 

part of the pipe with a smaller cross section. Note that the flame velocity in this second part is similar 

(about 1 bar). After this acceleration, the flame velocity drops to 250 m/s before accelerating again 

gradually. This deceleration marks the end of the adaptation of the flow and the flame to the second 

part of the pipe with a smaller cross section. Note that the flame velocity in this second part is similar 

to that in the 150 mm straight pipe at the same distance from the ignition point. 𝑃3 is detected later 

on P_22m as 𝑃4. On the transducers upstream 𝑃3 is visible (𝑃4
′) but strongly attenuated due to the 

change in the cross section. Note a sort of pressure plateau is visible on P_22m starting at 𝑃5, about 

0.27 s from the ignition. On Figure 7.b, it can be observed that the flame velocity seems to reach also 

a plateau at about 400 m/s from time 0.27s to 0.28 s. The pressure level is in line with this velocity.  

The Table 1 summarizes the different features of the tests performed with sharp and soft convergent. 

First of all, the missing pressure value 𝑃3 in methane-air test in soft convergent might be due to the 

slowness of the flame. The ratio of output over entry velocities are contained in the interval of 2.5  
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Fig. 7. Test 3: Lean hydrogen-air (EQR=0.6) and 250mm to 150mm diameter soft reduction configuration. 

a) Time-distance diagram of the flame. b) Position and velocity versus time 

and 5.5 for all tests, and do not seem to be affected by the fuel or by the angle of convergence. This 

independency of convergence angle supports the observations made by Song et al. (2021) with angles 

from 15 to 90°. Considering the surface ratio of 250mm over 150mm diameter equal to 2.8, the slow 

flames (all methane cases and the hydrogen case 4) have velocities ratio which let suggest a simple 

flow described with Bernoulli’s equation (
𝑢2

𝑢1
=

𝐴1

𝐴2
). 

On the other side, the three hydrogen tests 3, 7, and 8 with high entry velocity gave rise to shock 

emergence at the reduction exit, and leads to higher velocities ratio of the order of 4-5.5 between the 

entry and the exit of the contraction.   

The images taken from the previously analysed hydrogen-air test 3 in soft configuration are presented 

in Figure 8. The flame surface seems to follow the flow, and is sucked ahead, as observed in vented 

experiments in large volume (Duclos, 2019). 

Table 1. Characteristics related to the flame passing through the reduction for all tests 

 

The computations of steady flow in 2D cylindrical coordinates geometry performed by Satish et al. 

(2013) and Nosrathi et al. (2017) show the iso-pressure and iso-velocity profiles in the pipe 

contraction as represented on Figure 9. In the present tests, pressure levels upstream and downstream 

the reduction are quite stabilized before the flame passing (see Figure 6.). The assumption of steady 

flow is suited for the present situation. Thus, keeping in mind these profiles, one may understand that 

the flame tip is accelerated earlier compared to wall region. This radial gradient of velocity results in 

a flame surface extension that may recall the flame stretch often used in laminar flame velocities 

measurements (Gu et al., 2000 ; Goulier et al., 2017), defined as 𝛼 =
1

𝐴

𝑑𝐴

𝑑𝑡
, where 𝐴 is the flame 

surface. This flame stretch promotes the flame acceleration of lean hydrogen-air and stoichiometric 

methane-air. 

 

  

   

   

   

   

   

   

   

   

   

  

  

  

  

  

  

  

                                   

 
 
  
  
  
  
 
  
 

  
  
 
 
 
  
 
 

        

                    

Test Fuel Reduction 𝑷𝟏 (mbar) 𝑽𝟏 (m/s) 𝒕𝒊𝒏 (s) 𝒕𝒐𝒖𝒕 (s) 𝑷𝟑 (mbar) 𝑽𝟐 (m/s 𝑽𝟐/𝑽𝟏 

1 CH4 Soft 78 21 0,775 0,805 - 54 2.57 

2 CH4 Soft 92 39 0,650 0,670 224 126 3,23 

3 H2 Soft 270 81 0,253 0,261 940 328 4,04 

4 H2 Soft 210 23 0,290 0,312 660 71 3,13 

5 CH4 Sharp 109 44 0,582 0,585 416 136 3,09 

6 CH4 Sharp 111 43 0,571 0,576 303 133 3,09 

7 H2 Sharp 220 72 0,280 0,282 897 310 4,31 

8 H2 Sharp 230 71 0,265 0,267 1130 392 5,44 

Shock 

Stages 1 2 3 4 5 

time 
distance 

Shock 

a) b) 

𝑡𝑖𝑛 𝑡𝑜𝑢𝑡 

531



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – July 10-14, 2024 
 

     

Fig. 8. Extraction of flame propagation. Test 3: hydrogen-air (EQR=0.6) in soft convergent 

 
Fig. 9. Characteristic iso-pressure and iso-velocity profiles in a contraction at steady state 

The above-mentioned mechanism of flame acceleration must not be opposed to the tulip shape 

occurrence in the contraction due to the baroclinic effect identified by Song et al. (2021). Indeed, in 

he’s configuration, the flame reaches the contraction located at 3m from ignition at 4ms, and the flow 

is not well established, while the distance and long time implied here enable the flow to settle across 

the convergent. 

 

3. Conclusion 

The topic of ignition of flammable cloud and the resulting flame propagation in pipelines is of great 

importance for the safety assessment coming with the hydrogen use in gas industries. The present 

study focused on the effect of a pipe diameter reduction on the propagation of a well developed flame. 

This was assessed experimentally with two hydrogen-air and methane-air mixtures, and two 

convergence angles of 3 and 9°. These large scales experiments were compared to the straight pipe 

configuration that is commonly studied in the literature. 

It appears that the pipe reduction increases the flame velocity when it passes through with a gradual 

acceleration. The output over entry velocities ratio is about 3 for slow flames (especially methane) to 

4-5.5 for faster flames, and this flow acceleration generate a pressure peak at the contraction exit. The 

track of flow convergence on the flame stretch is mentioned as a potential explanation of the flame 

acceleration, and should be further looked into. This could be achieved with a CFD simulation. 

Neither the effect of the convergence angle, nor the fuel composition were noted on the flame 

response to this single element, but these parameters should be further examined. Contraction with 

angle about 15 and 25° would be of interest to get closer from the industrial geometries. 
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Abstract
Hydrogen – natural gas blends are of interest due to their potential for decreasing the carbon footprint
of pure natural gas. Nevertheless, the main constituents of natural gas, hydrogen and methane, have
very different flame properties. The present study addresses the potential of flame acceleration in
different stoichiometric blends of methane and hydrogen in atmospheric pressure experiments con-
ducted in a shock tube in which a single bluff body obstacle is placed. The measured evolution of the
flame speed and the pressure evolution along the walls highlights the higher reactivity of hydrogen-air
flames when compared with flames propagating in methane-air or equimolar hydrogen-methane-air
fuel blends. Following the normalization of the measured flame speed, vortex diameter, and overpres-
sure, a unified description of the flame acceleration is presented, with differences between mixtures
being attributed to the different response of the flame to the hydrodynamic coupling and flow-flame
instabilities. Hydrogen, with its characteristic thin flame structure, is less affected by the turbulent
features formed downstream from obstacles than mixtures containing methane, which exhibit much
larger increases in flame surface area due to their longer flame times. However, a stoichiometric
equimolar blend of hydrogen and methane exhibits larger flame surface area enhancement than pre-
dicted by experiments conducted in either constituent fuel, which is attributed to the combined ef-
fects of a larger turbulence intensity present in the flame-driven flow when compared to hydrogen-air
flames and a sufficiently short flame time which reduces the amount of localized quenching induced
by turbulence when compared with methane-air flames.

Keywords: flame instabilities, transport phenomena, natural gas, hydrogen, quenching

Introduction
The recent introduction of fuel blends of hydrogen and natural gas into the energy sector in an effort
to decrease its carbon footprint has opened up new questions about the behaviour of these blends fol-
lowing an accidental ignition. In the process industries, the propensity of flame acceleration remains
the main concern, which is augmented in the presence of congestion within the flow field. Whereas
methane, the prime constituent of natural gas, is a fairly unreactive fuel as characterized by its low
burning velocity and long flame time, hydrogen is much more reactive. The flame acceleration of pure
fuels has previously been characterized by many studies (Ciccarelli and Dorofeev, 2008), however the
behaviour of fuel blends remains unclear.
The dynamics of flame propagation are intricately linked to the dynamics of the flow field through
a strong coupling between increases in the flame surface area, increases in the rate of consumption
of fresh gases, and the strength of the flow induced by the volumetric expansion of gases across the
flame (Lee and Moen, 1980). This is further complicated by the presence of obstacles in the flow
field, which can generate turbulence as a result of the high Reynolds number typically associated
with these flows. The flame surface is deformed from the interaction between flow dynamics and
the flame surface, such as Darrieus-Landau instabilities associated with the gas expansion across the
flame, Rayleigh-Taylor instabilities resulting from the misalignment of the flow pressure gradient
and the density gradient across the flame, Kelvin-Helmholtz instabilities resulting from velocity shear
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across slip-lines separating fluids with different densities, the entrainment of the flame surface through
turbulent flow fields such as turbulent boundary layers and turbulence found downstream from bluff
body obstacles. These dynamic phenomena each have an associated timescale which can be used
to describe their interaction with the flame: those whose timescale is much longer than the flame
time will be unable to meaningfully change the flame surface, whereas those whose timescales are
comparable to or smaller than the flame time will affect the structure and properties of the flame.
The present study addresses the potential of flame acceleration in methane-hydrogen fuel blends.
We study this experimentally using a thin rectangular cross-sectioned shock tube in which a cellular
flame is ignited near a closed end using a long wire ignition technique. A single rectangular obstacle
is placed ahead of the flame, and the far end of the tube is opened to the ambient environment such
that the flame propagation is not restricted by a closed wall. The evolution of the flame as it passes
over the obstacle is visualized using both schlieren photography to capture the details of the flow field
and shadowgraphy to visualize the flame propagation over longer distances. The coupling between
the flame-induced flow and the flame surface is quantified through measurements of experimental
photographs and of the pressure evolution measured along the top and bottom walls of the shock
tube at fixed intervals. A dimensional analysis is done to identify the scales of interest which allows
the reduction of the measured flame dynamics to be unified under common flame acceleration and
pressure evolution curves. Differences between mixtures are associated with the response of the
flame to the hydrodynamic coupling.

1. Experimental method

(a)
(b)

Fig. 1. Diagrams of the experimental setup. a) Shock tube configuration. The width of the shock tube
is 19 mm. b) Implementation of the Shadowgraph using a retroreflective screen.

Table 1. Mixture composition and flame properties (Patm = 101.2 kPa, T = 295 K)

Property 2H2 + O2 + 3.76N2 CH4 + H2 + 2.5O2 + 9.4N2 CH4 + 2O2 + 7.52N2

Expansion ratio σ = ρu
ρb

6.93 7.44 7.61
Laminar flame speed SL [m/s] 2.21 0.55 0.34
Flame thickness δl [mm] 0.34 0.36 0.48
Flame time δl/SL [ms] 0.146 0.686 1.44
Unburnt gas density [kg/m3] 0.86 1.07 1.14

The experiments were conducted using a thin 19 mm shock tube with a height of 102 mm and a length
of 630 mm, as illustrated in Figure 1 a). A tungsten wire igniter was installed near the closed end
of the shock tube, and a rectangular obstacle measuring 50.8 mm × 9.5 mm × 19 mm was placed
at a distance of Lobs = 159 mm from the ignition wire. The gas was prepared using the method of
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partial pressures, after vacuuming a mixing tank to a pressure of 40 Pa. Prior to each experiment, an
aluminium plate was placed on the open end of the shock tube to allow the evacuation of the contents
to a pressure of no more than 425 Pa prior to being filled to atmospheric pressure with a pre-mixed
reactive mixture, whose properties are detailed in Table 1. The flame properties were calculated using
free flame calculations implemented in Cantera (Goodwin et al., 2017), using the San Diego detailed
reaction mechanism (Williams, 2014). Once filled, the solid aluminium plate initially installed for
the vacuuming and filling processes on the end of the shock tube opposite from the ignition wire
is removed to open the tube to the ambient environment. The flame is subsequently ignited. The
evolution of the flow field was visualized using shadowgraphy and z-type schlieren. Shadowgraphy
allows a field of view encompassing the entire shock tube, and is implemented using a retroreflective
screen as illustrated in Figure 1 b). Schlieren photography is more sensitive to density fluctuations, but
has a field of view which is limited by the 315 mm diameter of the parabolic mirrors used. A 1000 W
Arc Lamp was used to produce the light in both visualization methods, and a Phantom v1210 high
speed camera recorded the experiments. The frame rate at which the camera recorded the experiments
ranged between 21000 fps to 42000 fps, and was inversely proportional to the spatial resolution of the
images taken.

2. Results and discussion
Select frames summarizing the evolution of the flames as they propagate through the channel can
be seen in Figure 2. A cellular flame is ignited by the tungsten wire installed near the end of the
channel. Following the ignition of the flame, it propagates away from the closed end of the tube
while also driving a flow ahead of itself due to the volumetric expansion of gases as a result of the
combustion process. This flow is accelerated in the vicinity of the obstacle to reach a maximum
speed at the vena contracta, before decelerating after the obstacle due to the enlarging cross-section.
This velocity gradient of the flow as it passes through the varying cross-section is accompanied by
a pressure gradient. As the flame approaches the obstacle, it accelerates with the background flow
but is also deformed through the Rayleigh-Taylor mechanism stemming from the misalignment of the
pressure gradient in the flow and the density gradient across the flame. This results in cells with larger
amplitudes near the top of the channel than near the bottom as the flame passes over the obstacle.
Similarly, once past the obstacle, the flame is subjected to a pressure gradient in the opposite direction
resulting from the deceleration of the flow and deforms further through the same mechanism all while
decelerating due to the diverging flow. Shortly thereafter, the flame is entrained by an irrotational
vortex which is the result of the flow driven over the obstacle since the ignition of the flame. The
growth of this vortex can clearly be seen in Figure 2 a) due to the higher flow speed of the gases
across the obstacle, although a similar vortex is clearly present behind the obstacle in each mixture as
the flame is entrained by this feature in every case. As a result of this flame entrainment, the flame
surface area grows drastically, increasing the consumption rate of the fresh gases, which in turn forces
a stronger flow towards the open end of the tube. As the flame exits the shock tube, it is entrained into
a toroidal vortex formed by the abrupt change area, again increasing the burning rate of the flame.
Figure 3 shows the growth of the vortex for both the hydrogen and the equimolar blend, recorded
using schlieren photography to better capture the small density gradients present in the fresh gases.
The limiting streamline upstream of the obstacle is clearly visible in the hydrogen-air experiment,
in addition to the growth of the vortex and the formation of Kelvin-Helmholtz instabilities along the
vortex’s uppermost shear layer as the vortex interacts with the flame. As the flame speed is reduced,
the density gradients in the fresh gases decrease, resulting in these features becoming progressively
less clear. As such, only the vortex remains visible in Figure 3 b). As the flame speed is further
decreased in the methane-air mixture, the vortex was not clearly visible in the schlieren images and
thus was not included.
Figure 4 shows the evolution of the flame tip velocity as a function of time, measured as the forward-
most flame surface location along the horizontal axis in the experimental photographs. Each curve
has been adjusted in time such that the flame tip crosses the leading edge of the obstacle at a time of
t=0 s. One can see that the hydrogen flame propagates much faster than the methane flame, whereas
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(a) H2-Air (b) Equimolar CH4-H2-Air (c) CH4-Air

Fig. 2. Evolution of the flame, visualized using shadowgraphy. Times are shown above each frame.
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(a) H2-Air (b) Equimolar CH4-H2-Air

Fig. 3. Evolution of the flame, visualized using Schlieren. The contrasts of the flame and the vortex are
enhanced separately to better show the evolution of the vortex. Times are shown above each frame.
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(c) CH4-Air

Fig. 4. Evolution of the flame tip velocity in time, for experiments in each mixture. Time t = 0 is taken
as the time at which the flame tip passes over the leading edge of the obstacle.

the flame in the equimolar blend propagates at a speed in-between the two extremes throughout the
experiment. Similarly, the duration of the experiment is inversely proportional to the propagation
speed of the flame. The flame tip velocity evolves in a similar manner in each mixture, with the
initial gradual increase in velocity for negative times associated with the initial growth of cellular
structures along the flame surface from a relatively flat ignition kernel. Shortly before a time of zero,
a much sharper increase in the flame tip velocity is the result of the acceleration of the flame with
the background flow along with the deformation of the flame in the vicinity of the obstacle from
the Rayleigh-Taylor mechanism. This deformation is caused by the negative pressure gradient in the
flow resulting from the acceleration of the flow through the vena contracta, and the misalignment
of this pressure gradient and the density gradient across the flame surface. After having passed the
vena contracta, the flow speed decreases due to the deceleration of the flow resulting from the sud-
den enlargement in the cross-sectional area. This decrease in flow speed is accompanied with by a
positive pressure gradient, further deforming the flame through the Rayleigh-Taylor mechanism. This
decrease in flame speed continues until a minima is reached, at which point the reactive coupling
between the increase in flame surface area resulting from the vortex entrainment and the flow speed
induced ahead of the flame by the rapid expansion of the burnt gases results in a strong acceleration
of the flow which continues until the flame exits the field of view.

(a) H2-Air (b) Equimolar CH4-H2-Air (c) CH4-Air

Fig. 5. Evolution of the pressure as a function of time, for experiments in each mixture, measured
near the ignition plane. Time t = 0 is taken as the time at which the flame tip passes over the leading
edge of the obstacle.

This evolution of the flame surface is also apparent when considering the pressure evolution measured
near the ignition plane, plotted against time in Figure 5. Again, distinct pressure peaks are associated
with the flame surface area growth which are apparent in the velocity plots. As for the flame tip
velocity, the hydrogen flame builds up the highest overpressure whereas the methane flame builds up
the weakest overpressure, and the equimolar blend reaches a peak overpressure in-between the two
extremes. The duration of the pressure event is much shorter in hydrogen than in methane, with the
blend evolving over an intermediate timescale. Following the maximum pressure peak resulting from
the vortex entrainment downstream from the obstacle, a smaller pressure peak located around 5 ms
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- 8 ms is associated with the sudden combustion of the gases exiting the shock tube when the flame
is entrained by the toroidal vortex. This results in the re-compression of the product gases as flow
re-enters the shock tube due to the sudden pressure increase at the exit. This peak is much more
pronounced in the blend than the other two mixtures. The low scatter in the measurements of velocity
and pressure is representative of the repeatability of the experiments.

2.1. Experimental Scaling

Fig. 6. Sketch of a problem in which a piston propagating at a speed Vp drives a flow over an obstacle.
The piston is a representation of the volumetric expansion of burnt gases across a flame which drives
a flow ahead of the flame.

To better compare the propagating flames, the measurements of pressure and velocity taken from
experiments can be expressed non-dimensionally to remove the dependence on each mixture’s chem-
istry. These differences are exemplified by the vastly different flame times and burning velocities
included in Table 1, which vary by an order of magnitude. Normalizing for these differences will
allow a better comparison effect of the flow and flame instabilities on its surface area, which are an
indication of the flame’s capacity to get enhanced
One can model the flow dynamics upstream of the flame as a problem in which a piston propagates
at a velocity Vp into the unburnt gas, as illustrated in Figure 6. The conservation of mass applied
between the piston face and the exit plane gives

ρpATVp = ρeAeVe, (1)

in which AT is the cross-sectional area of the tube, Ae the cross-sectional area of the exit, ρ the
density, and V the flow speed at the piston face denoted by subscript p and at the exit plane denoted
by subscript e. From laminar flame theory, the velocity of the piston is that of the flow driven ahead
of the flame, be it Vp = (σ −1)SL, in which σ = ρu/ρb is the expansion ratio across the flame, and SL
the laminar flame speed. As such, the velocity of the flow at the exit in the incompressible limit is

Ve =
AT

Ae
Vp =

AT

Ae
(σ −1)SL. (2)

An appropriate dynamic time representative of the phenomena is the time taken for a laminar flame
to propagate the distance separating the ignition plane from the obstacle,

tdyn =
Lobs

σSL
, (3)

in which
SF = σSL (4)

is the flame propagation speed in a lab frame of reference of a planar laminar flame whose surface
area is equal to the cross-sectional area of the shock tube. The pressure evolution along a streamline
connecting the piston face and the exit plane can be given by Bernoulli’s equation,

Pp +
1
2

ρpV 2
p = Pe +

1
2

ρeV 2
e , (5)

in which the pressure at the piston face and exit plane are Pp and Pe. In the limit of incompressible
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flow, the pressure scales as

Pp −Po =
1
2

ρo

[(
AT

Ae

)2

−1

]
V 2

p =
1
2

ρo

[(
AT

Ae

)2

−1

]
(σ −1)2S2

L. (6)

Figure 7 shows the flame tip velocity non-dimensionalized by the laminar flame propagation velocity
(4) against a time non-dimensionalized by the dynamic time (3). It is worth noting that time t/tdyn = 0
remains the time at which the flame tip crosses the leading edge of the obstacle. The early growth
of the flame is seen to be well-recovered by this non-dimensionalization of the flame tip velocity due
to the limited surface area of the flame prior to its interaction with the obstacle. An interesting prop-
erty which becomes evident when correcting for the different laminar flame speeds is the additional
wrinkling seen in methane-air and equimolar blend flames when compared to hydrogen flames in the
vicinity of the obstacle induced by the Rayleigh-Taylor instability and following the flame’s entrain-
ment by the vortex at later times. This larger flame surface area is evident in Figure 2 when comparing
flames at similar non-dimensional times. The flame velocities measured in the equimolar blend are
comparable with the higher end of the methane-air experiments rather than lying in-between the two
extreme mixtures.
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Fig. 7. Scaled flame tip velocity as a function of time

An important feature in these experiments is the formation and growth of the vortex, which is the main
source of turbulence in the experiment, and governs the flame amplification following the obstacle.
Unintuitively, the size of the vortex at the time of the passage of the flame is similar for each mixture,
which can be deduced by comparing the vortices as the flame passes over the obstacle in Figure 3 or
the size of the feature entraining the flame in Figure 2. This is also clearly recovered when measuring
the vortex from the experimental photographs, as plotted in Figure 8, which shows the width of the
vortex Dv normalized by (2) and (3),

D̃v = Dv
1

At
Ae
(σ −1)SL

σSL

Lobs
=

Ae

At

Dv

Lobs

σ

σ −1
, (7)

against the dynamic time. One sees from this choice of non-dimensional parameters that the growth
rate of the vortex is proportional to the laminar flame speed, appearing in the normalization of the
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dynamic time rather than the vortex diameter. However, the amount of time the vortex is allowed
to grow prior to its interaction with the flame is dictated by the time taken by the flame to reach the
obstacle, be it the dynamic time, which is inversely proportional to the burning velocity. This results
in a vortex which grows faster in the hydrogen-air mixture albeit for proportionally shorter times, and
at a slower rate in the other mixtures over proportionally longer times. The result is a vortex that
entrains the flame which is of a similar size regardless of the flame properties for a given obstacle
distance. This is evident in Figure 8, as the y-axis intercepts at t = 0 all lie within a similar range. The
larger scatter of the methane flame is a result of the decreased clarity of the vortex in the Schlieren
photographs.
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Fig. 8. Scaled vortex width as a function of time

Similarly, one can normalize the pressure evolution using the relation in (6), as shown in Figure 9.
When scaled in this manner, one can deduce that the higher pressures seen in hydrogen-air flames,
typified by those shown in Figure 5 a), are a result of its significantly faster burning velocity when
compared to slower methane flames. However, the normalized pressure of these methane-air flames
end up being much higher than those of hydrogen-air flames as a result of their more effective flame
wrinkling, which was also apparent when normalizing the flame propagation velocity in Figure 7.
Intriguingly, the maximum normalized pressure in the equimolar blend flame does not lie between the
pressures of the two extreme mixtures, but is amplified to nearly twice the amplitude of the maximum
pressure in the methane-air mixture. This is indicative of a more effective amplification of the flame
surface area in the fuel blend than the flame amplification process in either constituent mixture.

2.2. Flame surface area amplification in hydrogen-air mixtures

When scaling the flame propagation velocity and pressures, the smaller flame surface area enhance-
ment of hydrogen flame when compared to the methane and equimolar hydrogen-methane flames
becomes apparent. Hydrogen-air, whose flame time is much smaller than the other mixtures as seen
in Table 1, is able to consume flame folds more rapidly. This leads to lower surface areas because
smaller folds are consumed quicker than they can be produced. The increase in surface area is thus
mainly due to the deformation of the larger scales of the flame surface. In the other mixtures, an
efficient folding of flame surface at small scales also contributes to their larger surface areas, as the
consumption of these folds is unable to keep pace with their growth. This is visible in figure 2 when
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Fig. 9. Scaled Pressure as a function of time, taken near the ignition plane

considering differences in surface areas between the three flames at a given scaled time. Alternatively,
one can compare the last frames of each image sequence to recognize that by the time it reaches the
end of the field of view, the hydrogen flame has more effectively consumed the smaller features on
the flames surface. However, the hydrogen flame retains the same macroscopic shape of the flame
front which is shared amongst all three mixtures, simply lacking the smaller scale corrugation of the
flame front seen in the other two mixtures. This results in both the slower acceleration of the flame
and the lower pressures generated once normalizing the differences in flame chemistry.
An explanation for this smaller surface area is evident by comparing the flame time with the flame-
generated flow time. Taking the flame Damköhler number as

Da =
tv
t f

=

Hobs
Ve
L f
SL

, (8)

in which t f is the flame time and tv is the flow time taken for a vortex whose outer diameter is the
size of the obstacle height Hobs and rotates with a tangential speed equal to the flow speed passing
through the vena contracta, Ve. A representative measure of Ve is obtained by measuring the peak
flame tip velocity from Figure 4. The speed calculated using (2) considers a laminar flame, which
does account for the significant deformation through flame wrinkling during the initial propagation
stage and the Rayleigh-Taylor mechanism leading up to the obstacle. The Damköhler number of the
hydrogen flame is greater than unity whereas the other mixtures have sub-unity Damköhler numbers.
In the context of turbulent combustion, this would result in different combustion regimes, and would
in turn lead to smaller increases of ST/SL ∝ AT/AL in the hydrogen flame than the other two flames.

2.3. Flame surface amplification in the equimolar blend flame

Although the limitation of surface area growth resulting from the rapid consumption of small-scale
flame folds can reasonably explain the differences between the flame propagation in the hydrogen-air
mixture and the other two mixtures, this timescale argument is unable to explain the greater pressures
and speeds measured in the equimolar blend-air experiments when compared to the methane-air ex-
periments. Removing the dependence of the measured pressures on the flame chemistry, as done in
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Figure 9, the equimolar flame is still shown to generate greater surface areas than the methane flame.
The Damköhler number of the methane-air flame and the equimolar blend are comparable, as is the
intensity of the turbulence in the flow driven by the flame measured at the integral scale.
A simple explanation for the smaller surface area of the methane-air flame relative to the equimo-
lar blend-air flame can be inferred from previous works studying the response of methane-air and
hydrogen-air flames to turbulence. When exposed to a turbulent field, the burning velocity of methane-
air flames is shown to increase with increasing turbulence intensities until a maximum is reached,
following which the burning velocity decreases with a further increase of the turbulence intensity
(Shy et al., 2000). In contrast, hydrogen-air flames do not manifest this inflection of the burning
velocity increase. Rather, the burning velocity monotonically increases over a similar range of tur-
bulence intensities (Kitagawa et al., 2008). This is also seen in the relationship between the burning
velocity and turbulence intensity in Abdel-Gayed et al. (1987), which separates conditions where the
turbulent burning velocity monotonically increases with increasing turbulence intensities and those
which exhibit an inflection point. One can thus deduce that despite the methane-air and equimolar
blend-air flame sharing similar turbulence intensities at the integral scale, the presence of hydrogen
in the latter shifts the inflection point towards higher turbulence intensities. This, in turn, results in
a more efficient amplification of the flame surface area due to smaller amounts of local quenching
of the flame surface. In the framework of the thermal quenching of mixed pockets model proposed
by Dorofeev (2007), the range of scales which are quenched by turbulence is smaller in the blend
than in the methane mixture due to the change in mixture properties, resulting in a more efficient
turbulence-induced enhancement of the flame surface area.

Table 2. Measure of the turbulence parameters

Property 2H2 + O2 + 3.76N2 CH4 + H2 + 2.5O2 + 9.4N2 CH4 + 2O2 + 7.52N2

Flow Speed Ve [m/s] 275 140 80
Vortex Time tv [ms] 0.19 0.36 0.64
Damköhler Number 1.3 0.5 0.4
Turbulence Intensity Ve/SL 120 260 240

3. Conclusions
A simple experiment was presented which allows the characterization of differences between flames
propagating through stoichiometric mixtures of hydrogen, methane, and an equimolar hydrogen-
methane blend. The initial growth and propagation of the flame is well captured by a simple control
volume model. When faced with a bluff body obstacle, the flow generated by the flame results in the
formation of a vortex downstream, which is shown to scale with the speed of the flow driven by the
flame. This flow scales with the laminar burning velocity, whereas the time elapsed between the vor-
tex growth and the flame entrainment into the vortex is inversely proportional to the burning velocity.
As a result, vortices of comparable sizes entrain the flame for a given distance separating the ignition
plane and the obstacle.
When normalized by the model predictions, differences in the response of the flame to pressure gra-
dients and turbulence becomes apparent. That hydrogen-air flames propagate faster than methane-air
flames is simply due to their higher burning velocity. After correcting for differences in chemistry,
the greater effectiveness of the flame surface area enhancement during the propagation of methane
flames becomes apparent, which is also clearly visible in experimental photographs. An equimolar
blend of hydrogen and methane is seen to follow the more effective flame folding pathway found in
methane-air flames rather than the less effective pathway of hydrogen-air flames.
When correcting for the different burning rates, the effect of this different surface area enhancement
on the normalized pressure generated by the flame becomes even more pronounced, leading to an
interesting case where the equimolar methane-hydrogen blend generates greater pressures than either
pure fuel. At one extreme, methane-air flames, with their very long flame times, are strongly affected
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by the turbulence in the flow as growth rate of the surface area is faster than the consumption rate of
the flame folds. However, the flame is subjected to a sufficiently strong turbulence intensity to locally
quench the smallest features of the flame. This results in a diminishment of the reactive surface area
of the flame, despite its overall enhancement by turbulence. At the other extreme, the small flame
time associated with hydrogen flames results in the consumption of small-scale flame features at a
faster rate than they can form, limiting the overall surface area. However, the flame surface area is not
locally quenched by the turbulence in the flame-driven flow, resulting in a more efficient enhancement
of the surface area by smaller amounts of turbulence. Between these two extremes lies the equimolar
methane-hydrogen fuel blend, which generates similar turbulence intensities as the methane-air flame,
however the turbulence in the flow is less capable of locally quenching the flame in similar manner as
the hydrogen-air flame. The flame propagating in the blend thus takes the best features of the turbulent
enhancement from both its constituent fuels, resulting in a greater overall surface area enhancement
than either of its constituent fuels.
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Abstract 

Understanding the behavior of subsonic, sonic, and supersonic methane jet flames is crucial for safety 

engineering, especially in the gas industry. Knowledge and assessment of jet flame dynamics, 

particularly regarding stability and blow-out in various incident scenarios, can equip engineers with 

engineering solutions on prevention and mitigation. A Computational Fluid Dynamics model was 

developed and applied to reproduce the experimentally determined critical diameter and flame 

stability limits for methane non-premixed flames. The critical diameter denotes the minimum nozzle 

diameter size at which a flame remains stable at all driving pressures. Sustained flames exist for 

diameters equal to or larger than the critical diameter while diameters less than critical exhibit two 

pressure limits for sustained flames. At lower pressures, the flame is initially attached, but as pressure 

increases, it becomes lifted, leading to blow-out. Then, with significant increase of the storage 

pressure above the upper pressure limit, the sustained flame restabilizes. The blow-out zone spans the 

pressure range between the lower and upper pressure limits, shaping the stability curve of the flame. 

Blow-out and stable flame behavior in the region of the key points defining a flame stability curve 

are simulated here and compared to experiments, specifically the critical diameter and the two limits 

(points to the furthest left side of the curve). The realizable k-𝜀 turbulence model, along with the Eddy 

Dissipation Concept for combustion and Discrete Ordinates model for radiation were employed. The 

critical diameter was predicted as 42 mm which aligns with that measured experimentally by 

McCaffrey and Evans (1988). The limits of the stability curve are predicted here numerically for the 

first time. The numerically predicted stability curve is in close agreement with the experimental study 

(McCaffrey and Evans, 1988). The validated model is shown to accurately predict methane flame 

behavior.  

Keywords: methane, flame stability, blow-out, lift-off, critical diameter 

 Introduction 

Understanding and evaluation of flame behavior, particularly concerning the stability of sustained 

flames or the potential for flame blow-out in different operating conditions can be applied by 

engineers, to reduce the risk of substantial industrial catastrophes (Zhu et al., 2017). For example, A 

genuine concern for the blow-out phenomenon can arise during flaring activities (Palacios and 

Bradley, 2017). 

To explain flame stability and the blow-out mechanism several models were proposed which were 

reviewed in the previous work of the authors (Kazemi et al., 2024). According to the premixed flame 

propagation model proposed by Vanquickenborne and Van Tiggelen (1965), blow-out occurs when 

the flow velocity surpasses the turbulent burning velocity. In this model, the stabilization point of the 

flame base is defined as the distance from the burner exit where the turbulent burning velocity equals 

the mean gas velocity. For subsonic flows, as the flow velocity increases with driving pressure, the 

flame lifts from the burner, leading to blow-out with further pressure or velocity increments. 

However, at higher pressures with sonic and supersonic velocities, the flame can be restabilized, as 
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demonstrated by Annushkin and Sverdlov (1978). The stability limits of a flame, depicted based on 

nozzle diameter versus release pressure (or velocity), form a C-shaped curve with the critical diameter 

as the vertex. Flames from flows released at any pressure will be stable at diameters equal to or greater 

than the critical diameter. If gaseous fuel is released through diameters less than the critical diameter, 

a flame cannot be sustained within a specific pressure range. 

Several experimental studies have investigated flame stability for different fuels and nozzle 

geometries. In 1978, Annushkin and Sverdlov (1987) determined the stable flame region for 

hydrogen, methane, and propane and estimated the critical diameter for methane from a convergent 

nozzle as approximately 24 mm. A semi-empirical model was proposed to calculate lift-off and blow-

out velocity for propane, methane, and hydrogen non-premixed flames. In 1981, Kalghatgi (1981) 

developed a correlation for the blow-out velocity of subsonic jet flames, including methane, as a 

linear function of burner exit diameter. The results were extrapolated for scenarios where the flow at 

the burner exit is choked, and a critical diameter of 41.4 mm was estimated for methane jet flame. In 

1988, Birch et al. (1988) experimentally investigated natural gas flame stability vented vertically and 

estimated a critical diameter between 30 mm to 35 mm for a natural gas jet fire. In 1988, McCaffrey 

and Evans (1988) presented a stability map for methane jet flames vented vertically which was 

considered the basis for the numerical study presented here. They proposed a critical diameter of 

approximately 42 mm. In 2007, Lowesmith et al. (2007) reviewed hazards posed by offshore natural 

gas fires and estimated a critical diameter of 45 mm for a horizontally vented release, comparing it to 

Birch et al.'s (1988) vertical jet fire study. 

While some experiments have been conducted to comprehend the stability region of methane flames, 

no numerical studies have been done to create a predictive model for this matter which can be 

appliable to gaseous blends later. Recently, the authors (Kazemi et al., 2024) numerically investigated 

the critical diameter and flame stability of hydrogen. In their work a modelling approach was 

developed and applied to accurately reproduce the experimentally determined hydrogen flame 

stability curve. There is a trade-off between full resolution of the flame and computational expense. 

The previous work by Kazemi et al. (2024) present an engineering tool which is capable of accurately 

predicting flame behaviour of hydrogen with reasonable computational expense, whilst still 

accounting for the shock structure in under-expanded jets. The authors (Kazemi et al., 2024) highlight 

the importance of resolving concentration profile in the region of the maximum stoichiometric 

waistline point, where the flame base would be anchored. 

A validated model for methane not only offers valuable insights into flame behaviour, but also make 

the research applicable when the size of methane flame is of the order of tens of meters. This study 

aimed to validate a numerical model which is able to reproduce methane flame stability limits, critical 

diameter and flame characteristics accurately and efficiently. 

1. Problem description 

The experimental study that conducted by McCaffrey and Evans in 1988 is the basis of this numerical 

analysis. The experimental facility details were explained in the (McCaffrey and Evans, 1988). In 

fact, methane was released vertically through an orifice with diameter ranged from 1 mm to 102 mm. 

The experimental results were reported based on effective parameters which refers to the theoretical 

concept of isentropic expansion of the fuel. In other words, as methane was released from a high-

pressure storage, it expanded to atmospheric pressure outside the orifice. Therefore, with assumption 

of isentropic expansion, the actual orifice was replaced theoretically with a notional nozzle to simplify 

the expansion process. The following equations were applied to calculate the effective velocity by 

McCaffrey and Evans (1988): 
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where 𝑃0  and 𝑃∞  are the stagnation pressure upstream of the orifice and the ambient pressure, 

respectively. 𝛾 is the ratio of specific heats which is assumed as 1.3 for methane (McCaffrey and 

Evans, 1988), and the methane gas constant, �̅�, is equal to 518.3 J/kg/K. The upstream stagnation 

temperature, 𝑇0, is taken as 300 K in this study. 

Above equations are obtained using the approach of the notional nozzle (Molkov, 2012) based on the 

conservation of mass and energy, assumption of an isentropic expansion, uniform flow velocity 

through such notional nozzle and ideal gas behaviour. As the theoretical parameters (e.g. effective 

velocity) cannot be implemented as the boundary conditions in numerical approach, the 

aforementioned equations were employed here to obtain release pressure based on effective velocities 

reported in the original experimental study (McCaffrey and Evans, 1988). For example, effective 

velocity was reported approximately 545 m/s for a release through an orifice diameter of 45 mm. 

Employing equations 1 and 2, the release pressure was calculated as approximately 0.2 MPa. The 

same procedure was used to convert effective velocities to release pressures (gauge) for all data 

reported by McCaffrey and Evans (1988). The stability region for methane flames based on release 

pressure (gauge) and orifice diameter is demonstrated in Figure 2.  

2. Numerical approaches

For all, simulations, ANSYS Fluent version 23.1 was employed as the numerical tool to solve the 

governing equations. The computational approach involved a pressure-based solver, and the ideal gas 

law was applied to address compressibility. A coupled solver was utilized for pressure-velocity 

coupling. The discretisation of density, momentum, energy, and species transport equations employed 

a second-order upwind scheme. Temporal discretisation was achieved through a first-order implicit 

scheme. Pressure values at cell faces were interpolated using a second-order scheme. The 

gravitational body force was considered in the conservation of momentum. The turbulent kinetic 

energy (k) and dissipation rate equations (𝜀) were solved using the realizable k-𝜀 turbulence model 

(Shih et al., 1995). This model, known for its superior performance in predicting the spreading rate 

of axisymmetric jets (ANSYS Fluent Theory Guide, 2023) compared to other k-ε turbulence models, 

was applied. 

The eddy dissipation concept (EDC) approach was utilised to model combustion, incorporating the 

treatment of chemical reactions within turbulent flow (Magnussen, 1981). A chemical reaction 

involving five species was applied to represent the combustion of methane with air, resulting in 

carbon dioxide and water as the sole products of the combustion process. 

The inclusion of radiative heat transfer from the flame within the fluid phase was achieved through 

the implementation of the Discrete Ordinates (DO) Radiation Model. While this model incurs a higher 

computational cost compared to P-1 and Rosseland models, it is effective across a full range of optical 

thicknesses (ANSYS Fluent Theory Guide, 2023). This model accommodates both scattering and 
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emitting (Murthy and Mathur, 1998). It solves the transport equation for radiation intensity in each 

direction over a limited number of discrete solid angles. 

Full details on the governing equations, combustion model and turbulence model can be found in the 

author’s previous study (Kazemi et al., 2024). 

1.1. Computational domain and mesh 

The simulations of the methane flame stability relied on the geometric details obtained from the 

experimental investigation conducted by McCaffrey and Evans (1988), forming the foundation for 

the presented numerical study. The schematic of the experimental setup can be referenced in 

(McCaffrey, 1989). The simulated 3D geometry involved the passage of methane through a 2 m 

horizontal pipe with a diameter of 102 mm, followed by a bend leading to a 2 m vertical pipe with 

the same diameter. The methane was eventually released into the atmosphere through a sharp-edged 

orifice. Orifice diameters ranging from 10 to 51 mm were considered in predicting the methane flame 

stability map.  

The simulation 3D domain was represented by a cylinder with a diameter of 100 m and a length of 

200 m. This domain's size ensured that the positions of the outer boundaries had no impact on the 

flame. The intention was to simulate methane flames up to 20 m in length. In order to assess grid 

independence, three hexahedral grids were employed: "coarse," "medium," and "fine," comprising 

approximately 80k, 400k, and 1M control volumes (CVs), respectively. The orifice was resolved by 

8, 16, and 22 CVs along the diameter, with a relatively course grid towards the boundaries of the 

domain. The information regarding the grid is presented in Table 1. A growth rate of 1.1 was taken 

both along the axis and in the radial direction. For illustration, the computational domain and a 

cropped cross-section near the orifice area are depicted in Figure 1a and Figure 1b, respectively, for 

a medium grid with an orifice diameter of 45 mm. This approach was consistently applied across all 

scenarios, with the grid scaled as required. The purpose of this study is to validate an engineering tool 

which can predict flame stability. The cold flow velocity and concentration along the axis, were 

previously identified as the effective parameters in flame stability behavior (Kazemi et al., 2024). 

Thus, these parameterswere monitored using three different grids. The results for both parameters on 

the medium and fine grids overlapped, confirming that grid convergence was achieved. Therefore, 

the medium grid was utilized in this study.  

Table 1. Flame behavior for simulated releases through 15 mm and 30 mm diameter nozzles. 

Mesh size Total number of cells Number of cells along the orifice diameter 

Coarse 80k 8 

Medium  400k 16 

Fine  1M 22 
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Fig. 1. a) 3D computational domain; b) 2D centreline cropped cross section. 

 

The boundary condition for the methane inlet was set as a pressure inlet, positioned 2 m vertically 

and 2 m horizontally downstream of the orifice exit (refer to Figure 1b). This location corresponds to 

where the experimental mass flow rate was measured, crucial for calculating the methane pressure. 

At the methane inlet, conditions were defined with a methane temperature and mass fraction of 300 

K and 1, respectively. The outer boundaries of the computational domain were assigned pressure inlet 

and outlet boundaries. Inlet values for temperature, gauge pressure, and oxygen mass fraction were 

specified as 300 K, 0.1 MPa, and 0.23, respectively. The nitrogen mass fraction was set at 0.77 in 

Fluent. All solid wall boundaries adhered to a no-slip condition. 

For computational efficiency, the initial simulation focused on a steady-state solution for the 

unignited release. Once the unignited jet was established, the transient solution, combustion, and 

radiation models were activated. The turbulence model and constants remained consistent between 

steady-state and unsteady solutions.  

To initiate ignition of the methane-air mixture, a static temperature of 2200 K was applied within a 

cubed region with dimensions in the range of x: 1 to 2 m, y: -0.2 to 0.2 m, and z: -0.2 to 0.2 m for 4 

ms. The ignition source was activated until the generation of carbon dioxide and water appeared in 

the domain, confirming that combustion was occurring. Subsequently, it was deactivated, allowing 

the flame to propagate and form. The impact of ignition position was previously investigated by the 

authors, and it was found where it is positioned upstream of the maximum stoichiometric waistline 

position then it does not impact flame stability, when downstream flames which may otherwise be 

stable can blowout. It should be noted that the lift-off height for the flames considered is for example 

of the order of 2mm in the scenario of a release through43 mm nozzle diameter at 0.2 MPa. Thus, the 

ignition source was positioned upstream of the maximum stoichiometric waistline point, where the 

flame base would be anchored (Wu et al., 2006, Yamamoto et al., 2017). The maximum waistline of 
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the stoichiometric methane concentration is approximately 9.5% by volume in air which is calculated 

as following: 

The stoichiometric combustion of methane-air considering air as a simple mixture of oxygen and 

nitrogen is: 

𝐶𝐻4 + 2𝑂2 + 7.52𝑁2 → 𝐶𝑂2 + 2𝐻2𝑂 + 7.52𝑁2 

The stochiometric concentration of methane in air (assuming 21% of oxygen and 79% of nitrogen) is 

9.5% by volume (1/ (1+2+7.52) = 0.095) with air content of 90.5%.  

3. Results and discussion 

In order to reproduce the methane flame stability curve numerically, the first step was to reproduce 

critical diameter that is the minimum diameter size through which flame would be stable regardless 

of release pressure. Then, several scenarios were simulated in order to reproduce methane flame 

stability upper and lower curves. 

2.1. Methane critical diameter 

To obtained methane critical diameter, 7 scenarios were simulated all at pressure 0.2 MPa, with 

different orifice diameter of 40, 41, 41.5, 42, 42.5, 43, and 45 mm. The minimum diameter that 

resulted in a sustained flame is introduced as the critical diameter. As shown in Figure 2, a sustained 

flame depicted for a release through 43 mm orifice diameter at 0.2 MPa. The same behaviour was 

observed for releases through 42.5- and 45-mm orifice diameters. For the release through 42 mm 

orifice diameter at 0.2 MPa flame instability was captured in initial stages, but ultimately it became 

stabilised and resulted in a sustained flame. On the other hand, for the releases through 40, 41, 41.5 

mm flame blow-out was observed. Figure 2 also shows the flame blow-out through 41 mm orifice 

diameter at 0.2 MPa. Therefore, 42 mm diameter is introduced as the methane critical diameter here 

which is in lines with what predicted in the McCaffrey and Evans (1988) experimental work. 
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Fig. 2. Sustained flame (a) versus blow-out (b) for 0.2 MPa driving pressure: a) Temperature (43 

mm orifice); b) Temperature (41 mm orifice); Note: a cropped computational domain is shown. 

  

2.2. Methane flame stability  

In this stage two orifice diameters were selected 15- and 30-mm. For the lower limit 15- and 30-mm 

orifice diameters, a release pressure starting from 0.01 MPa was increased in steps of 0.05 MPa until 

flame blow-out occurred. For the upper limit, for 15- and 30-mm orifice diameters, the release 

pressure was increased from 16 MPa and 1 MPa, respectively, in steps of 1 MPa until a sustained 

flame was observed. Table 1 represents all scenarios that resulted in determining the blow-out limits. 

Moreover, Figure 3 shows all simulated scenarios on a graph that compares simulation results with 

the experimental data. It should be noted, the lower curve in Figure 3 has been fitted to the blow-out 

data gained in the experiments, and the upper curve is McCaffrey’s extrapolation (McCaffrey and 

Evans, 1988). As the approach for extrapolation was not explained clearly in their work, the upper 

curve was digitized. The experimental data for the lower curve and obtained data from digitizing for 

the upper curve were converted to release pressure using Eq. (1) and Eq. (2). Therefore, Figure 3 

illustrates the stability of the methane flame with respect to variations in diameter and release pressure 

(gauge), enabling comparison with the stability graph for hydrogen flame in our previous work 

(Kazemi et al., 2024). 
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Table 21. Flame behavior for simulated releases through 15 mm and 30 mm diameter nozzles. 

Orifice diameter 

(mm) 

Release pressure 

(MPa) 
Simulated flame status 

15 0.01 Sustained flame 

15 0.05 Blow-out 

15 20 Sustained flame 

15 19 Blow-out 

30 4 Sustained flame 

30 3 Blow-out 

30 0.05 Sustained flame 

30 0.1 Blow-out 

 

 

 

Fig.3. Methane flame stability limits (simulation results versus experiments) 
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4. Conclusions

This work demonstrates originality through the numerical prediction of methane flame stability limits, 

based on validating the model for the methane critical diameter. The validated modelling method was 

successfully able to predict blow-out and sustained methane flames. A critical diameter of 42 mm 

predicted using CFD, aligns with experimental findings for vertical releases. Flame stability curve 

have been predicted for the first time using CFD and are in a close agreement with experiments. 

The significance of this study lies in its ability to assist fire safety engineers in predicting methane 

flame behaviour under various operating conditions. Knowing the diameters and pressures at which 

blow-out or sustained flames are likely to occur informs design choices and emergency response 

strategies. The validated engineering model offers a means to predict critical diameter and flame 

stability limits of hydrogen-methane blends. 

The rigor of this work is highlighted by the validation of a CFD model, given the scarcity of 

experimental data in this field. The model accurately predicted a 42 mm critical diameter for methane 

and was able to reproduce the methane flame stability limits, consistent with experimental results.  
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Abstract 

Developing new energies leads to installing energy production and storage systems (batteries, fuel 

cells, electrolysers, etc.) in containers. It is important to note that some systems have the potential to 

release and accumulate flammable gases, which can create a risk of a confined explosion. To address 

this risk, a specific research program is focused on studying the explosion protection of containerised 

applications using safety vents. The program aims to optimise the explosion discharge surfaces based 

on the specific scenario for the formation of an explosive atmosphere.  

In practice, the safety studies carried out on this type of equipment show that few applications have 

specific vent panels to discharge the explosion overpressure outside to maintain the internal pressure 

at a level compatible with the mechanical strength of the container. However, in most cases, these 

containers are modified to accommodate fireproof access doors and ventilation grilles to ensure 

natural and forced air intake. 

This paper aims to present the experimental study of the ability of ventilation grilles and access doors 

to act as explosion vent surfaces.  

Two types of equipment were tested:  

- Square ventilation grilles measuring 0.8 x 0.8 m2;  

- fireproof doors (2 m high and 0.83 m wide).  

All the equipment was tested at explosion overpressures of 100 and 200 mbar. 

Keywords: gas explosion, protection, ventilation grille, fireproof door 

Introduction 

Developing new energies leads to the implementation of energy production and storage systems such 

as batteries, fuel cells, electrolysers, and other methanation processes.  

These systems are designed to be modular in both use and installation. This is one of the reasons why 

they are generally installed in ISO containers, making them easy to transport and deploy. However, 

when processes using flammable gases such as hydrogen or methane are installed in containers, a 

potentially dangerous flammable cloud is formed in the event of a leak, and there is a risk of explosion 

in the event of ignition.  

In general, these installations should be protected using:  

- detection and ventilation systems to limit the quantity of flammable gas in the container and 

to maintain the concentration of the flammable cloud at levels close to the lower explosive 

limit,  

- ATEX-certified equipment to limit the risk of ignition.  
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These strategies are appropriate for limiting the risk of explosion for routine leaks on the installation. 

However, these two device types would have only a limited effect in the event of significant leaks. In 

such cases, fragile walls (vent panels) are required to evacuate the excess hot burnt gases produced 

by the flame to maintain the pressure in the container at a level compatible with its mechanical 

strength. Recent work by Lecocq et al. (2024) shows that the mechanical strength of the container is 

around 500 mbar at 1 bar and that the strength of the doors is around 450 mbar.  

A specific research programme (Skjold, 2019) has been conducted to study the explosion protection 

of containerised hydrogen applications using safety vents to address this risk. The programme aimed 

to optimise the explosion discharge surfaces according to the specific scenario for forming an 

explosive atmosphere. The vents used were certified vents with an opening pressure of 100 mbar. 

The discharge areas studied ranged from 2 to 8 m2. Numerous experimental configurations were 

investigated for different ignition source positions (homogeneous and stratified mixtures, at rest, 

turbulent, with and without obstacles). This research project has highlighted the effectiveness and the 

need for this type of protection to maintain the mechanical integrity of installations. There are several 

models for dimensioning these vent surfaces, such as the standards (EN 14994, NFPA68) or specific 

models such as those of Molkov et al. (2015), Bauwens et al. (2011), Sinha et al. (2019) or Shen et 

al. (2022).  

In practice, however, safety studies on this type of equipment show that few applications have 

certified vent panels specifically dedicated to explosion protection. Instead, in most cases, these 

containers are modified to accommodate firewall-type access doors and ventilation grilles to ensure 

natural and forced air entry. 

This work aims to investigate experimentally the overpressure relief capability of ventilation grilles 

and access doors to act as explosion vent surfaces.  

There is little work on studying the capacity for explosion overpressure relief by devices not explicitly 

dedicated to this purpose. Among these studies, we can cite the work of Chmielewski et al. (2021). 

The authors analysed several accidents in apartment blocks and highlighted the capacity of doors, 

windows and roof elements to discharge explosion overpressure. The work also highlights the 

importance of the resistance of the materials and construction solutions used in the building. The 

work clearly shows that the more resistant the construction element, the greater the damage.  

In this presented experimental works, two types of equipment were tested:  

- Square ventilation grilles measuring 0.8 x 0.8 m2;  

- 2 m high and 0.83 m wide external and 120 min fire doors.  

All the equipment was tested at explosion overpressures of 100 and 200 mbar. These overpressure 

levels are lower than the mechanical explosion resistance overpressure of the containers (Lecocq et 

al., 2024). 

The tests were carried out in a 37 m3 explosion chamber at Ineris and compared to reference tests 

with a identical explosion discharge surface just covered by a plastic sheet. 
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1. Presentation of the equipment tested and the experimental setup  

This chapter presents :  

- the main characteristics of the equipment tested (dimensions, mass, construction) ; 

- the main characteristics of the experimental setup 

 

1.1. Tested devices 

Figure 1 shows a picture of the 0.8 x 0.8 m2 grille. The total mass of the grille is 12.7 kg. It is made 

up of 10 fixed fins that are held in place on a metal frame by slots provided for this purpose. The 10 

fins provide 9 air circulation spaces, each 0.76 m long and 0.065 m wide. The cross-section of a fin 

has the same dimensions as the airflow space. The mass of a fin is 0.85 kg. The thickness of the fin 

is 1.5 mm. The fins are spot-welded to a 1 mm thick metal mesh. The mesh size is 0.0013 m. The 

mass of the mesh is 450 g. 

 

Fig 1. 0.8 x 0.8 m2 grille 

Two 2h fire doors were explosion tested (Figure 2). The opening surface of the doors is 2 m high and 

0.83 cm wide. The door leaf is mounted on a frame by 3 hinges. The door is held in the closed position 

by a closing bolt and a locking bolt. The fire door leaf weighs 52.8 kg. 

 

Fig 2. Fire doors 

 

 

Fins Fin retaining 

clips 

Grille 
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1.2. Experimental set-up 

The experimental set-up consists of a 37.5 m3 explosion chamber (length: 6 m, width: 2.5 m, height: 

2.5 m) designed and built at Ineris (Figure 3). Its estimated mechanical strength is in the order of 

2 bar. This explosion chamber is fitted with a transparent face, enabling visualising internal 

phenomena. 

 

Fig 3. 37.5 m3 explosion chamber 

Gas is injected into the explosion chamber from the 5 m3 tank. The gas injection pressure is around 5 

bar. The gas is injected through a circular orifice 20 mm in diameter. The leak rate is around 25 g/s. 

Three gas analysers are located in the explosion chamber to monitor the homogeneity of the 

flammable mixture.  

The instrumentation (Figure 4) consists of :  

- 2 internal pressure sensors (Kistler 0-2 bar piezoresistive sensor) ;  

- 1 external pressure sensor embedded in lenticular support placed in front of the elements 

tested (Kistler 0-2 bar piezoresistive sensor); 

- 1 high-speed camera (Phantom MIRO) to visualise the explosion and the opening of grilles 

and doors. 

A 60 J pyrotechnic bead is used for ignition.  

 

Fig 4. Instrumentation - Top view 

Transparent wall

Vent
panel
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Overpressure was created by the explosion of a hydrogen-air cloud obstructed by 2 metal modules 

(H: 1.5 m, L: 1.5 m, W: 1 m) accommodating 18 tubes 1 m long and 10 cm in diameter (Figure 5). 

 

Fig 5. Internal obstruction 

2. Test results 

Two experimental reference configurations were carried out for each element tested, leaving the space 

in which the element under test was housed free. A plastic sheet stapled to wooden battens obstructed 

this free space to keep the gas injected before ignition. The overpressure loads created are of the order 

of 100 and 200 mbar, typical overpressure levels for safety vents used in industry. Once these 

experimental reference conditions had been obtained, they were reproduced for each element tested. 

2.1. 0.8 m x 0.8 m2 ventilation grille 

For a surface area of 0.8 x 0.8 m2 covered with a plastic sheet, an overpressure of 100 mbar is 

obtained for a flammable hydrogen-air cloud at 11.5%. An overpressure of 200 mbar is obtained for 

a flammable hydrogen-air cloud at 12.5%. Since the ventilation grille can be considered open to the 

injection of hydrogen, a plastic sheet stapled to the wooden battens covers the grille to keep the 

injected gas in the explosion chamber (Figure 6). 

 

Fig 6. Plastic sheet covering the grille 

Distribution of obstacles  

Installation of obstacles in explosion chamber 
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Figure 7 shows the reference signals obtained with a plastic sheet and the overpressure signals 

obtained with the ventilation grille at the two reference levels, 100 and 200 mbar. 

 

Fig 7. Comparison of reference signals obtained with a plastic sheet and overpressure signals obtained with 

the ventilation grille - a - internal overpressure (100 mbar references), b - internal overpressure (200 mbar 

references), c - external overpressure (200 mbar references) 

Firstly, it can be seen that the internal overpressure signals include 2 overpressure peaks. The first 

peak, indicated by P1 on the graph in Figure 7, corresponds to the tearing of the plastic sheet at a 

pressure of around 10 mbar. The second peak, P2, corresponds to the maximum explosion 

overpressure in the 37 m3 chamber. Figure 7.a is of the order of 100 mbar for the reference 

configuration and 250 mbar for the configuration with the grille. In Figure 7.b, it is of the order of 

200 mbar for the reference configuration and 350 mbar for the configuration with the grille. 

Therefore, the presence of the grille leads to a pressure increase of 150 mbar under the same 

conditions of concentration and ignition.  

Figure 8 shows a sequence of images obtained by fast video of the grille opening. After the plastic 

sheet has been torn off, plastic deformation of the grille fins can be seen before they leave the grille 

and are projected. The maximum projection distance is around fifty metres. 

Analysis of the internal pressure signal and the fast video shows that:  

- for the 100 bar test, the grille opened at 740 ms, corresponding to an overpressure of around 

245 mbar,  

- for the 200 mbar test, the grille opens at 515 ms, corresponding to an overpressure of around 

270 mbar. 

No comparison of external overpressures is given for the test at the reference pressure of 100 mbar 

because the external pressure sensor had not been installed for this experimental configuration. 
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Fig 8. Sequence of images obtained by fast video of the grille opening for the 100 mbar test 

For the 200 mbar test (Figure 7.c), it can be seen that the external pressure levels for the configuration 

without a grille and with a grille are of the same order of magnitude, around 20 mbar at 2 m from the 

explosion discharge surface. However, a second overpressure peak can be seen in the configuration 

with a grille, which is not present without a grille (blue curve). Analysis of the fast video shows that 

this peak is linked to the opening and projection of the grille fins. The presence of these two peaks 

can be interpreted by the fact that after the plastic sheet is torn off, the flammable mixture is expelled 
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through the air circulation spaces in the grille. When the flame reaches the grille, it ignites this 

external cloud, causing a secondary explosion. Then, as the pressure continues to rise in the explosion 

chamber, the fins deform and (Figure 8) completely obstruct the surface, preventing the release of the 

explosion overpressure. The fins are then thrown open, opening up a large part of the surface. This 

sudden opening causes the second pressure peak, as shown in the yellow curve in the graph in Figure 

7.c. 

Figure 9 shows images of the deformation of the grille frame holding the fins and the deformation 

and projection of the fins. 

   

 

Fig 9. Images of the deformation of the grille frame holding the blades, the deformation and projection of 

the blades - Grille 0.8 x 0.8 m2 at 100 mbar 

 

2.2. Fire doors 

The 2h fire doors (Figure 2) were tested at an overpressure of around 100 mbar and 230 mbar. As 

with the ventilation grille tests, the reference configurations were created by covering the free space 

of the door with a sheet of plastic stapled to wooden battens. This allows the flammable mixture to 

be contained in the explosion chamber as it is injected before ignition. The reference overpressure of 

100 mbar is obtained for a 14% hydrogen-air flammable cloud. The reference overpressure of 230 

mbar is obtained for a 16% hydrogen-air flammable cloud. 
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It was found that the door opened without detaching or projecting for all the doors tested and for all 

the overpressure stresses. An illustration of the door opening dynamics is shown in Figure 10 for the 

2h fire  door at an overpressure of 230 mbar. 

 

Fig 10. Illustration of door opening dynamics for 230 mbar overpressure 

Figure 11 compares internal and external overpressures for the reference configuration at 100 mbar 

for a locked fire door and at 230 mbar for a door held in the closed position solely by its closing bolt. 
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Fig 11. Comparison of internal and external explosion overpressures for the reference configuration at 100 

mbar for a locked fire door (a and b) and at 230 mbar for a door held in the closed position solely by its 

closing bolt (c and d). 

 

About the internal overpressure, it can be seen that the plastic sheet for the reference configurations 

opens at an overpressure of around 25 mbar. For the tests with the fire doors, it was found that they 

opened at an overpressure of around 60 mbar, resulting in a discharge of the explosion (drop in 

overpressure after peak P1). This also reflects that locking the door does not alter its opening pressure. 

As the combustion of the flammable cloud is incomplete, the explosion chamber is repressurised. The 

final overpressure loads and pressure rise dynamics are identical for the two overpressure loads, 

reaching the P2 peak at 100 bar and 230 mbar, the reference overpressure levels. The tests show that 

the doors open early enough to release the explosion overpressure and limit the overpressure to levels 

comparable to the reference load.  

A secondary explosion was observed in each test. For the 100 mbar test, the maximum overpressure 

obtained with the plastic sheet is 45 mbar, whereas only 12 mbar with the door. The presence of the 

doors seems to have a favourable effect on the secondary explosion overpressures. This could be 

explained by the fact that, as the doors open more slowly than the plastic sheeting, the flammable 

outer cloud formed is not a fully developed vortex but a more spread-out cloud of different sizes, 

significantly modifying the effects of the secondary explosion.  

On the other hand, for the 230 mbar test, the external overpressure effects of the secondary explosion 

are identical, with an identical pressure rise rate. This shows that the combustion dynamics are similar 

from one test to the next. It appears that the dynamics of the formation of the external cloud, which 

determines the effects of the explosion, are similar when the plastic sheet and the door are opened. 
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This experimental configuration was the first to be tested. A plastic sheet was placed upstream of the 

door inside the explosion chamber. When the door opened under the effect of the internal pressure, 

the presence of the sheet significantly modified the flow of gases through the progressive opening of 

the door (Figure 12). 

 

Fig 12. Opening the door with a plastic sheet inside the explosion chamber 

Analysis of the mechanical deformations of the door for all the tests shows that the closing and 

locking bolts condition the opening overpressure. When the internal pressure mechanically stresses 

the door, the door leaf and frame deform, allowing the latch bolts to move out of their housings. 

Figure 13 shows the characteristic deformation of the closing and locking bolts after a test. 

 

Fig 13. Characteristic deformation of the closing and locking bolts after a test 

 

3. Conclusions 

Safety studies carried out on containerised energy installations show that they rarely have blow-out 

walls designed to relieve excess pressure in the event of an internal explosion of a flammable cloud. 

However, these applications are equipped with ventilation grilles and access doors.  

This work experimentally studied the ability of ventilation grilles and access doors to act as explosion-

relief surfaces. To this end, a specific experimental campaign was set up in the 37 m3 explosion 

chamber at Ineris to test ventilation grilles and 2-hour fire doors at 100 and 200 mbar overpressure 

stresses.  

The tests showed that the ventilation grilles discharged the explosion in two stages. Given that they 

have a passage cross-section in the first stage, the grilles allow the flammable mixture to pass through, 

Locking 

bolt 

Closing 
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which is expelled from the explosion chamber by increased internal pressure. The expelled cloud 

ignites when the flame reaches the grille, creating a secondary explosion. Next, the fins deform and 

significantly reduce the cross-sectional area, preventing the gases from being expelled to the outside. 

At this point, the grille can be seen as a closed surface until the opening pressure of the fins is reached. 

The pressure increase between the reference configuration without a grille and the configuration with 

a grille is of the order of 150 mbar. The cross-analysis of the internal pressure and the fast video 

shows that the opening overpressure of the grilles tested is of the order of 250 to 280 mbar. The fins 

are projected to be around 50 m. This opening causes a pressure wave to be emitted to the outside 

with greater intensity than the secondary explosion.  

The fire doors tested were found to have an opening pressure of around 60 mbar. The opening pressure 

seems to be determined by the closing system. Under the test conditions proposed in this study, the 

doors appear as effective as a plastic sheet in relieving explosion overpressure. The tests seem to 

show a beneficial effect of the presence of the door on the overpressure effects induced by the 

secondary explosion. This is because the progressive opening of the door modifies how the gas is 

expelled outside the explosion chamber, compared with the tearing away of the plastic sheeting, 

which allows a fully developed vortex to form.  
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Abstract 

The standard 1 m
3
 vessel is an apparatus recommended for assessing dust explosion indices by ISO, 

European and American standards. However, the definition of the vessel construction provided in 

the Standards leaves some room for design variation. This variability may lead to significantly 

different results obtained in vessels constructed in different laboratories, even when all meet the 

requirements of the standards. One of the key parameters that should be controlled in the tests is 

turbulence. Several authors reported measurements of turbulence in the 1 m
3
 vessel. However, all of 

those results were obtained for pure air dispersed by the dust dispersion system. This work is a 

continuation of the previous research (Dyduch, 2024), and presents measurements of turbulence 

generated by dust-air dispersion in the 1 m
3
 explosion vessel. Tests for several nominal dust 

concentrations of three additional dusts – Barbara Coal d100, Wood Dust and Aluminium Dust – 

were performed to supplement results obtained previously. For the turbulence measurement, the Bi-

Directional Velocity Probe developed by McCaffrey and Heskestad (McCaffrey B.J., 1976) was 

used. The construction of the probe was modified to improve its performance in dusty conditions. 

The root-mean-square of instantaneous velocity u′rms was calculated to characterized turbulence 

intensity. The results, together with those obtained previously, were analysed in search of dust 

properties that significantly influence turbulence generated by dust-air dispersion process. 

Keywords: dust explosion, test methods, turbulence measurement, Bi-Directional Velocity Probe 

Introduction 

Maximum explosion pressure pmax and maximum rate of pressure rise (dp/dt)max are the most 

important explosion severity parameters used in safety processes during the assessment of dust 

explosion hazards. They are mainly used to properly design dust handling devices and apply 

explosion protection methods to ensure the safety of workers and property. Because the values of 

explosion parameters depend not only on the properties of the dust material tested but also on the 

method used for their assessment, standard methodology was developed to ensure repeatable 

assessment (ISO6184/1, 1985; EN14034+A1, 2011; ASTM-E-1226, 2012). In these procedures, a 

dust/air mixture is formed and ignited in a closed explosion vessel, and the pressure induced by 

combustion is recorded. As fast inflow is used to disperse dust, the dust/air forms turbulent flow 

inside the vessel. In the context of combustion, the most important property of the flow is the forced 

mixing of hot products and fresh fuel. As pointed out by (Shelkin, 1943), for turbulent mixtures of 

high intensity, the rate of combustion is controlled by the flow intensity. During the dust testing, 

turbulence is controlled by setting an appropriate delay between dispersion and ignition called 

ignition delay time (tv). As different technical solutions can be used in the design of the dispersion 

system in the 1 m
3
 explosion vessel turbulence at the moment of ignition is specific for each system 

and determines conditions at that moment. An actual performance of particular explosion vessel can 

be verified by tests of dusts of well determined explosive properties. The most widely used are 

Niacin, Lycopodium and Cornstarch dusts. The dominant effect of initial turbulence on dust 
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explosion was identified by (Zhen&Leuckel, 1994). In their tests the measurements were performed 

in a 1 m
3
 vessel equipped with two pneumatic dispersion systems and hemispherical dispersion 

nozzle used as a dispersion nozzle. Dust containers of 5.4 L were pressurized to 15 bar. The 

maximum rate of pressure rise for Cornstarch was measured for different ignition delay times. The 

corresponding turbulence intensity, characterized by root-mean-square velocity (urms), ranged from 

11.4 to 0.2 m/s. The maximum and minimum values of (dp/dt)max were over 250 bar/s for the 

shortest ignition delay time and below 80 bar/s for the longest. Extensive measurements in their 

1 m
3
 vessel equipped with one semi-circular perforated tube connected to a 5 L dust container were 

reported by (Proust, Accorsi and Dupont, 2007). The ignition delay time was set to 600 ms and the 

ignition took place when the turbulence level (urms) was 2 m/s. (Addo et al., 2019) reported tests in 

a 1 m
3
 explosion vessel for Niacin, Lycopodium and Polyethylene. Measurements were performed 

with various ignition delay times. The measured values of (dp/dt)max agreed with the literature data 

for ignition delay time set to 550 ms and 600 ms for Niacin and Lycopodium, respectively. (Hauert 

and Vogl, 1995) reported measurements of horizontal and vertical components of the velocity after 

600 ms and obtained the values of 1.2 m/s and 5.36 m/s, respectively. (Z. Dyduch, Toman and 

Adamus, 2016) showed that at the time of ignition and combustion, the turbulence in the vessel is 

isotropic and homogeneous, with values of the urms in the range from 0.5 m/s to 1 m/s.  

(Tamanini, 1998) investigated the influence of dust on dispersion. Based on experiments with coal 

and cornstarch, he concluded that dust loadings caused a delay in flow development and a change in 

turbulence intensity at the combustion phase of the tests. The dominant role of the dispersion 

system and dust particle sizes on flow characteristics after dispersion was captured by CFD 

simulations (Islas et al., 2023). Their CFD model predicts an increase in turbulence intensities with 

an increase in dust load. The pre-ignition state of the dust/air mixture in a 1 m
3 

explosion vessel 

were reported by (Portarapillo et al., 2022). Good agreement of CFD calculated turbulence 

intensities and experimental results was observed for times greater than 300 ms after dispersion.  

This work is a continuation of previous research (Dyduch, 2024) with the aim of characterizing the 

performance of the dispersion process of the 1 m
3
 explosion vessel. The initial conditions are 

described by measurements of instantaneous velocity generated during dispersion and the pressure 

before ignition. Measurements were performed for dusts with different particle size distributions, 

specific surfaces, and various bulk densities.  

1. Experimental set-up 

In this work, the same experimental setup was utilized as in previous tests (Dyduch, 2024). Setup 

details can be found there. Figure 1 presents a schematic diagram of the setup and a photo of the 

dispersion system. As previously, in all tests, two dispersion units with rebound nozzles were 

employed. The required amount of dust was equally divided between two dust containers. Before 

dispersion, the dust containers were pressurized up to 20 bar gauge pressure with air. Measurements 

of turbulence (instantaneous velocity u) in the vessel were conducted using the Bi-Directional 

Velocity Probe (BDVP). The SIRIUS HS manufactured by DEWESoft (Slovenia) was utilized as a 

signal amplifier and acquisition system. Data from the differential pressure transducer were 

collected at a rate of 20 kHz. 
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(a) Schematic diagram of experimental set-up (BDVP’s sensing head not to scale) (b) Dispersion system 

Fig. 1. Set-up of the 1 m
3
 vessel 

 

1.1. Bi-Directional Velocity Probe (BDVP) 

For the measurements of instantaneous flow velocity, the BDVP described in detail in previous 

papers (Z. Dyduch, Toman and Adamus, 2016; Dyduch, 2024) was used. Unlike the original probe 

and types analyzed in detail by (Proust and Jamois, 2021), the differential pressure transducer was 

located directly inside the sensing head and used to divide the head into two zones. The size of the 

head was 20 mm in diameter with a length of 40 mm. 

1.2. Dust properties 

Tests were performed for Aluminium powder, Wax dust, hard coal Barbara d98 dust and Wood 

dust. The properties of dusts – particle size distribution with median (d50), bulk density and specific 

surface area – are summarized in Table 1. SEM analysis (Fig. 2) was used to examine the shape of 

the particles. Cornstarch and Barbara d38 previously tested (Dyduch, 2024), are also included. The 

dusts were selected to cover a certain range of bulk densities and particle sizes, with the latter 

assessed in several ways.  

 

Table 1. Properties of dusts used in the experiments 

Dust 
Bulk density, 

kg/m
3
 

Specific 

surface, m
2
/g 

M10, 

µm 

M50, 

µm 

M90, 

µm 

D[4,3], 

µm 

D[3,2], 

µm 

Aluminum Al 7345 193 3.97 9.6 33 74 46.7 10.0 

Barbara d38 734 2.00 31.2 96 176 100.5 43.9 

Barbara d98 480 4.37 3.7 16 36 18.3 7.4 

Cornstarch 328 0.52 8.6 15 29 17.3 1.8 

Wax 240 2.30 1.8 8 15 8.3 2.8 

Wood dust 212 1.80 37.3 270 447 245.6 44.4 

 

Aluminium powder was in a form of fine flakes with rough surface. This form results in a very small 

bulk density and a large specific surface area. Barbara d98 and Barbara d38 dusts are samples of 

the same hard coal but with different granulation. These dusts have the largest bulk densities. Wax 
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consists of fine, irregular particles with a large specific surface. Wood dust particles are mostly 

elongated and of different sizes. Granulation assessment of such dust by optical methods usually 

lead to uncertain results. Cornstarch is dust of regular particles with smooth surfaces. The specific 

surface area of this dust is the smallest among the dusts tested. 

 

  

Aluminum Al 7345 Barbara d38 

  

Barbara d98 Cornstarch 

  

Wax Wood dust 

Fig. 2. SEM photos of the dusts 

 

2. Results and discussion 

To assess the influence of dust presence in the dispersed medium, measurements of flow generated 

by the dispersion of the dusts were performed for five dust concentrations ranging from 125 to 

1000 g/m
3
. For each concentration of a given dust, the measurements were repeated at least five 
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times. Additionally, for reference, eight measurements of air-only flow intensity were carried out. 

From the measurements, instantaneous flow velocity u’ and root-mean-square of the velocity u’rms 

were calculated using the same method as described in (Z. Dyduch, Toman and Adamus, 2016). 

Below, the results of all those measurements are presented in various forms. 

2.1. Turbulence generated by dispersion of dust/air mixture 

The calculated average values of u’rms are presented in Fig. 3. As shown in previous work (Dyduch, 

2024), flow formation during dust dispersion is delayed. The delay increases with dust loading, 

causing a shift of the maximum of the flow intensity. The delay is similar for all dusts tested. The 

larger the dust concentration, the longer the delay. The maximum values of u’rms are slightly larger 

than 10 m/s and are reached between 0.3 s and 0.4 s from the start of the dispersion. The influence 

of dust load is most pronounce in case of Barbara d98. The effect is smallest for Wax.  

  

Aluminum Al 7345 Barbara d98 

  

Wax Wood dust 

Fig. 3. Root-mean-square of fluctuation velocity in dust/air 

 

Beyond maximum turbulence decay, quantify by u’rms, is similar for all dust concentrations, and a 

reasonable analysis is practically impossible. Therefore, to examine the period of dust explosion in 

standard test conditions, relative differences of u’rms obtained in tests with dust and pure air were 

analysed.  

 

2.2. Deviation from air-only dispersion 
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In Fig. 4, differences between dust and air-only dispersion normalized with u’rms of air are 

presented. Also included are results for Barbara d38 and Cornstarch obtained in previous work. 

The differences indicate that in the case of small dust concentrations, its influence is insignificant. 

The outflow of the dust/air mixture from dust containers is not disturbed by small dust loads.  

 

  

Aluminum Al 7345 Barbara d38 

  

Barbara d98 Cornstarch 

  

Wax Wood dust 

Fig. 4. Relative differences of u’rms values measured in experiments with and without dust 
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However, for larger dust loads, the turbulence intensity is greater than for air-only dispersion. At 

their maximum values, the differences are close to 1.5 for most dusts and even over 2 in the case of 

Barbara d38. Interestingly, only for Wood dust does it not reach 1. 

. It seems interesting to directly compare Barbara d38 and Barbara d98 as these are dusts of the 

same material that differ only in their fineness. Such a comparison is presented Fig. 5. Differences 

that may be significant are only in the period 0.6-0.7 ms and in case of largest dust concentration 

tested. After 0.7 s, turbulence inside the explosion vessel is practically the same rate. 

 

 

Fig. 5. Comparison of Barbara dusts  

 

2.2.1. Integral measures 

To enable a direct comparison of results for all dusts tested a simple parameters were introduced 

that defines a deviation of turbulence from air-only dispersion. 

∆(𝑑𝑢𝑠𝑡) =
1

𝑡𝑒 − 𝑡𝑠
∫

𝑢′𝑟𝑚𝑠(𝑑𝑢𝑠𝑡) − 𝑢′𝑟𝑚𝑠(𝑎𝑖𝑟)

𝑢′𝑟𝑚𝑠(𝑎𝑖𝑟)

𝑡𝑒

𝑡𝑠

𝑑𝑡 

∆𝑎𝑏𝑠(𝑑𝑢𝑠𝑡) =
1

𝑡𝑒 − 𝑡𝑠
∫

|𝑢′
𝑟𝑚𝑠

(𝑑𝑢𝑠𝑡) − 𝑢′𝑟𝑚𝑠(𝑎𝑖𝑟)|

𝑢′𝑟𝑚𝑠(𝑎𝑖𝑟)

𝑡𝑒

𝑡𝑠

𝑑𝑡 

The parameters are the average relative difference (Δ) and its absolute value (Δabs) of u’rms in the 

period of dust explosion in standard test conditions: ts = 600 ms, te = 900 ms. The values of these 

parameters as a function of dust concentration are presented in Fig. 6. Both sets of plots are similar 

and confirm the rising tendency of the difference with increasing dust concentration. For small 

concentrations, the differences Δ are insignificant. Their absolute values are at the level of 20% of 

air u’rms. For large concentrations, the values of are in the range 20%-30%, and in case of Barbara 

d98, it exceeds 40%. 

574



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

  

Average differences Δ Absolute differences Δabs 

Fig. 6. Average relative differences and absolute average difference of u’rms values 

 

2.3. Influence of dust properties 

The average relative difference Δ can be used to check if turbulence modification by dust presence 

is connected with particular dust properties listed in Table 1. Results in Fig. 6 indicate that an 

apparent relationship could not be expected. 

2.3.1. Bulk density 

It could be expected that bulk density, as a factor that influences the inertia of the dust load in the 

dust container, may change the delay of an outflow from the container. However, no such 

dependence can be inferred from the plots presented in Fig. 7. 

 

 

Fig. 7. Influence of bulk density on u’rms on average relative differences  

 

2.3.2. Specific surface 

Specific surface is determined by both particle sizes and the roughness of their surface. The 

dependence on that parameter is presented in plots in Fig. 8.  
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Fig. 8. Influence of specific surface on u’rms on average relative differences 

For the largest dust concentration, there appears to be a weak relationship between Δ and σ. A 

comparison with the results in Fig. 9 might lead to a suggestion that the roughness of particle 

surfaces might play a certain role in flow modification. Whether roughness of particle surfaces 

influences fluid flow or if it's an actual effect should be further investigated. 

2.3.3. Granulation 

The parameter D[4,3] mathematically defines the sphere of the particle's equivalent volume. Plots in 

Fig. 9 present the dependence of Δ on that parameter. 

 

Fig. 9. Influence of Weighted Average of the Volume Distribution on u’rms on average relative differences 

Again, no apparent dependence of Δ on D[4,3] can be found, even for largest dust concentrations 

tested. 

3. Conclusions 

Measurements of instantaneous flow velocity in the standard 1 m³ vessel were carried out to assess 

the influence of dust on turbulence generated during dispersion in the standard test of dust 

explosion parameters. The measurements were performed for four dusts with different particle size 

distributions, specific surface areas, and various bulk densities. To obtain reference values, the same 

measurements were also performed for air-only dispersion. 
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The results confirm the previously identified influence of the amount of dust load on the size of 

turbulence modification. No apparent dependence of the modification on the checked physical 

parameters of the dusts was found. The results allow for a slight suggestion that particle roughness 

may cause a difference, but no explanation for that has been found yet. Further investigation is 

required in this regard. 

The dusts used in the tests differ in practically all parameters considered. As a result, capturing 

properties that significantly impact turbulence is difficult. An exception is the comparison between 

Barbara d38 and Barbara d98 coal dusts, but even in this case, no significant differences can be 

identified. Keeping most parameters as similar as possible while only changing one or a few of 

them may allow for a clearer picture to be obtained. Further research will proceed in this direction. 

As the turbulence modification increases with a dust load, it is possible that tests with larger dust 

concentrations would show more apparent dependencies. 
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Abstract 

The analysis of accident incidents at workplaces has forced many experimenters to pay more 

attention to the hazards associated with aerosols of combustible liquids. Aerosols of these liquids 

are increasingly utilized and commonly encountered in various production processes. While the 

threat of aerosol explosions has long been recognized, precise guidelines and preventive measures 

have not been thoroughly defined. Preventing aerosol explosions and implementing effective 

countermeasures requires specific information about their flammable and explosive properties. Thus 

far, experimentation remains the optimal method for obtaining such information. 

Knowledge of the minimum ignition energy of aerosols of combustible liquids, as a fundamental 

ignition parameter, appears crucial for ensuring safe practices in locations where such aerosols may 

be present. Unlike dust and gases, there is no established guidelines or well-defined research 

apparatus for aerosols. To address this gap, we designed and built a prototype device for 

investigating the minimum ignition energy of aerosols of combustible liquids . 

The device consists of a spherical container with a 5-L capacity, equipped with an aerosol-

generating system and either a spark inductive or capacitive ignition source. 

This article presents the results of experiments conducted with isopropanol, ethanol, diethylether 

99,5%, providing valuable insights into the minimum ignition energy of these aerosols. 

Keywords: hazards, aerosol, spray, spark ignition, explosion, flame propagation 

Introduction 

The development of industry, technology and materials engineering constantly forces us to adapt 

the installations to ensure safe working conditions. As a result, there is a continuous increase in 

demand for research on the behavior of flammable mixtures under various conditions. Numerous 

studies are conducted on the ignition susceptibility of materials such as dust, gas, liquid vapors, and 

aerosols of flammable liquid. Various ignition sources are used to determine the flammability and 

explosive parameters of these media in laboratory tests. Typically, these are sources that occur on a 

daily basis in industrial installations. The type and energy of the ignition source affect the initiation 

of ignition/explosion and the subsequent flame propagation. One such source could be a static 

electricity. For dust and gases, the test of ignition from a spark ignition source is conducted using 

specialized equipment to determine the minimum ignition energy, as detailed in European and 

American standards according to established procedures. As static electricity is common in both 

industry and daily life most of its effects often go unnoticed. However, in the event of contact with 

a flammable substance, it can be an effective ignition source. One of the key parameters of 

flammability when assessing explosion risk is the minimum ignition energy MIE. Experimental 

studies for determining the MIE for dust or gas vary significantly. In the case of gases, ignition of 

the mixture occurs in a quiescent state (Uchman W.,Werle S. 2018). In the case of dust, there are 

many variable factors, and proper synchronization of dust cloud formation and ignition is of great 

importance. Synchronization between the generation of the transient dust cloud and sparking is 
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essential when studying the MIE of dust clouds (Randeberg E., et al 2007). The minimum ignition 

energy is therefore measured at various dust concentrations, looking for the optimal concentration 

and the lowest possible level of turbulence. It is reduced by prolonging the ignition delay time, 

according to the standard (EN 13821:2003, EN ISO/IEC 80079-20-2:2016). Unfortunately, there is 

no standard equipment and procedure for determining MIE for flammable liquid aerosols as there is 

for dust and gases. Due to the action of gravitational forces on the particles of a liquid aerosol 

suspended in the air, aerosols in this case seem to be closer to dust than to gases. For gaseous 

mixtures depend, minimum ignition energies depend on the composition and thermodynamic states 

of the mixtures (Oancea D., et al. 2003, ), as well as the applied ignition source (Uchman W. 2018). 

For dust and aerosols of flammable liquid, another very significant factor affecting flammability is 

particle size. In the case of dust, the size reduction can be determined before the test for each 

sample, but for aerosols, the particle size is strictly dependent on the method of dispersion. This 

mainly depends on the applied aerosol generation technology and test conditions. Experimenters 

studying aerosol for the same liquid may obtain different results. The number of conducted studies 

for aerosols is incomparably smaller compared to dust or gases. The reason for this is the immense 

complexity of conducting the experiment, involving various configurations sophisticated enough to 

account for different factors in aerosol testing (Ballal, 1981, Shuai Yuan et al 2021). The MIE 

results obtained so far for aerosols of flammable liquid are limited to a small number of 

experiments, additionally conducted by different methods and apparatus. This work updates the 

number of the MIE studies conducted on the apparatus (Toman A., Adamus W. 2023) according to 

the specified procedure for isopropanol, ethanol 99%, diethyl ether 99.5% aerosols, taking into 

account particle size and the applied ignition sources. 

1 Spark ignition sources 

In industrial production processes, the static electricity can easily occur during material transport, 

operation of mechanical devices, or even human movement. In reality, static electricity is difficult 

to completely eliminate, which can result in accidental ignition and explosion of hazardous 

substances (Eckhoff, 2002; Eckhoff et al., 2010). Electrostatic discharge occurs as: 

 Corona discharge, 

 Spark discharge, 

 Brush discharge, 

 Propagating brush discharge, 

 Cone discharge. 

It is important to understand the characteristics of these discharges. The threat of fire or explosion 

arises when the energy of electrostatic discharge reaches a value comparable to the minimum 

ignition energy of the medium present. This value characterizes the ignitability of the material. It is 

the smallest energy value of electrostatic discharge capable of igniting a given flammable substance 

or initiating an explosion of a mixture formed by this substance with air or oxygen. Such a 

substance can be a solid material, especially in the form of dust, liquid, or gas. Generally, gas or 

vapor mixtures have lower ignition energies than clouds of dust or liquids alone. 

In the test apparatus used, an ignition system with or without inductance is used as the ignition 

source, the so-called capacitive. While both capacitance and inductance, are present in the ignition 

system, the nature of the electric spark (capacitive or inductive) has a significant impact on the 

ignition phenomenon, in particular in terms of power and energy in the individual phases of the 

electric discharge. The duration of each phase and the amount of released energy can vary 

depending on the design of the ignition system (Sulaiman, 2011). The type of ignition system also 

determines the dominant phase of the discharge, as energy stored in the capacitance is released 
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during breakdown and arcing phases, while the glow phase is powered by energy stored in the 

inductance. As mentioned by Randeberg (2006), when testing dust for the low ignition energies, 

most methods of generating sparks fail on one or more of the following points: 

 Precise synchronisation between dust dispersion and spark onset must be available. 

 The energy losses must be insignificant or taken into account when calculating the spark 

energy. 

 The sparks produced should be as similar as possible to purely capacitive electrostatic 

discharges. 

Based on the above suggestions, a spark ignition source meeting these requirements was used to 

determine the minimum ignition energy of aerosols of flammable liquids. 

2 Methods and Materials 

2.1 Experimental apparatus 

The experiments were conducted in the Adolf Küchner test chamber with a volume of 5-L, 

originally intended for the study of dusts explosivity. The adaptation of the equipment for aerosol 

testing and the research procedure is described in more detail in (Toman A., Adamus W. 2023). 

The aerosol is introduced into the internal space through an adapter at the bottom of the chamber 

using a pump injection system. The injection system used allows for the generation of aerosol 

droplets in the range of 10-50 µm. Precise control of the aerosol dosed into the chamber is ensured 

by a precise injection control system. With this aerosol generation method, the increase in pressure 

in inside the 5-L test chamber is solely caused by the volume of aerosol introduced into the 

chamber. The theoretical maximum increase in pressure at the highest concentration of isopropanol 

is about 0.1% of the initial pressure. The spark ignition source was mounted in the geometric center 

of the chamber with electrodes made of stainless steel with a diameter of 2 mm and a spacing 

between them of 3.3 mm, with sharpened tips. In the initial tests, a spark generator with variable 

energy with inductance was used. In further tests, four capacitive ignition sources with no 

inductance were built, for each energy level: 1, 3, 10, and 30 mJ. The constructed system for one of 

the selected energies was mounted directly onto the electrode rods. This was aimed at minimizing 

the parasitic capacitance, particularly significant for energies below 30mJ. A regulated high-

voltage power supply up to 11 kV was used to power the ignition source, allowing for precise 

energy adjustment with a tolerance of ± 5%. The spark energy value was calculated according to 

the formula: 

W = ½ Cu *U
2 

(1) 

where: W is the stored energy in (J), Cu - capacitance of the capacitor in (pF), U - voltage of the 

charged capacitor in (V). 

The parasitic capacitance and its influence on the spark energy were taken into account in every 

configuration of the system. The electrode rods had a particularly significant impact on this 

capacitance. With each change of the ignition head, the parasitic capacitance was measured to 

adjust the voltage supply (HV). The effective capacitance (Cu) for low energies is only slightly 
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larger, so omitting the parasitic capacitance could lead to a significant error in the result. Voltage 

corrections were made based on calculations. 

𝑈𝑝 =
√2𝑊

Cu + Cp
 

(2) 

𝑈𝑢 =
Up ∗ (Cu + Cp)

Cu
 

(3) 

where:  

Uu – charging voltage of the Cu capacitor [V] 

Up – discharge voltage (spark jump voltage) [V] 

Cu - working capacity [F] 

Cp – parasitic capacitance [F] 

W - Spark discharge energy [J] 

A series of tests was conducted to determine the residual energy after the spark discharge. The 

results of these tests showed that for the most unfavorable case, the error amounted to 3% of the 

total spark energy, and therefore they were disregarded. 

The spark discharge detection system was applied in the setup for spark initiation control. In MIE 

studies, this is crucial to confirm the ignition of the mixture and that the absence of a spark may 

indicate a failure to ignite the mixture. Two piezoelectric pressure sensors were used to track 

pressure changes in the test chamber during the explosion. 

The experiments were conducted at temperatures between 21-22°C. To control the explosion 

chamber temperature the test chamber was equipped with a water jacket, which, along with the 

cooling system and temperature measurement unit, responsible for stabilizing the internal 

temperature. Control and maintenance of a constant temperature in aerosol studies is crucial, as 

even slight deviations in temperature conditions can significantly affect the final result. 

A schematic diagram of the setup using an inductive ignition source is presented in Fig. 1a. 

A schematic diagram of the setup with a capacitive ignition source and discharge control is shown 

in Fig. 1b. 

582



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

 

Fig. 1: Sketch of a test stand with an inductive (a) and capacitive (b) ignition source 

2.2 Test procedure 

The lack of guidelines for studying the minimum ignition energy of flammable liquid aerosols 

forces experimenters to search for suitable conditions according to their own needs and the 

specifics of the equipment used. Previous studies (Toman A., Adamus W. 2023) on determining 

explosivity parameters of aerosols established initial conditions before ignition. The same aerosol 

generation technique was also used in this study. Sequential injection of ten individual sprays was 

applied. The duration of such a sequence is 130 ms. Depending on the liquid density, the maximum 

concentration for this sequence in the case of isopropanol is 320 g/m
3
. Achieving as low turbulence 

as possible was realized by appropriately delaying the ignition. In this study, following the 

procedure outlined in (EN-13821:2003, EN-80079-20-2) standards for dusts, tests were conducted 

for various ignition delays at different concentrations. According the recommendations of the 

standards, the tests were performed under the lowest possible turbulence conditions. However, 

considering the fact that we are investigating a different medium than dust, the ignition tests were 

also conducted immediately after the end of injection, without any delay. The measurement 

sequence is presented in Figure 2. 
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Fig. 2: Injection and ignition time diagram. 

The tests were conducted for various concentrations depending on the liquid being studied, ranging 

from 25 g/m
3
 to 320 g/m

3
. Before proceeding with the main experiments for each liquid under 

investigation, the an analysis of the aerosol droplet size distribution generated by the pump 

injection system was carried out. These studies were conducted using a laser diffraction particle 

analyzer, the Malvern Panalytical Spreytec. A technical limitation in measuring particle sizes 

within the 5-L test chamber necessitated the use of a different spherical Plexiglas sphere of the 

same volume. To avoid signal disturbance, measurement apertures with a diameter of 

approximately 4 cm were made on opposite walls of the sphere (Figure 3). 

 

Fig. 3. Measurement of the aerosol particles size in the 5-L sphere with holes cut out.  

As in the case of dust or gases, a crucial aspect of MIE studies is, of course, the ignition criterion. 

In the conducted research, the ignition criterion was defined as a pressure increase of 0.5 bar 

relative to the initial pressure. 

2.3 Properties of selected liquids 

The generation of aerosol droplets depends not only on the system used but also on the properties of 

the liquid. Factors such as density, surface tension, and viscosity influence the aerosol generation 

process. In aerosol studies, the boiling temperature is also significant as it provides information 

about the evaporation rate at room temperature. Table 1 presents the essential properties of the three 

liquids under investigation. 
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Table 1. Physical properties of different liquids 

 DIETHYL Ether 

99,5% 
Isopropanol Ethanol 99% 

Density (g/cm
3
) 0.71 0.78 0.801 

Viscosity (cSt) 0.331 mm
2
/s in +20℃ 2.43 (ASTM D-4052) 1.36 mm

2
/s in +20℃ 

Surface tension  

(kg.s
-2

) 
0.017 0,022 0.022 

Flammability limits (%Vol.) 1.7–39% 2 – 12% 3.3 - 19 

Flash point (
o
C) - 40 11.7 12 

Boiling point (
o
C) 35.58 85.5 78 

Vapor pressure (hPa) in 20
o
C 589,6 43 60 

3 Results and Discussion 

3.1 Droplet size distribution 

Taking into account the dynamic changes in the aerosol particle size distribution during dispersion 

in the test chamber, it was decided to refrain from providing a single-value parameter for the Sauter 

mean diameter for the liquids under investigation. Instead, Sauter mean diameter over a period of 

200 ms from the start of injection was used. The tests were conducted for various concentrations of 

the liquids under consideration.  

  

Fig. 4. Particle size distribution of isopropanol 

aerosol over time for the Sauter mean diameter  

D [3] [2] for 80 g/m
3
 

Fig. 5. Particle size distribution of isopropanol 

aerosol over time for the Sauter mean diameter  

D [3] [2] for 160 g/m
3
 

On figures 4-9, the beginning of the atomization process is marked by a green line, and its end by 

a blue line. We observe the evolution of the Sauter mean diameter of isopropanol over time for 

a concentration of 80 g/m
3
 (Fig. 4) during the atomization process, where fluctuations in droplet 

size ranging from approximately 30-50 µm are evident. These changes may result from the 

sequential delivery of the aerosol. A temporary increase in droplet size is noticeable with each 

individual injection. This may be due to the agglomeration of aerosol particles during successive 

injections. In the graph for 160 g/m
3
 (Fig. 5), we observe similar behavior, but for higher 

concentrations in the time range from approximately 100 ms to around 135 ms, the detectors of the 
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Spraytec analyzer temporarily lose signal. Local higher transient concentrations of dispersed 

aerosol hinders the flow of the laser beam to the detectors. In both cases, after the atomization 

process, stabilization occurs, and the particle diameter gradually decreases. The decreasing particle 

size may indicate the evaporation of dispersed isopropanol droplets. 

  

Fig. 6. Particle size distribution of isopropanol 

aerosol over time for the Sauter mean diameter 

D [3] [2] 

Fig. 7.: Particle size distribution of ethanol 99% 

aerosol over time for the Sauter mean diameter 

D [3] [2] 

The dispersion process of isopropanol for a concentration of 320 g/m
3
 (Fig. 6) looks very similar to 

that for a concentration of 160 g/m
3
 (Fig. 5). However, a higher concentration disturbs the 

measurement is much earlier, caused by the local high concentration of aerosol in the laser path. 

Already after about 50 ms, the laser analyzer loses signal on the detectors, and returns similarly to 

the previous concentration around 135 ms. For ethanol (Fig. 7), the fragmentation course for the 

same tested concentration as for isopropanol looks completely different. The size of aerosol 

droplets to remain at a similar level throughout the entire atomization process. Nevertheless, 

noticeable gaps in the measurement occur at the locations of maximum aerosol injection intensity. 

Similar to isopropanol, these are momentary hindrances in the passage of the laser beam through 

the dense aerosol cloud. However, attention should be paid to the stable distribution of aerosol 

particles at the level of 20-30 µm throughout the measurement. 
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Fig. 8. Particle size distribution of diethyl ether 

99,5%  aerosol over time for the Sauter mean 

diameter D [3] [2] for 145 g/m
3 

Fig. 9. Particle size distribution of diethyl ether 

99,5%  aerosol over time for the Sauter mean 

diameter D [3] [2] for 260 g/m
3
 

The characterization of the Sauter mean diameter for diethyl ether significantly differs from those 

for isopropanol and ethanol. A notable spread of measurement points is observed, especially for a 

concentration of 145 g/m
3
 (Fig. 8). In the atomization zone, we observe a similar particle size 

measurement profile throughout the entire area, but an immediate change occurs after its 

completion. In the time interval from T1 to T2, we observe smaller differences compared to the 

atomization zone, unlike the interval from T2 to T4, where most aerosol droplets have a size below 

20 µm. Significant differences in the properties of diethyl ether compared to isopropanol and 

ethanol are important in this case. The nearly tenfold higher vapor pressure of diethyl ether, at 

589.6 hPa, and significantly lower boiling temperature (35.58°C) contribute to faster evaporation 

of dispersed aerosol droplets of this liquid. The faster evaporation of diethyl ether during particle 

size measurement may also be due to the presence of measurement openings in the sphere walls. 

The obtained result, conducted under these conditions, may differ from a result obtained under 

actual conditions, i.e., in a completely enclosed space. Much smaller differences can be observed in 

the case of higher concentrations, i.e., 260 g/m
3
 (Fig. 9). We notice a smaller spread of 

measurement points and smaller changes in the T1–T4 ignition zone. The droplet size is mainly in 

the range of 20 µm – 50 µm. 

As can be observed for the considered liquids, using the same aerosol dispersing device can yield 

different atomization effects. This is highlighted by Yuan S. et al. (2021), who mention that 

variability in droplet breakup and agglomeration, surface wetting, and evaporation pose challenges 

in conducting standardized aerosol experiments. 

3.2 The minimum ignition energy for aerosols flammable liquids 

The minimum ignition energy was determined for aerosols of isopropanol, 99% ethanol, and 99.5% 

diethyl ether. In the initial tests for isopropanol, an inductive ignition source with adjustable energy 

from 1.2 mJ to 7 J was used. These studies were conducted for two ignition delay times: T1 at the 

end of the last injection and T2 at 10 ms after the atomization process ended. Tests were carried out 

for various concentrations. If there was a lack of ignition for the tested concentration, this result 
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was confirmed three times. The results for isopropanol with the inductive ignition source are 

presented in Figure 10. 

 

Fig. 10.  MIE for isopropanol with inductance 

For the lowest possible energy setting of 1.2 mJ, ignition for isopropanol was achieved for both 

delay times. Almost throughout the entire range of tested concentrations, a pressure increase higher 

than the accepted criterion was recorded. Only for the concentration of 70 g/m
3
, the result was 

negative in both cases. A similar test was also conducted for ethanol but in a narrower 

concentration range. Ignition was achieved in every case. 

Due to the inability to lower the spark energy in the used generator and its inductive nature, 

capacitive ignition source was employed in further studies. Capacitive ignition source for assessing 

fuel hazards was also used by (S.P.M. Bane et al., 2011). Capacitive spark discharges were also 

used for determining MIE (Babrauskas, 2003; Magison, 1990). As described by (LiuJia 2020), 

discharge efficiency is strongly related to the circuit generating the spark, especially the spark 

resistance to circuit resistance ratio. Taking this relationship and the experiences of other 

experimenters into account, the parasitic capacitance of the system was minimized in the newly 

applied ignition source. Studies with this ignition source were conducted for all three considered 

liquids. The obtained results are presented in Figures 11-13. 
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Fig. 11.  MIE for isopropanol no inductance 

The change of ignition source revealed significant differences compared to the previously obtained 

results. The inductive spark in the applied apparatus and conditions ignited the isopropanol aerosol 

more effectively than the capacitive ignition source. Ignition was registered for the ignition source 

energy of 10 mJ and concentrations from 185 g/m
3
 for times T2 and T3. For T3 (20 ms after the last 

injection), ignition was achieved only for concentration equal to 185 g/m
3
. For T2, ignition was 

recorded up to a concentration of 280 g/m
3
. For T1, ignition was observed from a concentration of 

218 g/m
3
 up to the maximum investigated concentration of 316 g/m

3
. For an energy of 1 mJ, 

ignition was not achieved at any of the tested concentrations. 

589



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

 

Fig. 12.  MIE for ethanol no inductance 

The conducted Minimum Ignition Energy (MIE) tests for ethanol aerosol also showed differences 

when using a different ignition source. This is confirmed by Eckhoff (2019), stating that there are 

significant differences in MIE with or without inductivity. Various triggering types may lead to 

different MIE results, even if the released energy is nearly the same (Wang et al., 2022). For a 

capacitive spark with an energy of 1 mJ, ignition was achieved only in one case at a concentration 

of 250 g/m
3
 at time T1. For 10 mJ at the same ignition time, the lowest concentration at which 

ignition was observed was 125 g/m
3
. For time T2, this concentration was 150 g/m

3
. Each 

subsequent increase in concentration for T1 and T2 led to ignition, up to the maximum tested 

concentration of 310 g/m
3
. Only one concentration of 220 g/m

3
 ignited for time T3. For both 

ethanol and isopropanol, favorable ignition conditions were observed in the T1 and T2 intervals. 
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Fig. 13.  MIE for diethyl ether 99,5% no inductance 

The Minimum Ignition Energy (MIE) tests for diethyl ether were conducted only with a capacitive 

ignition source. For all tested ignition times T1,2,3,4, ignition was observed from a concentrations of 

112 g/m
3
 with the lowest applied energy of 1 mJ. Unlike ethanol and isopropanol aerosols, 

dimethyl ether exhibited effective ignition at an energy of 1 mJ for all ignition delay times. The 

longer the time from the atomization process, the wider the concentration range that underwent 

ignition. The highest concentration that ignited was 253 g/m
3
 for the longest tested time T4, which 

was 30 ms after the last injection. 

3.3 Explosion characteristics of the diethyl ether 

In most experiments with liquid fuel aerosols, the relationship between droplet size and flammable 

area is studied. If the aerosol droplet size is smaller than 10 µm, its lower flammable limit (LFL) is 

similar to the LFL of the corresponding vapor according to Burgoyne (1954), Faeth (1968). It has 

also been observed that as the droplet size increases, the LFL decreases according to Burgoyne 

(1963), Burgoyne (1954), Cook (1977), Danis (1988), Gam et al. (2012). In the conducted MIE 

tests for diethyl ether at various ignition delay times, the droplet size in the investigated time range 

can vary significantly. The pressure and pressure rise rate profiles for all tested times are presented 

in Figures 14 and 15. 
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Fig. 14.  pmax for diethyl ether 99,5% at 21℃ for 

different ignition times 

Fig. 15. dp/dtmax  for diethyl ether 99,5% at 21℃ for 

different ignition times 

As reported by Liu et al. (2020), the stoichiometric concentration of 99.5% diethyl ether is ~250 

g/m
3
. In actual chemical reactions, the volumetric ratio at which the peak pressure of the flammable 

mixture of vapor-air reaches its maximum value is always slightly higher than the stoichiometric 

state. Therefore, the experimental volumetric ratio of dimethyl ether/air mixtures is approximately 

~3.7% (V/V), meaning the experimental concentration is ~275 g/m
3
. Hence, the equivalence ratio 

is approximately ~1.1. (Liu et al., 2020) 

In our case, for the dimethyl ether aerosol, the maximum explosion pressure pmax (Fig. 14) is 

obtained for a concentration of 150 g/m
3
 at the ignition time T3, 20 ms after the atomization 

process. For all four ignition delay times, the first pressure increase is observed at a concentration 

of 112 g/m
3
. At this concentration, the lowest pressure was recorded for time T1. For times T2.3.4 we 

obtain a similar pressure values at subsequent concentrations for ignition, except for pmax as 

mentioned earlier. The highest concentration where a pressure increase was recorded was for time 

T4. The maximum pressure rise rate dp/dtmax (Fig. 15) is obtained for a concentration of 112 g/m3 

at time T2. The level of dp/dtmax for times T1.2.3 is very similar, around 1800 bar 
s-1

. A significant 

decrease in dp/dtmax is noticeable for time T4, which gradually decreases from a concentration of 

150 g/m
3
. 

4 Conclusions 

The minimum ignition energy is a significant parameter in assessing explosion risk. The article 

presents experimental investigations of MIE for aerosols of isopropanol, 99% ethanol, and 99.5% 

diethyl ether. The studies were conducted under various turbulence conditions by varying the 

ignition delay time. In the initial tests for isopropanol and ethanol, an inductive spark generator was 

used. In subsequent tests, a capacitive ignition source without inductance was employed for all the 

considered liquids. When using the inductive ignition source for the aerosols of isopropanol and 

ethanol, the lowest applied spark energy was 1.2 mJ which ignited both aerosol/air mixtures. The 

use of the capacitive ignition source showed significant differences in the obtained MIE values for 

both liquids.  

For diethyl ether, the lowest applied capacitive spark energy of 1 mJ ignited the aerosol of the 

flammable liquid for all the applied ignition delay times from a concentration of 112 g/m
3
 to 

592



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

253 g/m
3
 for the longest ignition delay time. As indicated by the results obtained from the MIE 

determinations, the obtained results should be analyzed using statistical methods, as it is not a one-

time threshold value, particularly noticeable when using an inductive ignition source. The 

explosiveness characteristics were determined for the lowest applied energy of 1 mJ at various 

turbulence levels. Maximum explosion pressure as well as rate of pressure rise of dimethyl ether 

aerosol strongly depend on the ignition delay time. 
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Abstract 

Large scale energy storage systems (ESS) used in grid-scale applications predominately use lithium-
ion batteries which release flammable gas during thermal runaway.  The battery systems are typically 
stored in small modular enclosures or ISO style shipping containers.  The flammable gas released in 
the enclosure presents an explosion hazard.  One method of mitigation prescribed by NFPA 855 is 
deflagration venting according to NFPA 68.  Generally, ESS enclosures are tightly packed to optimize 
space usage for cooling efficiency, compact footprint, and storage capacity.  The release of flammable 
gas during thermal runaway in this confined environment with congestion created by the obstructions 
within the enclosure poses a challenging explosion control design problem.  This results in difficulties 
to achieve a practical deflagration vent design for ESS geometries.  This work presents a deflagration 
vent sizing analysis using two ESS enclosure geometries and a range of representative flammable gas 
properties and volume scenarios.  Laminar burning velocity of the gas was found to be the most 
important parameter determining the feasibility of deflagration vents as an explosion control solution.  
Cells using lithium iron phosphate (LFP) cathodes typically have higher burning velocity due to 
greater hydrogen concentration in the thermal runaway gas mixture.  High laminar burning velocity 
gas mixtures, such as those containing more than approximately 30% hydrogen and low 
concentrations of carbon dioxide, were found to generally lead to non-feasible deflagration vent 
designs.  Battery gas mixtures with low hydrogen and higher carbon dioxide concentrations yielded 
feasible deflagration vent designs for the designs considered in the study.  Scenarios involving partial 
volume deflagration and varied obstruction area were also evaluated, and these parameters must be 
critically examined during design of deflagration vents to ensure conservative results when using this 
methodology. 

Keywords: li-ion, energy storage systems, NFPA 68, deflagration venting, gas explosions 

Introduction 

Energy storage systems (ESS) for grid scale applications using lithium-ion battery technology pose 
an explosion hazard due to release of flammable gas from cells in failure conditions.  U.S. fire codes, 
including NFPA 855 “Standard for the Installation of Stationary Energy Storage Systems” (NFPA, 
2023b), require explosion protection using either NFPA 68 or NFPA 69 to mitigate this hazard. NFPA 
68 “Standard on Explosion Protection by Deflagration Venting” (NFPA, 2023a) governs the design, 
installation, and use of vent panels to safely relieve pressure in an enclosure caused by a deflagration 
of flammable gas or combustible dust.  NFPA 69, “Standard on Explosion Prevention Systems”, 
permits multiple methods for preventing explosions.  In this work, the explosion control by 
deflagration venting was evaluated using NFPA 68 to determine the feasibility of this type of 
mitigation for lithium-ion battery gas deflagrations.    
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Lithium-ion battery cells contain a flammable liquid electrolyte which can react with other cell 
components if the battery experiences abuse. The uncontrolled exothermic chemical reaction of the 
internal materials is termed thermal runaway, and this reaction produces flammable gas (Roth & 
Orendorff, 2012).  The high pressure and temperature which accompanies thermal runaway causes 
the cell to burst and release the produced gas.  Propagating thermal runaway in cell packs or modules 
due to the heating of adjacent cells from an initiating cell can cause a significant explosion hazard 
because each cell undergoing thermal runaway releases gas.  The explosion hazard is exacerbated in 
the case of confined enclosures which are typical for lithium-ion based ESS.  This is because the 
resulting gas-air vapor cloud can correspond to well mixed stoichiometric concentrations for 
relatively low gas volumes as compared to other industrial environments. 

As lithium-ion battery manufacturing technology improves, larger size cells with higher energy 
density are being used in ESS.  Higher energy density and capacity typically lead to more flammable 
gas release during a thermal runaway.  A successful design of explosion control measures such as 
deflagration vents can be a challenge due to competing constraints and economic factors for the 
energy storage industry.  In this work, NFPA 68 is used to size deflagration vents for ESS containers 
to evaluate the feasibility of the method for lithium-ion battery offgas.  This paper describes an 
evaluation of representative ESS geometry and explosion parameters to determine configurations 
which can be protected from overpressures by deflagration venting.  In addition, areas of future 
research have been identified to assess if the physics modeled by NFPA 68 is appropriate for the 
specific geometric features of ESS containers. 

1. Modeling Approach 

A standardized approach using Chapters 6 and 7 of NFPA 68 was used to evaluate the required 
deflagration vent size for representative ESS enclosures.  A number of parameters are required to 
model the deflagration pressure and vent size relationship, and in general, for this analysis 
conservative decisions were made and are discussed in the following sections. 

1.1. Overview of key parameters 

The geometry and enclosure strength of the container are used to determine the physical flow area 
characteristics and the reduced pressure (Pred).  The effective volume of the enclosure and the longest 
distance a flame can travel are geometric parameters which are used to calculate the length to diameter 
ratio (L/D.)  Although there are provisions in the standard (Chapter 6.4) to adjust L/D based on the 
position of multiple vents, this option was not used to ensure a conservative result because the ESS 
containers considered are highly congested and have narrow aisles.  For this analysis L was taken as 
the length of the container. The equation for calculating vent area for low strength enclosures was 
used.  Pred was assumed to be 0.2 bar-g, which is similar to the pressures experienced in 20-ft ISO 
containers during partial volume hydrogen deflagration and which did not experience catastrophic 
failure (Skjold et al., 2019). 

Turbulence due to flow passing over obstructions increases the pressure caused by a deflagration.  
Estimation of the obstruction area is required to calculate the effect which can be challenging 
depending on the intricate geometric features.  Accounting for the effects of turbulence (applicable 
for configurations which have an area of obstructions greater than 20% of the enclosure's internal 
surface area) can make a significant impact on the required vent area.  Note that the standard accounts 
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for turbulence from two factors, that of the flow geometry of the enclosure and the vent(s), and that 
from the obstructions in the flow path.  The standard does not provide a methodology to address 
turbulence present due to other velocity gradients in the enclosure (e.g. HVAC ventilation or jet of 
flammable gas released from failed battery cell) and for this study the flammable gas-air deflagration 
was assumed to occur in a still environment. 

The thermal runaway propensity of lithium ion batteries and subsequent flammable gas release is 
typically characterized by UL 9540A (ANSI/CAN/UL, 2019) for battery systems installed in the 
United States.  Design of explosion mitigation systems for ESS typically involves analysis of this 
data.  In certain instances, scenarios based on the test data result in a flammable-air vapor cloud with 
a lower volume than the free air volume of the enclosure.  For these scenarios, the partial volume 
calculation method may be used to calculate a required vent area which is smaller than that which 
results from the full-volume/stoichiometric method which is the default presented in the standard.  In 
this work, scenarios were evaluated to demonstrate how feasibility of deflagration venting was 
affected by the vapor cloud volumes of different cell-to-cell propagation in the module. 

The panel mass/inertia can also affect the required vent area.  For the purpose of this analysis, the 
vent panel weight was assumed to be below the threshold to require a deflagration area adjustment.  
For some configurations, particularly with hinged or heavier metal vent panels and containers which 
have small volume, an adjustment may need to be applied to the initial vent area calculated via NFPA 
68. 

1.2. ESS Enclosure Geometry 

ESS enclosures for grid scale applications, termed “containerized ESS”, are commonly made of steel 
cabinets or ISO-style shipping containers.  Their size generally ranges from small modular type 
containers (largest dimension of 6 to 12 ft) to 53 ft long enclosures (ISO style containers.)  Battery 
racks, inverters, and power control systems are installed in the containers and shipped to the site of 
installation.  The containers are typically tightly packed to store the maximum amount of energy in 
the available space.  This results in a low free-air volume for the enclosure. 

Two container types and sizes were considered for this study, a small container and a 20-ft ISO style 
container.  Table 1 contains the dimensions and other geometric parameters which are based on 
industry experience.  Battery racks, power control, and electronic equipment occupy significant 
volume, usually about 45-65% of the container.  HVAC or liquid cooling systems are also required 
for thermal management and/or humidity control, but these units are often mounted to the wall or 
roof of the container, and do not take up significant interior space.  Additional parameters for the two 
concept geometries are shown in Table 2 for comparison.  The geometry was adapted from CAD files 
downloaded from the Trace Parts website and modified for this work (TraceParts S.A.S., 2022). 

Table 1.  Containerized ESS concept geometries for deflagration vent sizing study.  

Container 
Type/Size 

Volumetric 
Congestion 
(%) 

Deflagration 
Panel Area 
(m2) 

Practical 
Maximum Vent 
Area (m2) 

Container 
Length 
(m) 

Container 
Depth 
(m) 

Container 
Height 
(m) 

Small 59 2.0 4.6 3.33 1.83 2.39 

20-ft ISO 50 8.0 11.0 5.87 2.35 2.39 
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Table 2.  Geometric parameter comparison for ESS.  

Container 
Type/Size 

As (m2) Area of 
Obstruction (m2) 

Aobs/As (-) Veff (m3) 

Small 36.9 5 0.136 5.93 

20-ft ISO 66.9 15 0.224 16.57 

 

The small container is shown in Fig. 1 (a), with 2 m2 of deflagration vents.  Small containers are 
sometimes designed to have inverters and switchgears in separate containers, which can optimize 
space for energy storage.  For the concept developed for this analysis, the equipment was assumed to 
take up space in the racks.  Fig. 1 (b) shows a section view of the interior, with the racks occupying 
59% of the space.  The volume occupied by the battery racks is not expected to participate in the 
deflagration, thus, the free air volume of the container was calculated based on the interior dimensions 
less the volume of the battery racks treated as a solid.  

 

(a) 

 

(b) 

Fig. 1. Small container ESS with two 1 m2 deflagration vent panels installed. (a) CAD geometry/illustration 
of front of container. (b) Section view showing interior dimensions of container and battery racks. 

Panels of 1 m2 area were used in the concept designs as the size of a single deflagration vent. Typically 
these are installed to the ceiling of ESS containers.  Various design considerations reduce the practical 
available vent area to some fraction of the ceiling.  For the purposes of this study, a conceptual 
maximum for the containers was estimated based on generic panel size requirements.  Design 
constraints which reduce the available area include structural integrity needs of the container, ceiling 
mounted equipment such as HVAC, and internal hardware such as electrical cables.  For the small 
container the conceptual maximum area (for ceiling mounted vent panels) was 4.6 m2.  

Fig. 2 shows a 20-ft ISO shipping container which is a mid-size ESS.  This container has 22 
battery/equipment racks with the same number of modules as the small modular container, but with 
a longer module.  The volumetric congestion was calculated as 50%.  Eight 1 m2 vent panels installed 
on the ceiling yielded a total design vent area of 8 m2.  The conceptual maximum area for the ceiling 
was assessed to be 11.0 m2. 
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(a) (b) 

Fig. 2. 20-ft ISO ESS container with eight 1 m2 deflagration vent panels installed. (a) CAD 
geometry/illustration of front of container. (b) Section view showing interior dimensions of container and 

battery racks. 

A consequence of obstructions such as pipes, conduits, and exposed structural supports in the 
container is to cause flow disturbance, which results in increased turbulence.  The surface area of 
obstruction, calculated to adjust NFPA 68 flame enhancement factor, is composed of the surface area 
of pipe, conduits, structural columns, and other equipment in the flow path that have a characteristic 
dimension between 1.27 cm (0.5 inches) and 50.8 cm (20 inches.)  For ESS containers, this area of 
obstructions can be difficult to estimate.  For example, for open rack designs, air flows between the 
modules or around the electrical cabling connecting the modules and the battery management system 
(BMS.)  However, the distance between modules stacked in the rack is typically small, and thus the 
battery racks can be assumed to act as a solid obstruction. It is assumed that the deflagration will not 
propagate through this free air in the container.  For the rack design modeled for this work, the 
separation between modules is 19.6 mm (0.77 inches.)  This is a relatively small dimension compared 
to the module height of 110 mm (4.33 inches) and the rack height of 2100 mm (82.7 inches.)  The 
surface area of conduit, sprinkler piping, cable trays, and structural framing is usually straightforward 
to estimate if CAD geometry is available with all equipment. 

A typical range of values for ESS enclosures for surface area of obstruction is 10-40% of the total 
surface area.  Baird estimated that for ISO containers the percentage of total surface area was 13.4% 
(Baird, 2019).  The area of obstructions for the small container was estimated to be 5 m2, or 13.6% 
of the total surface area of the enclosure.  For an enclosure that has an area of obstructions less than 
20% of the surface area, no adjustment is made to the turbulent flame enhancement factor.  For the 
20-ft ISO concept design, area of obstructions was assumed to be 15 m2, which is 22.4% of the surface 
area of the container.  These values are in the range of typical ESS enclosures.  To assess the 
sensitivity of the result with respect to significant increases of obstruction area (e.g. taking into 
account battery racks or presence of liquid cooling piping), the vent area calculation was also 
performed with doubled obstruction area. 

2. Flammable Gas Mixture 

2.1. Li-ion Gas Composition 

Lithium-ion battery failures release flammable gas during thermal runaway.  The gas is typically 
composed of hydrogen (H2), hydrocarbons (abbreviated THC for total hydrocarbons), carbon 
monoxide (CO), and carbon dioxide (CO2.)  H2, THC, and CO are flammable, and CO2 is an inert 

599



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

dilutant.  When a battery cell undergoes thermal runaway, a mixture of the gases is released, the 
proportion of which depends on the characteristics of the cell and its failure mode (e.g. chemistry and 
material composition, abuse method, and state of charge.)  The type and relative fraction of flammable 
gases emitted from the battery cell has been studied extensively in the literature.  The relative 
proportion of the gases can vary widely, as shown in Fig. 3.  For the experimental data, the hydrogen 
volume fraction varied from 6% to 54% (Archibald, 2021; Robles & Jeevarajan, 2020; Yang et al., 
2022).  Hydrogen is the most volatile flammable gas in the mixture based on its burning velocity of 
286 cm/s (NFPA, 2023a). 

 

Fig. 3. Selected battery gas volume fraction for lithium ion battery cell thermal runaway experiments  
(Archibald, 2021; Robles & Jeevarajan, 2020; Yang et al., 2022). 

2.2. Li-ion Gas Data 

High volume fractions of H2 in the battery gas mixture typically cause more hazardous flammability 
properties. Battery gas volume and composition was assessed based on the available data in the 
literature for thermal runaway experiments of lithium-ion batteries to evaluate the typical range of 
the flammable components of the offgas, particularly H2 and THC.  Fig. 4  presents the collected data 
in statistical plots, comparing LFP, NMC, and LCO cell chemistries (Archibald, 2021; Barowy et al., 
2022; Barowy & Klieger, 2021; Bordes et al., 2022; Essl, Golubkov, & Fuchs, 2020; Essl, Golubkov, 
Gasser, et al., 2020; Fernandes et al., 2018; Golubkov et al., 2014; Kennedy et al., 2021; Robles & 
Jeevarajan, 2020; Shen et al., 2023; Shi et al., 2024; Walker, 2020; Y. Wang et al., 2023; Yang et al., 
2022; Yuan et al., 2020; Zhang et al., 2019).  H2 concentration generally averages between 20% and 
40% for all cell chemistries, with some LFP cells reaching over 50%.  THC is a mixture of methane, 
ethylene, propylene, propane, and other hydrocarbons, and typically is between 10 and 25% of the 
battery gas mixture.  The composition of flammable gas observed from the literature review of 
lithium-ion batteries is consistent with the authors’ experience in evaluating thermal runaway data 
for cells used in the ESS industry.  However, large format LFP cells (greater than 200 Ah) typically 
have greater proportions of H2 of between 45% and 60%, and smaller volume fractions of CO (5-
20%.) 
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Fig. 4. Composition of lithium-ion battery cell flammable gas release by volume, from literature review.  
References for data provided in text. 

The flammability properties of the gas required for sizing deflagration vents include laminar burning 
velocity (LBV / Su) and the maximum explosion pressure (Pmax.)  UL 9540A prescribes standard test 
methods to determine these properties for gases.  Table 3 presents battery gas compositions with 
experimental data for Pmax and Su were obtained from Henriksen et al. (2021) and Wang et al. (2022). 
Three compositions were used for the primary modelling evaluation. The battery gas composition 
data and explosion properties represent a range of values observed in lithium iron phosphate (LFP) 
cathode cells and other cells used in grid-scale ESS.  The most common cell chemistry for grid-scale 
ESS is LFP (Rho Motion, 2023), and these often are large format (200+ Ah) and have high 
concentrations of H2 in the thermal runaway offgas (Kapahi et al., 2023). The Low LBV LFP gas 
shown in the table has 34.9% H2, which is representative of many cell types as shown in Fig. 4, but 
has a relatively low burning velocity relative to most LFP cells used in grid-scale ESS.  Henriksen 
denoted this composition as “Generic Li-ion.”  The 23 Ah LFP cell tested by Wang (Med. LBV LFP 
in the table) also had lower H2 volume fraction than is often observed in many large format LFP cells 
used in ESS.  However, the burning velocity of 80 cm/s is representative of many cells in use.  The 
High LBV Li-ion gas has 42.8% H2 and a burning velocity of 105.5 cm/s.  The Su for this composition 
is on the higher end of the range for most lithium-ion cells’ offgas and was based on the more 
flammable concentrations developed from LFP and nickel cobalt aluminium (NCA) cells.  This gas 
composition and the explosion properties are also representative of many cells used in grid-scale ESS. 

Table 3.  Representative Battery Gases (Henriksen et al., 2021; H. Wang et al., 2022).  

Gas H2 
(%) 

CO 
(%) 

CO2 
(%) 

CH4 
(%) 

C2H4 
(%) 

C2H6 
(%) 

C3H8 + 
Other (%) 

Su 
(cm/s) 

Pmax 
(bar-g) 

Low LBV LFP 34.9 25.0 20.1 15.0 5.0 0.0 0.0 47.9 7.5 

Med. LBV LFP 36.2 7.4 25.2 6.4 15.2 2.4 7.2 80.0 6.5 

High LBV Li-ion 42.8 37.1 10.0 7.1 3.0 0.0 0.0 105.5 7.8 
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The calculated vent area is directly correlated to Su.  To evaluate this sensitivity of the vent area with 
this parameter, and that of H2 volume fraction in the mixture, Su was modeled using Cantera for 
mixtures containing 0% to 70% H2.  Cantera is a chemical equilibrium code which calculates 
combustion products and thermodynamic properties of chemically reacting flows (Goodwin et al., 
2023).  It includes a set of models for premixed flames.  For the calculation of Su a 1-D freely 
propagating premixed flame was modeled at initially ambient conditions, using the same method in 
Python as provided by Ogunfuye (2023).  The GRI-Mech 3.0 reaction mechanism was used, as it was 
the default.  The portion of the mixture not H2 was evenly divided into CH4, CO, and CO2.  The 
results are shown in Fig. 5. 

 

Fig. 5. Burning velocity calculated using Cantera for mixtures representative of battery gas, changing the 
relative fraction of hydrogen gas. 

2.3. Gas Mixture Properties  

The unburned and burned gas mixture properties are required to calculate vent area.  Table 4 contains 
the values for each of the gas mixtures which were taken at the stoichiometric concentration, including 
the unburned mixture density (ρu), viscosity (µu), sonic flow mass flux (Gu), speed of sound (au), and 
the combustion products specific heat ratio (γb.)  The gas properties were assessed at ambient 
conditions based on the assumption that the gas cools rapidly upon being released. The stoichiometric 
volume fraction was calculated by balancing the chemical equation for the battery gas.  Mole 
averaging was used to calculate the density using properties from DIPPR (BYU DIPPR, 2023).  The 
dynamic viscosity was calculated using the method of Herning and Zipperer (Davidson, 1993).  The 
sonic flow mass flux, which is the maximum mass flow per unit area due to compressibility of the 
unburned fuel-air mixture, was calculated according to compressible flow principles (NASA Glenn 
Research Center, 2021).  The specific heat ratio was calculated using the specific heat of the products 
(CO2, H2O, and N2) at 1000 K from properties obtained from the NIST database (Linstrom, 1997). 

Table 4.  Battery Gas Fuel-Air Mixture Properties (BYU DIPPR, 2023; Linstrom, 1997).  

Gas xst (L/L) ρu, NTP (g/L) µu (kg/m2s) au (m/s) Gu (kg/m2-s) γb (-) 

Low LBV LFP 0.219 1.12 1.76E-05 357 228.2 1.28 

Med. LBV LFP 0.145 1.17 1.76E-05 349 232.1 1.28 

High LBV Li-ion 0.250 1.08 1.77E-05 364 224.5 1.28 

602



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

2.4. Gas Release Volume 

The volume of gas released during thermal runaway varies based on a number of factors such as cell 
chemistry, method of abuse, and state of charge.  In general, the volume of flammable gas release is 
correlated with the nominal energy capacity of the cell.  Rappsilber (2023) reported an overall 
maximum of 0.75 L/Wh for multiple chemistries (LFP, NMC, NCA, LCO, and LMO) and form 
factors (cylindrical, pouch, and prismatic.)  The concept lithium-ion based battery system had 
modules with 42 Ah / 134 Wh LFP cells, such that the gas release was 100 L per cell.  An adverse 
event in the system which leads to thermal runaway in a cell causes release of flammable gas.  
Thermal runaway may be limited to one cell, or it may propagate to other cells in the module or unit.  
Test data (usually from UL 9540A) can be used to justify the expected number of cells which undergo 
thermal runaway.  In this work, partial volume deflagration calculations were performed for one 
(100 L), five (500 L), and fifteen (1500 L) cells.  For the small container, the stoichiometric 
concentration (which is assumed for the full-volume scenario) corresponded to a flammable gas 
volume of 1298 L, 859 L, and 1481 L for the Low LBV LFP, Med. LBV LFP, and High LBV Li-ion 
gases, respectively.  The 1500 L volume was not used to calculate deflagration area for the small 
container.  The stoichiometric volumes for the 20-ft ISO container were 3628 L, 2402 L, and 4143 L, 
respectively.  The vapor cloud for the partial volume scenarios considered in the analysis are shown 
in Table 5.  Note that the vapor cloud volumes for Med. LBV LFP gas are significantly greater than 
for the Low LBV LFP and High LBV Li-ion gases due to the much lower stoichiometric volume 
fraction. 

Table 5.  Battery Gas Stoichiometric Vapor Cloud Volume. 

Gas xst 
(L/L) 

V100 L 
(m3) 

V500 L 
(m3) 

V1500 L (m3) Veff, Small 
(m3) 

Veff, 20-ft ISO 
(m3) 

Low LBV LFP 0.219 0.46 2.28 6.85 

5.93 16.57 Med. LBV LFP 0.145 0.69 3.46 10.38 

High LBV Li-ion 0.250 0.40 2.00 6.01 

3. Results and Discussion 

3.1. Required Deflagration Area 

Deflagration vent area requirements for the small container and the 20-ft ISO container are shown in 
Fig. 6 and Fig. 7, respectively.  For both containers and all Low LBV LFP gas release scenarios 
(partial and full volume), the vent area for the design satisfied the required area.  Conversely, no 
scenario with High LBV Li-ion gas yielded vent area lower than the available 2 m2 in the small 
container.  The Med. LBV LFP gas scenarios failed to yield feasible deflagration vent area except for 
the 100 L release.  Note, however, that based on the test method specified by UL 9540A for module 
thermal runaway initiation, multiple cells are required to undergo thermal runaway, and thus typically 
limiting the release to 100 L is not justifiable.  
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Fig. 6. Required area for small container. 

 

Fig. 7. Required area for 20-ft ISO container. 

For the 20-ft ISO container, all partial volume 100 L gas scenarios yielded a required vent area lower 
than the design vent area.  Note that the Low LBV LFP and Med. LBV LFP gases had higher required 
area for the 100 L partial volume scenario than the High LBV Li-ion gas, and this is due to the smaller 
stoichiometric volume fraction (21.9% and 14.5%, respectively, versus 25.0%.)  For the High LBV 
Li-ion gas with 100 L volume, the equation for partial volume vent area becomes undefined due to 
the higher stoichiometric ratio, and thus for this analysis was assumed to be 0 m2.  The results for the 
100 L gas release scenario show that if gas release is limited, deflagration venting is a feasible 
explosion control solution. 

For both containers, a conceptual maximum deflagration vent area for the ceiling was estimated to 
provide an upper bound of what may be possible for these style containers.  This vent panel area 
would require essentially the entire ceiling and thus does not take into account design constraints.  
For the small container, increasing the vent area to the conceptual maximum resulted in a feasible 
design for the Med. LBV LFP gas but not for all scenarios with the 20-ft ISO container. 
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Doubling the area of obstruction resulted in the Low LBV LFP gas failing requirements for the full 
volume scenario for the 20-ft container.  The 100% increase in obstruction area resulted in a 30% and 
41% increase in vent area requirements for the small and 20-ft ISO containers, respectively. 

The high and low LBV gas mixtures had similar properties as shown in Table 3 and Table 4 (except 
for Su.)  Thus, although there is some effect of the gas properties based on the relative composition, 
the most significant factor in determining the feasibility of a deflagration vent design is Su. 

3.2. Deflagration Area Sensitivity 

A sensitivity analysis was performed for two containers with battery gas compositions containing a 
concentration range of H2 from 0% to about 70%.  Su calculated by Cantera is shown in Fig. 5 along 
with the value for the Low LBV LFP, Med. LBV LFP, and High LBV Li-ion gases.  Results of the 
sensitivity study for the small container and 20-ft ISO container are shown in Fig. 8 and Fig. 9, 
respectively.  The full-volume scenario was used for the calculation.  In general, deflagration vents 
as an explosion control solution were found to be feasible for H2 volume fractions of less than 28% 
and 31% for the small and 20-ft ISO containers, respectively.  The Low LBV LFP gas has a hydrogen 
concentration of 34.9%; the Cantera result was found to be conservative for this gas compared to the 
Su data provided by Henriksen.  The validation of the chemical kinetic modeling is outside the scope 
of this work.  The trend of the amount of H2 in the mixture which yields a feasible result is generally 
consistent for both enclosures.  The actual gas compositions used in the main study do not lie on the 
H2 sensitivity line due to variation in CO, CO2, and THC, as the actual gases have varying 
compositions which are not represented by the sensitivity model.  Most cells used in the ESS are LFP, 
which typically have H2 concentrations of greater than 30%, and thus using the prescriptive 
methodology as described in this work will not yield a practical design area for a significant portion 
of ESS container designs. 

 

Fig. 8. Required deflagration area for stoichiometric gas release in the small container, with hydrogen 
concentration varied in the battery gas mixture. 
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Fig. 9. Required deflagration area for stoichiometric gas release in 20-ft ISO container, with different 
hydrogen content in battery gas mixture. 

 

3.3. Considerations for ESS Deflagration Vent Design and Future Research 

Energy Storage System (ESS) enclosures are tightly packed for economic reasons.  The amount of 
area available for deflagration vent panels is typically small.  The results demonstrate the challenges 
for designing deflagration vents for enclosures housing lithium-ion batteries.  The geometric 
characteristics of large scale ESS will likely not change significantly.  Thus, to achieve a practical 
solution, the flammable gas release hazard must be addressed: lower volume of gas (partial volume 
scenario) and lower Su of the flammable gas (less H2 or more CO2.) 

The results demonstrate that a feasible deflagration vent design is challenging with a flammable gas 
that has a high Su.  The High LBV Li-ion gas has Su of over 100 cm/s due to high proportion of H2 
and low proportion of CO2.  Although cells from each manufacturer are distinct and can give different 
results for thermal runaway gas composition, LFP type batteries generally have higher levels of H2 
and thus higher Su.  Thus, although LFP cells may be perceived as being safer due to certain 
characteristics of the thermal runaway of this chemistry, the flammability properties often lead to 
non-feasible deflagration vent designs. 

Partial volume deflagration calculations can be an important tool in designing deflagration vents using 
the prescriptive methodology in NFPA 68.  However, the justification of the total volume release of 
flammable gas is based on an engineering assessment of the UL 9540A data.  Review and critical 
analysis of the specific test reports to assess the propensity for thermal runaway propagation is 
important to ensure sufficiently conservative assumptions are made, as in UL 9540A only one test at 
the module and unit level are performed.  In addition, for each subject cell, only one gas volume and 
composition test is performed in the pressure vessel to establish properties such as maximum 
explosion pressure and burning velocity.  Thus, it is important for practitioners to compare with 
experimental and modeling data in the literature to account for the uncertainty in the testing. 
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In the container designs for this study, obstruction area was assumed to be low, and L/D was taken 
for overall container geometry (less battery rack volume.)  This method was consistent with the 
available literature and the authors’ industry experience in prescriptive NFPA 68 analyses.  However, 
it is an important consideration that the data used to develop NFPA 68 did not include enclosures 
with battery racks.  Specific geometric features of battery racks and electrical equipment, and the 
highly congested nature of the containers, may affect the deflagration propagation and resulting 
pressures in ways which NFPA 68 does not take into account.  In addition, the battery gas is typically 
released as a hot jet and can be present initially at a high local concentration which may affect the 
flame propagation characteristics.  These topics warrant further study to determine if the current 
guidance in NFPA 68 is sufficient to protect ESS containers or if conservatism can be reduced for 
some geometric configurations. 

4. Conclusions 

In this work the required vent area was calculated according to the prescriptive NFPA 68 method for 
representative ESS enclosure designs.  Su was found to be the most important parameter in 
determining feasibility of deflagration vents for battery containers.  A chemical kinetics code was 
used to evaluate Su for a range of H2 volume fractions, and this data was used to evaluate vent area 
requirements.  In general, H2 concentrations greater than about 30% yielded non-feasible deflagration 
vent designs for stoichiometric concentrations. The Med. LBV LFP and High LBV Li-ion gases, 
which are similar to many LFP cells’ composition and Su, was found to cause non-feasible 
deflagration vent designs for most gas release scenarios.  The Low LBV LFP gas, which has a low Su 
relative to most LFP cells, was found to yield feasible designs.  Partial volume calculations were 
found to result in viable deflagration vent designs for even the higher Su battery gas compositions 
when the release volume was 100 L to 500 L. However, care must be taken when using the partial 
volume method as it requires justification based on an assessment of a usually limited set of 
experimental data.  The results of this study demonstrate that deflagration venting is a viable 
explosion control solution for ESS containers for only a small portion of scenarios.  Further study 
using computational modeling and experiments is needed to evaluate whether the NFPA 68 
prescriptive method is overly conservative, and if specific changes can be made to improve feasibility. 
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Abstract 

The use of pure hydrogen or blends with natural gas as fuel for gas turbines raises concerns about 

potential leakages into confined space since are installed inside an acoustic enclosure where the fuel 

gas supply system is also placed. Package design is done to reduce the likelihood of leakage 

occurrence and to prevent any ignition, nevertheless it is not possible to exclude that a gas cloud could 

be ignited leading to a potential explosion inside the gas turbine enclosure. The available standard for 

the safety of gas turbine enclosure (ISO 21789:2022), which is based on methane fuels, recognizes 

that if a hazardous condition is present inside the enclosure, explosion prevention and protection 

measures shall be implemented like pressure resistant design and or explosion relief panel. Moreover, 

other American and Europe standards like NFPA68 and/or EN14994 provide criteria, formula, and 

numerical values to be used as deflagration index (named KG) for the design in case of an explosion 

of stoichiometric gas cloud of different fuel, but for lean gas cloud explosion the above standards do 

not provide any KG values. 

It is therefore important to review the applicability of current safety standards for these new fuels, as 

the pressure resulting from a hydrogen explosion is expected to be significantly higher than that from 

a methane explosion. This paper describes the tests executed at REMBE® RTC facility on an empty 

vessel filled with different blends of methane and hydrogen with and without explosion relief panel. 

The purpose of these tests is to verify the effectiveness of explosion relief panel in a lean gas cloud 

explosion to reduce the internal pressure inside the protected vessel and to verify the external pressure 

and temperature behaviour due to relief panel opening. The experimental test for hydrogen and 

hydrogen/methane fuel mixtures are also replicated using the explosion modelling tool FLACS CFD. 

The comparison between test campaign and numerical results is used to verify the prediction of 

confined vented simulations used to support the design of gas turbine package. 

Keywords: hydrogen, explosions, prevention, mitigation, relief panel 

Introduction 

Land-based gas turbines are very often installed inside an acoustic enclosure to isolate it from 

surrounding environment and reduce the noise emissions. Creating an enclosed space around such 

hot engine requires to provide forced ventilation flow to cool down the turbine itself and all the 

instruments, equipment and items installed inside the hood [1,2]. Moreover, several auxiliary systems, 

which are essential for proper gas turbine operation, are located inside the enclosure. One of them is 

the fuel gas system, which is usually composed of a fuel gas valves skid and a piping line manifold, 

placed below and around the engine, respectively. Many connections, both flanged and threated, are 

presents along this system and all of them theoretically represent a potential source of fuel gas leakage 

[3,4]. The dispersion of a flammable gas inside a confined space with contemporary presence of hot 

surfaces, gas turbine skin and some piping, generates concerns about the potential explosion hazard 

[5]. Such scenario requires mitigation measures and recognized design guidelines to be implemented 
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for each gas turbine package during the design execution [6,7]. For this reason, the forced ventilation 

system of enclosure is provided not only for cooling, but also as mitigation diluting any accidental 

leak. It is recognized that ventilation is crucial for safety against explosion hazards if properly 

designed, since limits the extent of the flammable cloud and the consequences of its unexpected 

ignition [8]. 

In the frame of CO2 footprint reduction towards energy transition, new gas turbines capable of burning 

pure hydrogen and blends with natural gas have been designed. The benefit in terms of impact on the 

CO2 emissions is known, but the main challenge in the design is related to hydrogen criticalities such 

as lower ignition energy, greater Lower Heating Value (LHV), larger flammability range if compared 

with conventional natural gas. These aspects need to be evaluated in the design phase [9, 10] to 

guarantee the maximum level of safety. Package design is done to reduce the likelihood of leakage 

occurrence and prevent any ignition, nevertheless it is not possible to exclude that a gas cloud could 

be ignited. In case fuel is hydrogen and/or hydrogen blend, the consequence may lead to a potential 

explosion inside the gas turbine enclosure, which could create a pressure significantly higher than 

methane explosion [11]. The available standard for the safety of gas turbine enclosure is ISO 21789 

[12], which is based on methane applications and recognizes that if a hazardous condition is present 

inside the enclosure, explosion prevention and protection measures shall be implemented such as 

pressure resistant design and/or explosion relief panel. Moreover, other American and Europe 

standards like NFPA68 [13] and/or EN14994 [14] provide criteria, formula, and numerical values to 

be used as deflagration index (named KG) for the design in case of an explosion of stoichiometric gas 

cloud of different fuels, but for lean gas cloud explosion of pure hydrogen or its blends the above 

standards do not provide any KG values. Therefore, it is important to review the applicability of 

current safety standards because they address stoichiometric methane mixture, while in the current 

H2 packages it is more likely to have in case of leak lean gas cloud. 

This work, done in collaboration with REMBE® RTC, shows the execution of confined vented 

explosions of lean mixtures for pure methane, pure hydrogen and one blend (85% H2 and 15% CH4). 

The effect of different relief panels is evaluated and numerical simulations to predict their behavior 

are executed with FLACS. The experimental campaign is carried out with different mixture at similar 

laminar flammable speed and a comparison between explosion tests and numerical results is reported. 

The aim of this activity is to provide data useful to support the design of gas turbine package. 

1.Experiments  

1.1. REMBE® RTC experimental facility 

The experimental campaign was carried out at REMBE® RTC facility in Brilon. Different tests were 

executed to assess the behavior of relief panels without and with flame arrester evaluating the pressure 

trend and temperature. 

The experiments were performed in a 10.8 m³ test vessel equipped with a 920 mm × 920 mm (A = 

0.85m²) pressure relief opening. The first set of experiments was done using a relief device composed 

of two layers of aluminum foil, since it is not an invasive solution to understand the gas explosion 

magnitude. Then, the second set of tests was conducted using a commercial pressure relief panel 

equipped with a flame arrester, named Q filter, which is designed by REMBE® GmbH Safety + 

Control to limit the flame propagation outside the enclosed space. The fuel mixtures were prepared 

injecting a controlled amount of gas inside a smaller auxiliary vessel of 0.250 m3 monitoring the 

pressure. Once reached the desired mass of gas, it was transferred into the bigger test vessel (10.8 m3) 

ad mixed with the right amount of air before to be ignited. The resulting explosive mixture was ignited 

with a punctual energy of 100 J with a pyrotechnical igniter placed in the middle of the vessel on the 

cylinder axis. Two fast pressure transmitters (P1 and P2) were placed inside the vessel on the 

symmetrical axis at the same distance from the igniter for measuring pressure trends (Figure 1). The 
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pressure sensors model is Wika S 20 with a measuring range of 2kHz, an accuracy of +/-0.5% and a 

sampling frequency of 1kHz. Moreover, three thermocouples were placed outside the vessel to 

evaluate the temperature after the propagation of the explosion outside. The used thermocouples are 

type K with 0,22 mm2 wire cross section, in order to reduce as much as possible the response time. 

Two of them (T1 and T2) were placed along the direction of venting gases 3 m away from the relief 

opening and the last one (T3) farer at 4.5 m. The experimental set up can be seen in Figure 1. 

 
Fig. 1. Experimental set up 

The experiments were carried out with the described set-up according to DIN 17025:2018 [15], using 

three different gases, 100% H2, 100% CH4 and blend 85% H2-15% CH4, at different volume 

concentration (6% and 10% vol) and repeated for both relief devices.  

The set of experiments discussed in this work is summarized in Table 1. The gas concentration was 

based on its composition in order to have comparable laminar flame speed. All the mixtures in Table 

1 have similar laminar flame speed (SL) value around to 12 cm/s, but different flammable mass. The 

SL curves of the gases are shown in Figure 2 [16], where Donohoe et al. show their correlation with 

the equivalent ratio (φ) for pure methane, pure hydrogen and several blends. Three points are added 

to indicate test conditions of this work. The SL value is estimated calculating the equivalent ratio (φ) 

of the mixture according to equation (1): 

φ =  
𝑚𝑓𝑢𝑒𝑙

𝑚𝑜𝑥
⁄

( 
𝑚𝑓𝑢𝑒𝑙

𝑚𝑜𝑥
⁄ )𝑠𝑡𝑜𝑖𝑐ℎ

     (1) 

Table 1. Set of experiments conducted in REMBE® RTC facility. 

Test 
Mixture 

Composition % 
Relief device 

Vol 

gas/air % 
φ 

Flammable Mass  

(kg) 

1 100% CH4 
Aluminum 

Foils 
6% 0.636 0.463 

2 100% CH4 
Relief Panel 

with Q filter 
6% 0.636 0.463 

3 100% H2 
Aluminum 

Foils 
10% 0.253 0.097 

4 100% H2 
Relief Panel 

with Q filter 
10% 0.253 0.097 

5  85% H2 – 15% CH4 
Aluminum 

Foils 
10% 0.390 

0.198  

(0.082kg H2+0.116kg CH4) 

6 85% H2 – 15% CH4 
Relief Panel 

with Q filter 
10% 0.390 

0.198 

 (0.082kg H2+0.116kg CH4) 
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Fig. 2. Laminar Flame Speed curves [11] and estimated points for REMBE® tests 

 

1.2. Tests Results 

Figures 3, 4 and 5 show the pressure trends obtained during the tests for methane, hydrogen and their 

blend. To facilitate the picture analysis, only signal filtered with moving average of pressure 

transmitter P1 is represented with a thick line; while on the background dotted lines represent the 

unfiltered measure [17]. This choice to show only one measurement is dictated by the fact that P1 

and P2 signals are very similar mainly their moving average. As a reference, the difference between 

P1 and P2 is shown in Figure 6 and 7 only for 100% H2 tests, all other cases have similar behaviour 

and are not shown for brevity. 

Figure 3 shows the comparison of the two experiments performed on the lean mixture (6% vol) of 

air/100% CH4. Test 1 is executed with aluminium foils venting device and Test 2 with relief panel 

and flame arrester. The two tests produce similar results, since the reached maximum peak and the 

slope of pressure increase are quite the same. The main difference is visible after pressure peak is 

reached. Test 2 shows a slower decreasing than Test 1, mainly due to the back pressure generated by 

the presence of the flame arrester. The interaction between the flame front and the obstacle does not 

produce effects in terms of peak pressure and time duration of the impulsive pressure increase. 

Figure 4 shows tests made with a lean mixture (10% vol) of air/100% H2 executed with the same set-

up conditions but different relief device, aluminium foils (Test 3) and the relief panel (Test 4). The 

major effect generated by the relief panel with the flame arrester is a higher peak. In both cases the 

relief device opening pressure is 0.1 barg and in Test 3 (aluminium foils) after 0.02 s the peak is 

reached, while in Test 4 (panel + flame arrester) after the opening there is a slight change of slope. 

The peak pressure reached in Test 4 is more than double respect to Test 3 due to the back pressure 

created by flame arrester, which represents an obstacle and it is very likely that its wrinkled structure 

enhances the hydrogen flame speed more than methane [18]. 

Figure 5 shows the tests carried out with the blend 85% H2 and 15% CH4 (Test 5 and Test 6). 

Differently from the tests with the pure methane, these are significantly affected by the different relief 
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device, as it occurs for pure hydrogen. The peak pressure recorded in Test 6 is the highest between 

all tests previously described, although the peak pressure obtained with the aluminium foils (Test 5) 

has the same value obtained with pure methane and hydrogen. The causes of this behaviour could be 

associated at different causes: the not perfectly uniform concentration inside the vessel, the high 

content of hydrogen (85%), which interacts with the flame arrester [19] and finally the flammable 

mass present inside the vessel, which is higher than Test 4. Table 1 shows the flammable mass for 

each test.  

 
Fig. 3. Tests with 100%CH4 at 6% vol with aluminum foil (Test 1) and with relief panel and flame 

arrester (Test 2).  

 
Fig. 4. Tests with 100% H2 at 10% vol with aluminum foil (Test 3) and with relief panel and flame 

arrester (Test 4). 
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Fig. 5. Tests with 85% H2 – 15%CH4 at 10% vol with aluminum foil (Test 5) and with relief panel 

and flame arrester (Test 6).  

 

 

Fig. 6. P1 and P2 in Test 3 (100% H2 with aluminum foil) 
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Fig. 7. P1 and P2 in Test 4 (100% H2 with relief panel and flame arrester) 

 

In summary, the overpressure generated in cases with the aluminium foils and without flame arrester 

reaches similar peaks for each mixture, since it is likely that there is not significant interference with 

the combustion process, which is dominated by laminar flame speed value. On the other hand, the 

interaction of the flame front with the Q filter generates different effects depending on the mixture 

composition. Notably, the flame arrester effectively reduces the flame length compared to free vented 

tests with aluminum foils, mitigating impact on the surrounding. Temperature measurements and 

indicators showed significantly lower values than the expected from a free flame, indicating the Q-

Filter's potentiality to enhance safety measures. Table 2 shows the peak temperature value at 3 m 

from the venting panel and the corresponding adiabatic flame temperature. Comparing the two values, 

the beneficial effect of flame arrester is remarkable with all mixture compositions, obtaining a 

temperature reduction of 80-90%. 

 

Table 2. Temperature peak at 3 m from the relief panel  

Test 
Mixture Composition 

% 

Max Temperature 

at 3m 

[°C] 

Adiabatic Flame 

Temperature 

[°C] 

2 100% CH4 32 1750 

4 100% H2 117 1000 

6 85% H2 – 15% CH4 150 1100 
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2 Numerical simulations 

2.1 FLACS CFD analysis: modelling and set up. 

A series of CFD simulations is carried out to replicate the tests described above using FLACS – CFD 

22. 2 by Gexcon. The turbulence model is based on Reynolds-Averaged Navier-Stokes (RANS) 

equations, in this specific case k-ε model, coupled with sub-grid models to account for the influence 

of objects that cannot be resolved on the computational grid [20]. FLACS models physical object 

through the porosity distributed resistance (PDR) approach. 

Combustion and spatial distribution of the reaction rate across the flame zone is predicted by a flame 

model, which depends on the diffusion coefficient D and the reaction rate RF, as shown in fuel mass 

fraction equation (2). The reaction rate term (RF) is also function of the burning velocity [21]. 

𝜕(𝛽𝑣𝜌𝑌𝑓𝑢𝑒𝑙)

𝜕𝑡
+

𝜕(𝛽𝑗𝜌𝑢𝑗𝑌𝑓𝑢𝑒𝑙)

𝜕𝑥𝑗
=  

𝜕(𝛽𝑗𝜌𝐷
𝜕𝑌𝑓𝑢𝑒𝑙

𝜕𝑥𝑗
)

𝜕𝑥𝑗
+  𝑅𝐹  (2) 

𝑐 = 1 −  
𝑌𝑓𝑢𝑒𝑙

𝑌𝑓𝑢𝑒𝑙,0
       (3) 

𝑅𝐹 = 𝐶𝛽𝑅𝐹

𝑆

∆
𝜌 min[𝑐, 9(1 − 𝑐)]     (4) 

where, CβRF is a model constant, s is the burning velocity, Δ is the control volume length in the 

direction of flame propagation and Yfuel,0 is the initial fuel mass fraction. For all gases, laminar burning 

velocity (S) is used for equation (4), with only exception for hydrogen since FLACS applies a 

correction factor on the Lewis number (SL,Le). To model the regime of cellular flame propagation the 

quasi-laminar burning velocity (SQL) concept is used and it is modelled as shown in (5): 

𝑆𝑄𝐿 =  𝑆𝐿,𝐿𝑒(1 + 𝐶𝑄𝐿𝑟𝐹
𝑎)  (5) 

where CQL is a mixture-dependent model constant, rF is the flame radius and a is a model constant 

[22].  

FLACS computational domain (Figure 8) is derived from test vessel drawing and two monitoring 

points are placed in P1 and P2 position as it is in the real test rig. Finally, the ignition point is located 

as per experimental test. 

  
Fig. 8. FLACS computational domain 

 

The mesh implemented in FLACS is a cartesian grid, a structured not-body fitted type of grid [19]. 

A fine grid is generated in the zone contained within the vessel and some meter outside along the 

vessel axis, where the explosion is expected to propagate. The mesh has a total amount of about 3M 

of elements and a cell size of 5 mm.  
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For the first set of simulations to reproduce the aluminium foils, the relief device is modelled as a 

massless foil. On the other hand, for the second set, relief panel is modelled considering it hinged on 

the lower side and with a weight of 5 kg/m2 and the Q filter is modelled as a porous media placed on 

the inner side of the panel. Its thickness is 0.1 m as the real flame arrester, in order to accurately 

reproduce the interaction with the flame front. For each gas composition, four different simulations 

are carried out using different porosity values increasing progressively the blocking values: 0.5, 0.25, 

0.2, 0.18. The sensitivity study is done to identify the level of porosity reproducing the experimental 

phenomenon. As initial condition, an uniform distribution of gas is imposed calculating the proper 

equivalent ration knowing pressure and temperature of the gas inside the vessel during the test. This 

simplified modelling without simulating the filling of the vessel introduces some differences with the 

executed tests, since in the reality the mixture was not perfectly uniform and quiescent inside the 

vessel. 

 

2.2 FLACS CFD results  

Figure 9 shows the results obtained for the first set of simulations with the aluminium foils as relief 

device. For all the tests, there is a good agreement between the numerical calculation and 

experimental data, since pressure peaks and increase rates versus time are similar. As it was expected, 

an evident difference is the absence in FLACS results of the acoustic oscillations of the un-filtered 

pressure trends [23]. As mentioned in tests results, the pressure trend development and the maximum 

reached is quite the same in all tests with the aluminium foil even if the mixture are characterized by 

different equivalent ratio. The main factors characterizing this behaviour are the relief device opening 

and the absence of elements able to enhance the flame front, for this reason the pressure trend is not 

significantly dependent on the gas type. After the opening, the combustion propagation outside the 

vessel creates differences visible in the remaining part of the pressure trends. 

Figure 10 shows the results obtained imposing different porous medias for modelling the flame 

arrester. As it is evident, the best matching is obtained with the 100% methane mixture with porosity 

value of both 0.2 and 0.25. In all four the simulations made with 100% CH4, the flame arrester seems 

to not significantly affect the pressure of the first peak inside the vessel. The highest misalignment 

with experiments is obtained using porosity at 0.18, due to the back pressure that is produced inside 

the vessel. As in the test, also FLACS results show a lower pressure decreasing in the second part 

(after the peak) of the trend realistically generated by the flame arrester, which represents an obstacle. 

Pressure increase and decrease create a sort of triangle, which has a larger base in the CFD trend due 

to the higher time needed for reaching the peak, but in a general overview the results are in good 

agreement. Pressure results for 85% hydrogen and 15% methane are shown in figure 8. Differently 

from the pure methane case, imposing the same values of porosity, the interaction with the flame 

arrester generates higher peak than the tested one. The best alignment of the maximum peak is 

obtained with a porosity value of 0.2, even if in all simulations the pressure trend development in 

time is not fully captured. The pressure peak is delayed in comparison to the real test. Similarly, the 

same kind of simulations are performed using pure hydrogen. In terms of maximum reached peak, 

the best results are obtained with a porosity value of 0.18, differently from the previous simulations. 

In the hydrogen simulations the effect of back pressure generates by the porous media is less effective 

producing lower peak than the tested one. In all the four simulations the time interval of the impulsive 

phenomenon is overestimated in comparison to the test. 
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 a) 

b) 

c) 

 

Fig.9. Experimental results versus CFD simulation: a) Test 1 - 100% CH4; b) Test 3 -100% 

H2; c) Test 5 - 85%H2-15%CH4 
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a) 

b) 

c) 

Fig.10. Experimental results versus CFD simulation: a) Tests 2 - 100% CH4; b) Tests 4 - CH4100% 

H2; c) Tests 6 - 85%H2-15%. 
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3 Conclusions 

This work is mainly focused on the consequences of a lean gas mixture ignition with pure hydrogen, 

pure methane and their blend (85% H2 and 15% CH4), since it is representative of real conditions that 

could occur inside a gas turbine enclosure in case of an accidental fuel gas leak. 

Experimental ignition tests inside a 10.8 m3 vessel with relief device were conducted at REMBE® 

RTC facility to demonstrate the capability of the relief panel equipped with a flame arrester to limit 

the effects of explosion propagation outside the vessel. FLACS was used to simulate the performed 

tests and to validate the relief panel modelling for their use on gas turbine packages. 

The solution with compact flame arrester, named Q-Filter by Rembe®, demonstrated that pressure 

peak inside the vessel obtained after the ignition is higher than the aluminum foils device. This effect 

is due to the interaction of the flame front with the obstacle represented by the flame arrester. On the 

other hand, the benefit is present externally to the vessel where the exhaust gas temperature is reduced 

respect to requirements given by international standards. 

This study showed that without flame arrester the pressure peak inside the enclosed space is lower 

than the case the Q filter. On the other hand, without flame arrester the propagation outside the vessel 

is more severe in terms of temperature and pressure. According to this finding, whenever a gas turbine 

enclosure needs a relief device, the choice to install a flame arrester is dependent on-site requirements. 
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Abstract 

Solid chemical inhibitors, such as sodium bicarbonate and potassium carbonate, are widely used as 

fire suppressants in industry. In recent years, systems have been developed for using inhibitors as a 

safety measure for vapour cloud explosions. The aim of the joint industry project (JIP) ‘Risk-

reduction for hydrogen installations by partial suppression of explosions’ (HyRISE) is to develop 

fundamental knowledge that can support practical solutions for mitigating hydrogen explosions in 

congested and confined environments by means of active systems for chemical inhibition. The project 

addresses critical hazards related to the safe implementation of hydrogen as an energy carrier in 

society. However, chemical inhibition of hydrogen-air mixtures is not straightforward. Compared to 

hydrocarbons, hydrogen flames have several unfavourable properties: higher burning velocity, 

smaller flame thickness, and less radiation. This implies that the solid inhibitor particles may not 

achieve sufficiently high temperatures to decompose or sublimate in the flame zone. The paper 

presents results from an experimental investigation with various inhibitors, including solid powders 

and ‘dry water’, in a constant volume explosion vessel. It was found that dry water with 85% water 

content yielded the best inhibition effect. Additives in the form of potassium carbonate did not 

increase the effectiveness of the dry water. 

Keywords: inhibition, hydrogen-air explosions, mitigation, industrial explosions, dry water 

Introduction 

Inhibitors have been widely used for fire and explosion protection. Halons were widely used in the 

past, but due to their impact on the environment, they are now replaced by solid inhibitors such as 

sodium and potassium bicarbonate in applications such as powder extinguishers and suppression 

systems. In recent years, a system has been developed for dispersing solid inhibitors in process 

facilities upon detection of flammable gas (van Wingerden & Hoorelbeke, 2011). This can have a 

significant mitigating effect on explosions. The main advantages of solid inhibitors, relative to gases 

or liquids, relate to throwing distance and mixing, and liquid droplets are also more likely to 

agglomerate or stick to solid surfaces. 

As the industry is moving towards increased use of hydrogen as energy carrier or reducing agent, 

there is a need for systems that effectively can mitigate hydrogen explosions. However, published 

studies on the effect of inhibitors on hydrogen-air explosions are scarce (van Wingerden et al., 2023), 

and only a few inhibitors have proved effective (e.g. halons and iron pentacarbonyl). Experiments 

with solid inhibitors, such as sodium carbonate and potassium bicarbonate, have not demonstrated a 

significant effect (Nan et al., 2024). Whereas potassium carbonate (K2CO3) is a very effective 

inhibitor for hydrocarbons, this has not been demonstrated experimentally for hydrogen. However, 

from a chemical perspective, the addition of K2CO3 should result in the following terminating reaction 

becoming among the most sensitive (i.e. the terminating reaction that is most likely to occur) 

(Roosendans 2018): 
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𝐾 + 𝑂𝐻 +𝑀 → 𝐾𝑂𝐻 +𝑀 

This should in principle yield a significate decrease in the combustion reactivity. It is therefore likely 

that the limited effect observed is caused by insufficient or too slow heating of the particles to deliver 

active radicals in the flame zone (Dounia et. al. 2022). 

Dry water is a powder consisting of water and hydrophobic fumed silica (Bomhard, 2011). When the 

water is stirred into fine droplets, the silica encapsulates the water droplets, forming a white powder. 

Dry water has been proven very effective as a cooling agent. Recent experiments with methane have 

shown an amplified effect of inhibitors with addition of dry water (Liu et al., 2024; Wang et al., 2023). 

Experiments performed by Battersby et al. (2013) showed a positive cooling effect from water mists. 

The same experiments have shown that water droplets with additives can be used to deliver inhibitors 

into hydrogen flames. If dry water behaves similarly to water droplets it could be possible to 

reproduce this behaviour with dry water. 

This paper summarises the results from an experimental investigation of the effect of dry water on 

hydrogen-air explosions. 

1. Materials and methods 

1.1. Dry water 

The dry water was prepared using hydrophobic fumed silica (SiO2) and distilled water stirred in a 

mixer at around 30 000 rpm for 30 seconds. Hydrophobic fumed silica is nanosized silica particles 

treated with HMDS (hexamethyldisilazane) to yield hydrophobic properties. The compositions are 

given as wt.% water, i.e. a 90% sample was prepared from 10 g SiO2 and 90 g of water. A previous 

study concluded that a ratio of 1:10 (~91%) of respectively SiO2 and water was found to yield the 

optimal form of dry water in terms of no access SiO2 or water being observed through microscopy 

after the mixing process (Liu et al., 2024). In this work, ratios of 80%, 85%, 90% and 95% were 

tested. 

1.2. Dry water and potassium carbonate 

In this work, two different approaches were used for adding K2CO3 to the dry water. One was a 50/50 

% mixture of the dry powders, with 90% water, referred to as “mixed”. The other was dry water made 

from SiO2 and 0.2 M K2CO3 solution (90%), referred to as “modified”. 

1.3. Experiments 

The tests were performed in a 20-litre vessel of the USBM (United States Bureau of Mines) type, 

commonly used for testing explosion properties for dusts (Skjold, 2003). The tests were performed 

according to the method for hybrid mixtures described in the KSEP manual (Cesana & Siwek, 2012). 

Hydrogen was added to the main vessel by partial pressure. The vacuum pump used was unable to 

reduce the pressure in the vessel below -0.87 barg. In addition, an initial pressure of -0.60 barg is 

needed in the vessel to yield atmospheric pressure at the time of ignition, due to the addition of air 

from the dispersion chamber. This gave a limitation of testing hydrogen concentrations higher than 

28 vol.%. All tests in the current work were therefore tested at 28 vol.% hydrogen in air. All tests 

were ignited with a spark generator providing a single spark with energies of around 6 J. Each test 

was repeated 3 times. 
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2. Results and discussion 

2.1. The influence of dry water on hydrogen-air explosions 

Tests were performed under standard conditions with 80, 85, 90 and 95% dry water. Figure 1 shows 

the maximum pressure Pm and Figure 2 shows the maximum rate of pressure rise (dp/dt)m for 

increasing concentrations of dry water. Overall, a slight decrease in pressure is observed as dry water 

is added to the hydrogen-air mixture. The (dp/dt)m is influenced more severely and in some cases 

values of half the initial values are obtained. This indicates that the dry water has a good cooling 

effect on the hydrogen-air flames. 

The effectiveness is however highly dependent on the ratio of water to SiO2 in the dry water powder. 

Powders with water content of 85% seems to perform the best, while powders with more or less water 

content perform slightly worse. As observed in the work by Liu et al. (2024), dry water with high 

water content can contain excess water which is not encapsulated by the SiO2. This can result in 

agglomeration of the powders making them harder to disperse. In addition, these powders might be 

less resistant to the relatively harsh dispersion through the rebound nozzle of the system, causing the 

particles to break up during the dispersion. While Lie et al. concluded that water contents of around 

90% were the optimal conditions for dry water, slight differences in the preparation of dry water 

(rotor blades, rotation speeds) could generate slightly different droplet sizes and requiring additional 

SiO2 to fully encapsulate them. Dry water with lower water content contains excess SiO2 which 

contributes less to the cooling effect of the combustion process. 

 

Figure 1. Maximum pressure obtained for dry water with various water content added to hydrogen-air 

mixtures with ignition delay of 60 ms. 
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Figure 2. Maximum rate of pressure rise (dp/dt)m obtained for dry water with various water content added to 

hydrogen-air mixtures with ignition delay of 60 ms. 

At very high amounts of added dry water, these trends seem to shift with the dry water of 80% 

outperforming the dry water with 85% water content. Also, both the maximum pressure and (dp/dt)m 

seems to increase in the case of the dry water powder with 90% water content. The reason for this 

shift is somewhat unclear but is most likely caused by limitations of the test equipment. The vast 

amounts of powder that needs to go through the nozzle can prolong the injection time and yield higher 

initial turbulence at ignition time, see Figure 3. Turbulence levels in the vessel will also decrease 

faster when there is no powder dispersed in the vessel. Increased turbulence levels from the addition 

of dust are also the contributors to the slight increase in Pm and (dp/dt)m we see at low dust 

concentrations.  

 

Figure 3. Dispersion phase of a test performed with no dry water and a test performed with 750 g/m3 dry 

water. 
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To avoid slight variations in the dispersion profiles to influence the results and the get turbulence 

levels more closely to realistic events, a series of tests were conducted increasing the delay time 

between dispersion and ignition from 60 to 120 ms. Figure 4 and Figure 5 show the maximum 

pressure and (dp/dt)m, respectively, for the tests performed with a delay time of 120 ms for dry water 

with 85 and 90% water content. 

In these tests we see no significant difference between the two types of dry water powder. The overall 

effect of the dry water is also not as severe as for the case with 60 ms delay. The pressure drops from 

its initial 6.8 barg to 6.5 barg, while the (dp/dt)m drops from 2800 to 2500 bar/s. The lack of cooling 

suggests that a lot of the powder might have settled during this timeframe. This is however unlikely 

given the small particle size of the dry powder. The structure of the dry water could have been broken 

up during the dispersion process, causing agglomeration of water droplets and the possibility of the 

water getting stuck on the walls of the vessel. Tests in the current set-up might therefore not be 

optimal for testing dry water. Another type of set-up that handles the dry water powder gentler might 

be required to investigate the full effect of this powder. 

 

Figure 4. Maximum pressures obtained for dry water with various water content added to hydrogen-air 

mixtures with ignition delay of 120 ms. 
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Figure 5. Maximum rate of pressure rise (dp/dt) obtained for dry water added to hydrogen-air with various 

water content mixtures with ignition delay of 120 ms. 

2.2. The influence of modified dry water on hydrogen-air explosions 

Tests were performed with potassium carbonate powder mixed with dry water powder and potassium 

carbonate solved in the water which the dry water powder was made from. Results for both tests 

compared to the dry water only case are shown in Figure 6 and Figure 7.  

For the test with mixed dry water powder and potassium carbonate powder, the idea was to see 

whether the cooling effect of the dry water powder could slow down the flame enough for the 

potassium carbonate to have time to react to with the flame. The cooling effect of the dry water 

powder was however limited and no significant inhibition effect was observed from these tests. 

 

Figure 6. Maximum pressures obtained for dry water added to hydrogen-air mixtures with ignition delay of 

60 ms. 
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Figure 7. Maximum rate of pressure rise (dp/dt) obtained for dry water added to hydrogen-air mixtures with 

ignition delay of 60 ms. 

 

For the modified dry water powder the aim was to see whether the powder could deliver potassium 

carbonate to the flame. The water needs to evaporate, leaving very small particles of K2CO3 which 

are easier to decompose for a flame than particles with sizes of 10 μm. When using a water mist 

Battersby et al. (2013) found that there was a certain threshold of water required for the inhibitor to 

be effective. While there was no difference between water and a NaOH/water solution, at 

concentrations of around 180 g/m3 the inhibitor seemed to affect the flame. In the current tests no 

effect of the inhibitor was observed even with concentrations up to 500 g/m3. As the droplets in the 

dry water powders are smaller than what you typically could get in a water spray, one would expect 

to see an effect of the inhibitor. It is possible that the main factor is the usage of K2CO3 instead of 

NaOH or possibly not much dry water powder is present in the current set-up due to the particles not 

surviving the dispersion process. 

3. Conclusions 

Tests investigating the effect of dry water powder have been conducted in a 20-litre vessel. The tests 

showed that dry water powder has potential as a cooling agent for hydrogen-air explosions. Dry 

powder with a water content of 85% water content had the best overall effect.  

Adding potassium carbonate in addition to dry water or as part of the dry water (i.e. dry water prepared 

from a 1 M aqueous solution of potassium bicarbonate) did not yield any additional inhibiting effect. 

This indicates that the dry water powder was not able to reduce the flame velocity of hydrogen-air 

enough for the potassium carbonate to influence the combustion process. 

The 20-litre vessel method used in the current work might not be the best for testing dry water. The 

main concern being the dispersion process breaking up the dry water particles. In addition, at standard 

test conditions (ignition delay time of 60ms) the turbulence level in the vessel is very high at the time 

of ignition. Burner type set-ups might be more suitable for testing the influence of dry water. 
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Abstract 
The present work aims to investigate the dynamics of dust clouds in space and time when dispersed 
inside the modified Hartmann tube commonly used for explosibility screening and Minimum Ignition 
Energy (MIE) measurement. In particular, this study focuses on the fluid dynamics of the dust cloud 
in the space between the electrodes where the ignition occurs since fundamental properties of the dust 
motion, such as the cloud turbulence (intensity and variation), are known to significantly affect both 
the ignition sensitivity and explosion severity. An imaging re-elaboration method based on an 
algorithm (Image-Subtraction Method, ISM) is presented and adopted in the basics of the present 
research. To clarify the cloud dynamics, a novel approach is proposed here, using LabVIEW® specific 
algorithms, namely Particle Analysis and optical flow detection methods, such as the Lukas-Kanade 
method, which allows the tracking of the motion and the velocity vectors of dust clusters identified 
in the cloud flow. Concurrently, it is then possible to measure the intensity of concentration changes 
between the electrodes (luminance change of the video frames in time and space) and cloud velocity, 
which likely represents the flow's turbulence. Different types of dust (iron, starch, silica) were used 
at different dispersion conditions (dispersion pressure and dust amount). The cloud motion was 
recorded, and videos were analyzed through LabVIEW® to explore the parameters affecting dust 
turbulence (powder specific gravity, particle size distribution, and air blast intensity). The outcomes 
of this work will help characterize the flow of a dust cloud inside a tube prior to its ignition and better 
define the optimal testing conditions for MIE determination. 

Keywords: dust explosion, minimum ignition energy, image processing, instantaneous kinetic energy 

Introduction 
Because of its stochastic nature, the dispersion of a powder is a critical step in determining its ignition 
sensitivity or explosion severity. While international standards aim to limit data scattering by 
controlling operating conditions, their application cannot obviously lead to the same state of powder 
dispersion (local concentration, turbulence, etc.) when the powder characteristics differ. Particularly 
regarding the procedure for determining the minimum ignition energy (MIE), the dust cloud dynamics 
has been relatively seldom investigated in the dust explosion literature (Amyotte and Pegg, 1989). 
This work follows previous papers (Danzi et al., 2021; 2023), whose common goal was to identify a 
suitable method for studying the fluid dynamics of a dust cloud within standard ignition test 
equipment such as the modified Hartmann tube (EN ISO/IEC 80079-20-2, 2016) and describe the 
dust concentration distribution and turbulent cloud structure. This characterization is crucial for 
ignition test reliability (Amyotte et al., 1988; Cuervo, 2015), as “optimal conditions” need to be 
reproduced inside standard equipment to accurately detect the MIE. In the framework of an explosion 
risk assessment, the adjective “optimal” can refer to the actual conditions of a potential explosion 
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event in work ambiances (i.e. the “most likely case”), or to conditions leading to lowest MIE (i.e. 
namely the “worst conditions possible”). 
Several factors are in play as concerns the ignition likelihood of a combustible dust cloud, especially: 

1. The dust cloud concentration distribution, 
2. The cloud turbulence at ignition, 
3. The ignition energy. 

The optimal conditions for an explosion ignition are met for an almost stoichiometric dust cloud 
concentration and the lowest turbulence intensity at the ignition location. MIE measurement should 
be carried out when the cloud is at such conditions. Due to the transient behavior of the dust cloud in 
the modified Hartmann tube, it is essential to study aerodynamics at the ignition location to ensure 
optimal conditions are realized at ignition. Eventually, ignition delay time (also called tv) may be 
adjusted to meet such requirements. In this light, it is necessary to provide detailed information on 
the dust cloud turbulence and concentration distribution in the test chamber. Since conventional MIE 
setups do not allow in-situ measurements, and their viewing area is limited, a reliable method to 
measure the latter two parameters is essential. 
The investigation performed in this work is focused on the “early dispersion” stage, i.e., it is centered 
on the dust cloud dynamics before ignition. The standard procedures for MIE measurement (ASTM, 
2019; EN ISO/IEC 80079-20-2, 2016) imply the ignition source is triggered at a delay from the air 
blast valve opening, which may be customized (usually 60, 120, or 180 ms after the dispersion). For 
this reason, this work investigates the dust cloud concentration distribution and the turbulence 
intensity, i.e., the intrinsic dust cloud dynamics in the modified Hartman tube, without considering 
the ignition interference. 
Recent authors, such as Danzi et al. (2023), Pan et al. (2022), and Puttinger et al. (2023), have 
demonstrated the transient behavior of the cloud structure during the earliest dispersion stage. The 
cloud structure is influenced by dust concentration, characteristics (i.e. nature, shape, particle size 
distribution - PSD), and blast pressure, affecting the cloud’s turbulence. As a consequence, these 
variables affect the ignition effectiveness. This paper focuses on the impact of some of these variables 
on the dust cloud turbulence described by the turbulence intensity and kinetic energy at the ignition 
location and during cloud dispersion. 

1. Experiments 
High-speed videos (2000 acquisition fps) of a dust cloud dispersion in a cylindrical modified 
Hartmann tube were acquired under various experimental conditions. Different powders were used 
to study the effect of the PSD and density on the cloud behavior: iron powder, maize starch, and 
silica, although the latter powder is not flammable. Silica and iron powders were available in two 
different PSD (say coarse and fine). Powder characteristics are listed in Table 1. 

1.1. Optical setup configuration 
This work adopted the same video acquisition method and data post-treatment technique used by 
Danzi et al. (2023). The authors reported to this latter for detailed information about the experimental 
setup, which is shown in Fig. 2. Dust dispersion tests were carried out in a modified Hartmann tube. 
The vessel consists of a 1.2L cylindrical glass tube (68 mm internal diameter and 300 mm height) 
closed at its lower part by a dispersion cup equipped with a mushroom-shaped nozzle. The powder is 
placed in the cup and is then dispersed by an air blast at different pressures. Two electrodes were 
placed at 100 mm from the bottom of the tube to reproduce the MIE measurement test environment 
accurately (EN ISO/IEC 80079-20-2, 2016). 

This paper presents further elaborations on the high-speed videos presented by Danzi et al. (2023). 
The dispersion tests adopted here are #1 to #16, as summarized in Table 1. 
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Fig. 1. Scheme of the experimental setup, where 1 stands for the illumination setup, 2 is the high-speed 
camera, 3 is a modified Hartman tube, and 4 is the air pulse system. 

Table 1. Dispersion tests 

Test Dust Mass dispersed 
[g/m3] 

P [bar] PSD [µm]  Density (particle) 
[g/cm3] 

    d10 d50 d90   
1 Maize starch 300 3.5 12.9 28.1 58.2  0.54  
2 Maize starch 300 7 12.9 28.1 58.2  0.54  
3 Maize starch 600 3.5 12.9 28.1 58.2  0.54  
4 Maize starch 600 7 12.9 28.1 58.2  0.54  
5 Iron 600 3.5 22.1 39.2 65.3 Coarse 7.8 
6 Iron 600 7 22.1 39.2 65.3 Coarse 7.8 
7 Iron 600 3.5 0.8 1.9 4.3 Fine 7.8  
8 Iron 600 7 0.8 1.9 4.3 Fine 7.8  
9 Silica 300 3.5 62.2 72.8 84.8 Coarse 2.19  
10 Silica 300 3.5 32.5 41.4 51.9 Fine 2.19 
11 Silica 300 7 62.2 72.8 84.8 Coarse 2.19 
12 Silica 300 7 32.5 41.4 51.9 Fine 2.19 
 

Operating conditions for the dispersion tests are set to investigate their effect on the dust cloud 
dynamics, both at the conditions likely suggested for MIE measurement, with some changes to detect 
possible improvements: 

• Air pulse pressure (3.5 and 7 barg), 
• Mass dispersed (300 and 600 g/m3), 
• Dust PSD (fine and coarse, depending on the sample use - Table 1), 
• Dust nature. 

1 

3 

4 

2 

635



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

A high-speed video camera (MotionBlitz EoSens mini2) was used to record dust cloud dispersion at 
2000 fps. A black screen was placed behind the Hartmann tube to limit light reflections, while a 
halogen lamp provided a light source to limit light intensity oscillations. 

1.2. Video elaboration – Image Subtraction Method (ISM) 
ISM is adopted to elaborate the video frames (Danzi et al., 2021 & 2023); the information collected 
from the post-treatment data allowed us to estimate the dust cloud motion and dust concentration 
gradients in time and space. 

The method consists of three steps: video filtering, detection of light brightness induced by the dust 
in each row of the video frames, and finalization of brightness data outcomes. “InitialDifference” is 
adopted in this work among the other filtering algorithms as it allows the cancellation of the 
background without losing information on the dust clusters' movement and distribution (Danzi et al., 
2023). Fig. 1 presents an example of the original and elaborated videos. 

 

Fig. 2. Test# 10 performed on silica: InitialDifference, 80 msec (left), original video (right). 

1.3. Video elaboration – Particles’ optical flow 
Optical flow is defined as the distribution of apparent velocities of a bright pattern moving in an 
image. It relies on the relative motion of objects and an observer. In our case, the apparent velocities 
are those related to a particle cluster in the dispersion tube. The velocity field was calculated using 
the Horn and Schunck method (Horn and Schunck, 1981). It is an iterative implementation of an 
algorithm that assumes smoothness in the dust flow (represented by its global energy E) over the 
whole image, i.e., it minimizes distortions in flow and favors solutions that show an increased 
smoothness. 

𝐸𝐸 =  ∬��𝐼𝐼𝑥𝑥𝑢𝑢 + 𝐼𝐼𝑦𝑦𝑣𝑣 + 𝐼𝐼𝑡𝑡�
2 + 𝛼𝛼2 ∙ (‖∇𝑢𝑢‖2 + ‖∇𝑣𝑣‖2)� 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑    (1) 

where Ix, Iy and It are the image intensity derivatives and α is a constant. An alternative to the Horn 
and Schunck method is the Lucas-Kanade method, which was not adopted since it requires small 
motions per frame for best results, even less than one pixel per frame. The first attempts resulted in a 
very noisy speed field detection, almost unusable with the available video data. 
The algorithm (Eq. 1) is implemented in LabVIEW®, whose development environment natively 
includes complete optical flow function libraries within the IMAQ package (Image Acquisition). The 
analyzed image area is located in the space surrounding the electrodes, its center corresponding to the 
middle point between them. The analyzed area was 90 by 90 pixels wide, and the horizontal and 
vertical velocity components were calculated at each pixel in that area. The final traces representing 
the velocity evolution over time consist of the single center pixel only, which, again, is located 
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between the electrodes. The Horn and Schunck method is of the iterative type, and several 
convergence and stopping parameters can be set in the adopted function. The “smoothness” 
parameter was particularly useful in compensating for excessive noisiness in the calculation results, 
and it was set to a value of 10 pixels, empirically stated as the lowest value, giving optimal 
convergence results, meaning that a further increase of the parameter’s value did not bring advantages 
in the convergence. 

2. Results and discussion 
The image processing developed here allows to extract a wide range of information useful to define 
the cloud dynamics. This paper will focus particularly on the motion field of the cloud in the area 
between the electrodes. 

2.1. Cloud dynamics 
Fig. 3 and Fig. 4 clearly illustrate how the standard procedure (ASTM E2019-03, 2019, EN ISO/IEC 
80079-20-2, 2016) may be further optimized, as dust cloud ignition “optimal” conditions may vary 
according to different parameters. Since light intensity is directly correlated to the dust cloud 
concentration, it can be seen from Fig. 1 that dust concentration is not steady after 60 ms from the air 
blast. Maximum dust concentration peaks repeatedly from the early dispersion phase up to about 
170ms, finally stabilizing from 200 ms on when a “steady” state is reached.  

 
Fig. 3. Test #10 (silica), evolution of the light intensity of the dust cloud dispersion and dust cloud rise 

estimate, based on the algorithm developed by Danzi et al. (2023). 

Dust concentration and turbulence intensity are relevant parameters on ignition likelihood. If cloud 
lift only is considered (Fig. 5), it is worth noting that, at the ignition time, the cloud front has already 
risen above the electrodes, but no other information is displayed about the dust cloud distribution and 
turbulence at that time. Only average and maximum intensity values could be estimated and reported 
to indicate the variation of this parameter at ignition time. 
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Fig. 4. Test #10 (silica) shows the evolution of the dust cloud in the tube at 60, 90, 150, and 210 msec after 

the sample's dispersion. 

 

Fig. 5. Test #10 (silica): dust cloud rise vs time, compared with electrode location and ignition time (60 ms 
after triggering dispersion). 

2.2. Velocity of particles and flow dynamics 
Instantaneous dust cluster velocity is estimated through the algorithm presented in section 1.3. Fig. 6 
shows the vertical v(t) and horizontal velocity u(t) components in the area between the two electrodes. 
As expected, the horizontal component has significant turbulent oscillations around an average value 
of almost zero in any time interval. The vertical velocity component has much more marked 
oscillations than the horizontal component, around average values that are positive in the first phase 
and become negative in the second phase of dispersion. This trend is consistent with the dynamics of 
the cloud, which has a first ascending phase followed by a phase during which the particles move 
substantially in free fall. 
The comparison between the different tests presented in Fig. 6 allows some interesting considerations. 
Obviously, as the dispersion pressure increases, the velocity value and the root mean square 𝑢𝑢′ 
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increase. This effect testifies to the increased turbulence that occurs during high-pressure dispersions. 
However, high-pressure blasts cause dust dispersion to occur faster and speed fluctuations to decay 
faster (compare tests #1 and 2, 3 and #4, 9 and 11, 10 and 12). Further discussion will follow in the 
next paragraph. It is very interesting to compare tests carried out at the same pressure using powder 
of different sizes. In this case, the smaller the size of the dust, the wider the initial speed fluctuations 
(compare tests # 9 and 10, 11 and 12). In the case of fine dust, speed fluctuations decay faster than 
with coarse dust. Experiments with iron powders produced low-contrast films because of the powder's 
color. For this reason, the information obtained by processing the videos is more difficult to analyze. 
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Fig. 6. Velocity components for different dispersion tests. 

2.3. Instantaneous kinetic energy 
The speed fluctuations shown in Fig. 7 characterized the cloud's turbulence. As is known, the speed 
fluctuations are used in a stationary motion field to characterize the turbulence intensity according to 
the following equation: 

𝐼𝐼 =  𝑢𝑢
′

𝑈𝑈��            (2) 
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where u’ is the root mean square (or Standard deviation) of the velocity fluctuations at a particular 
location during a specified time duration, while 𝑈𝑈�  is the average velocity in the same location 
calculated over the same time interval. 
In the case of dust dispersion in the modified Hartmann tube, the cloud motion is strongly non-
stationary, which makes the estimate of 𝑈𝑈� unreliable. Moreover, let's consider the whole temporal 
extension of the phenomenon, from the dispersion to the sedimentation of the cloud. In this case, we 
can assume that 𝑈𝑈�  is equal to zero. Therefore, the turbulence intensity cannot be estimated 
appropriately in our case, but 𝑢𝑢′ can still be determined. 
On the contrary, it is possible to estimate the instantaneous turbulent kinetic energy (IKE) using the 
equation shown below, where only the two components of the velocity vector appear that the 
experimentation allows to determine (horizontal and vertical) 

𝐼𝐼𝐼𝐼𝐸𝐸 = 1
2
∙ �𝜎𝜎𝑥𝑥2 + 𝜎𝜎𝑦𝑦2� = 1

2
∙ �𝑢𝑢′2���� + 𝑣𝑣′2�����       (3) 

where 𝜎𝜎 is the standard deviation along the different spatial coordinates, and each turbulent velocity 
component (𝑢𝑢′, 𝑣𝑣′) is the difference between the instantaneous and the average velocity:  

𝑢𝑢′ = 𝑢𝑢 − 𝑢𝑢�           (4) 

Fig. 7 shows the time course of IKE in the various tests. The IKE is calculated at a point on the 
diameter of the modified Hartmann tube, at the height of the electrodes, so that it represents turbulence 
at the point where the electric arc is generated. 
The IKE trend is very interesting. As expected, there is a clear maximum when the cloud reaches the 
point of interest. Then, the IKE decreases to almost negligible values. It is especially interesting to 
compare IKE values calculated in different test conditions. 

2.3.1. The effect of the blast pressure 
By comparing tests at different pressures, it is evident that the dispersion pressure generates 
turbulence (compare tests #1 and 2, #3 and 4, #9 and 11, #10 and 12). Therefore, high-pressure tests 
have higher IKE at the early phase of dispersion. IKE maximum more than doubles passing from 3.5 
bar to 7 bar shot pressure. With reference to the same tests, the IKE decays more quickly when the 
jet is carried out at high pressure. These results are consistent with the maximum values of turbulent 
kinetic energy determined by Murillo (2016) on wheat starch, although the decay observed here is 
faster. At typical MIE determination time (90-180 ms delay time), IKE has significantly decayed in 
all runs at 3.5 and 7 bar. As IKE decays quickly at higher pressure blasts, after 60 ms, runs performed 
at 7 bar apparently exhibit a lower IKE than runs at 3.5 bar. 

2.3.2. The effect of dust properties 
Dust PSD greatly affects the IKE. Comparing tests conducted with “fine” and “coarse” dust (#9 and 
10, 11 and 12), it is clear that tests carried out with "fine" dust show IKE much greater than tests 
carried out with “coarse” dust. Also, the decay of IKE is slower in the case of “fine” dust. As a result, 
after 60 ms (but also after 180 ms) from the jet, the IKE value is much higher in the case of “fine” 
dust. This may be because smaller particles have less inertia and, therefore, smaller characteristic 
time and low Stokes number. Therefore, smaller particles can better follow turbulent gas fluctuations 
than larger ones, meaning they perceive the lower-scale turbulence of the gas phase and follow fluid 
streamlines. The same phenomenon is observed in tests carried out with at low or high pressure (3.5 
or 7 bar) jet pressure. Using small PSD powder, the IKE is much larger and decays much more slowly. 
The effect of density is also noticeable: as particle density increases, IKE tends to decrease. 

2.4. Optimal conditions for MIE measurement 
In principle, as previously noted, the optimal conditions for measuring the MIE include homogeneous 
concentration and turbulence as low as possible. Due to the transient nature of the cloud in the 
modified Hartmann tube, these conditions are only met over a limited period of time.  
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During the initial phase, the cloud is very heterogeneous, with high turbulence. In the final stages, the 
cloud has very low turbulence because, basically, the particles fall in free fall. The concentration 
decreases, and the cloud becomes heterogeneous again. There is an intermediate phase during which 
turbulence (IKE) is significantly reduced, and the cloud is practically homogeneous. This is the 
optimal phase for measuring the MIE. However, the start and end times of this phase are influenced 
by numerous operational variables. Some of them are already defined by current standards (blast 
pressure); others, such as PSD, are not controllable a priori. Since the decay rate of the IKE depends 
on the particle's properties, it is likely that the optimal delay time for the measurement of MIE should 
be adjusted according to their PSD, particle shape, and density. 
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Fig. 7. Turbulent kinetic energy (IKE) calculated at different dispersion conditions. 

3. Conclusions 
This work presented a post-treatment method for high-speed films of Hartmann tube dust clouds. The 
developed algorithm extracts information about the local components of the instantaneous dust 
velocity, from which turbulent speed fluctuations and turbulent kinetic energy (IKE) can be traced. 
This method offers an accessible alternative to optical methods such as particle image velocimetry 
(PIV) without achieving the same definition but with a lower cost. 
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A comparison of tests carried out at different blast pressures, concentrations, and types of solid 
showed the effects of the main variables on cloud dynamics. The blast pressure increases the initial 
turbulence, but it decays faster than at low blast pressures. Fine dust leads to more turbulence, which 
decays more slowly. 
These preliminary indications require cross-confirmation by comparison with other methods of 
measuring cloud turbulence. In any case, these results provide useful indications to optimize the 
measurement procedure of the MIE. This work/These results confirm/s that it is imperative to vary 
ignition delay times over wide turbulence ranges during MIE tests to increase the chances of testing 
the dust under "optimal" conditions. 
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Abstract 

The turbulence term associated with shear generation is specifically designed for incompressible 

flows and requires cautious consideration when implemented in reactive compressible CFD codes 

such as FLACS-CFD. In our study, we will remove the inclusion of the shear turbulence generation 

within grid cells located in the reaction zone for cells smaller than 20 cm. The efficacy of the updated 

FLACS-DustEx model was evaluated through simulations of two sets of large-scale explosion 

experiments featuring varying geometries, as well as experiments conducted in 1 m3 spherical bombs. 

These simulations, performed across a range of grid resolutions, serve a twofold purpose: to validate 

the reliability of the enhanced FLACS-DustEx model and to mitigate grid sensitivity issues. This 

systematic testing approach ensures that the refined combustion model can confidently handle diverse 

scenarios and yield dependable predictions under a variety of conditions. 

Keywords: Combustion improvement, FLACS-DustEx 

1.  Introduction 

Turbulent combustion is dictated by the intricate interplay of convective and diffusive transport 

mechanisms alongside chemical reactions and heat release. Chemical reactions exhibit significant 

nonlinearity concerning temperature and species concentrations, making their rates highly reliant on 

transport fluxes that govern these variables. Additionally, the rates and intensities of heat release, 

stemming from the chemical oxidation of real-world fuels, are sufficiently substantial to impact flow 

dynamics and, consequently, transport phenomena. 

The k-ε model is widely employed to represent the multifaceted dynamics of convection, diffusion, 

turbulence production, and dissipation, collectively known as FLACS-CFD. However, its efficacy 

diminishes when tasked with modeling chemical reactive flows characterized by substantial normal 

stresses arising from the volume expansion induced by heat release in flames. Designed primarily for 

steady flows, the k-ε model confronts significant hurdles when applied to transient flow scenarios, as 

outlined in subsequent sections. Moreover, its demand for finer grid resolutions to capture complex 

geometries imposes practical constraints, particularly evident in applications like FLACS-CFD, 

where coarse grid resolutions are necessitated, such as in gas explosion simulations (Arntzen, 1998). 

In response to these challenges, we are devising strategies to refine turbulence modeling for enhanced 

applicability in such contexts. A focal point of improvement entails modifying the turbulence 

generation term to mitigate the unrealistic effects stemming from volume expansion. This refinement 

holds promise not only in improving the model's performance in simulating highly transient chemical 

reactive flows with coarse grid resolutions but also in advancing our comprehension of turbulent 

flows within intricate, reactive environments. Ultimately, such enhancements are kept to propel the 
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development of more robust modeling techniques in fluid dynamics, fostering greater accuracy and 

insight across diverse applications. 

To validate the efficacy of this proposed enhancements, rigorous testing protocols have been outlined. 

The new models will undergo scrutiny through the simulation of two series of large-scale explosion 

experiments with different geometries, alongside experiments conducted in 20-liter and 1 m3 

spherical bombs. Conducted across various grid resolutions, these simulations serve a dual purpose: 

validating the reliability of the upgraded FLACS-DustEx model and minimizing grid sensitivity. This 

systematic testing approach ensures that the enhanced combustion model can effectively handle 

diverse scenarios and deliver reliable predictions under various conditions. 

 

2. Turbulent shear flows (Shear turbulence) 

Turbulence, particularly in its natural manifestations or those of engineering significance, is 

characterized by spatial non-uniformity. It typically emerges in response to the instability of 

externally-driven circulations with a "mean" shear component. (In the realm of 2D flows, this 

instability is termed barotropic instability.) Initially, turbulence tends to manifest at a specific scale, 

but subsequent secondary instabilities and nonlinear interactions trigger motions at various scales, 

broadening the spectrum in line with previously discussed pathways. 

Among the array of flow instabilities, shear stands out as fundamental. Beyond mean shear 

instability's role in generating turbulence, transient shear plays a crucial part in both the cascade and 

eventual dissipation of turbulent energy. Shear is intrinsic to convective, stratified, boundary-layer, 

and geostrophic flows. 

In contrast to homogeneous turbulence, shear turbulence exhibits anisotropy due to the favored 

direction of the mean flow and often displays spatial non-uniformity. Consequently, it involves 

interactions between turbulent eddies and the mean flow, a phenomenon not addressed in discussions 

of homogeneous turbulence where the presence of a mean flow is assumed absent. However, 

according to the hypothesis of Kolmogorov universality, at sufficiently small scales and high 

Reynolds numbers, shear turbulence converges towards the behavior of 3D homogeneous turbulence. 

The dynamics of this issue offer valuable insights. To illustrate, we narrow our focus to what are 

commonly termed unbounded or free shear flows. A pertinent example for mathematical analysis is 

a triply periodic domain subject to a constant pressure gradient, often referred to as the uniform or 

homogeneous shear scenario. Conversely, examples of inhomogeneous flows encompass jet streams, 

channel flows, and pipe flows with free slip boundaries, where fluctuations in quantities become 

negligible. These types of flows are often denoted as free-shear layers. To ensure physical feasibility, 

it is essential that the velocity gradient tensor, represented by S, possesses compact support in the z-

direction while remaining unbounded in the x-direction. 

1.1. k-ε turbulence models as used in FLACS 

The k-ε model as in FLACS includes the equation for turbulent kinetic energy: 
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and the equation for dissipation of turbulent kinetic energy: 
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Please note that the turbulent production term Pk consist of several teams, both shear generated, 

buoyancy generated and subgrid generated production, it is only the shear generated term which is 

problematic. 

1.2. Deficiencies of the k-ε model 

 

The k-ε model is not designed to address the complexities of chemical reactive flows, particularly 

those characterized by significant normal stresses resulting from volume expansion due to heat release 

within flames. Developed primarily for steady flows, the model encounters challenges when 

confronted with transient flow scenarios, as elaborated in the subsequent subsection. Consequently, 

the k-ε model presents limitations when applied within gas explosion simulations like FLACS-CFD, 

which aim to simulate highly transient chemical reactive flows while resolving the geometry on a 

coarse grid. 

The reason for this unphysical turbulence generation for small grid cells is as follows: 

The production term for turbulent kinetic energy is proportional to the turbulent viscosity and the 

square of the mean rate of strain tensor. The strain tensor is represented by velocity gradients. In the 

FLACS code the flame is represented by a flame zone with thickness around 3 grid cells. The velocity 

gradient for normal stress created due to expansion of flame will therefore be proportional to the 

flame velocity divided with the grid cell size. Reducing the grid cell size from 10 cm to 1 cm will 

therefor result in a 10 times larger gradient and 100 times larger turbulence production. This 

unphysical turbulence development from this generation can be seen in the Figures 1 (top) from the 

1 m3 spherical bomb, with an initial turbulence intensity of 0.1 and initial velocity of 2.0 m/s. 

In addition to, the high reaction rate for the fine grid is due to the burning rate increasing with the 

turbulence level, (which is far too high). The solution to this problem is to set the shear generated 

turbulence production to zero in the reaction zone (where RFU>0). The turbulence development in 

the bomb with this modification is shown in Figure 1, which depicts the turbulence decay with time 

at the same rate, independent of grid cell size. 

3. Results and discussion 

We have deliberately omitted the shear generated turbulence term to remove the unphysical 

generation of turbulence due to expansion. When shear generated turbulence is removed, dP/dt 

(pressure rise rate) is nearly grid-independent as shown in the figure 1 in the left. Pressure rise rate 

could be considered as a representative rate of reaction in dust explosions (Skjold, 2014) 

In figure 1, TURBU (the parameter for turbulent velocity) and dP/dt (pressure rise rate) were plotted 

for standard FLACS-DustEx v. 22.2 in the right figures, and in the left figures they were plotted 

without shear generated turbulence.    

The grid resolution are 14, 10, 7, 5, 2 and 1 cm (corresponding to job no. 000750, 000751, 000752, 

000753, 000754 and 000755). As can be seen from the lower right figure dP/dt increase with the 

inverse of cell size. As it can be seen, this increase in reaction rate is much higher for finer grid. The 

reason for this is unphysical generated turbulence. It is interesting that unphysical turbulence is 

generated even for grid cell size of 15 cm.  
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Fig. 1a. The Results of 1 m3, turbulent velocity and pressure rise rate with FLACS-DustEx before (two 

graphs on the right) and after (two graphs on the right) removing the shear turbulence (all the simulations 

were run with default turbulent parameters in the solver) 

 

 

Fig. 2b. The Results of 1 m3, turbulent velocity and pressure rise rate with FLACS-DustEx before (two 

graphs on the right) and after (two graphs on the right) removing the shear turbulence (theses simulation 

results obtained by rerunning the simulations after adding the correct initial turbulence parameters) 
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Fig. 3c. The Results of 1 m3, turbulent velocity and pressure rise rate with FLACS-DustEx before (two 

graphs on the right) and after (two graphs on the right) removing the shear turbulence (theses simulation 

results obtained by rerunning the simulations after adding the correct initial turbulence parameters) 

 

In this figure, in 1a all the simulations were run with default turbulent parameters in the solver. In 1b 

and 1c are similar figures where theses simulation results obtained by rerunning the simulations after 

adding the correct initial turbulence parameters. In figure 1b pressure rate rise-time curve was plotted 

while in 1c pressure-time curve were plotted in addition to turbulent velocity. 

 By removing this unphysical turbulence the pressure rise are more independent of grid size. 

However, when the initial turbulent parameters (initial turbulent velocity and turbulent length scale 

and turbulent velocity fluctuations) are set realistically, the results of the simulation using removing 

shear generated turbulence seems not to have influence on pressure or pressure rise any more. 

 

 

3.1. 236 m3 Silo 

We investigate the effect of changes to shear generated turbulence on large-scale maize starch 

explosion experiments in a vented 236-m3 silo. The silo dimensions were 22 meters in height and 3.7 

meters in diameter. Two distinct vent areas were employed, measuring 3.4 and 5.7 square meters 

respectively. Dispersed clouds were ignited at different elevations above the silo's base. The ignition 

was initiated by 50 grams of desiccated nitrocellulose powder (equivalent to 200 kJ of energy) 

contained within a plastic bag, activated by a fuse head. The average dust concentration within the 

silo was estimated through measurements conducted with dust concentration probes, supplemented 

by the weighing of dust collected from the silo's bottom. (Eckhoff et al., (1985, 1987), Skjold(2006)).  

In this study we limited the simulations to vent area of 3.4 m2 and ignition close to the silo bottom.  
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Fig. 2. 236 m3 Silo, the location of monitor points are marked 

In figure 3, turbulent velocity-time and pressure -time curve are plotted for monitor point C5 

simulated with FLACS-DustEx v22.2 (003000: 0.176 m grid, 003001 0.15 m grid, 003002 0.1 m grid, 

003003 0.05 m grid, 003004 0.04 m grid and 003005 0.3 m grid) on the right and in the left side after 

changes by removing the shear turbulence. 
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Fig. 3. Turbulent velocity-time and pressure -time curve for monitor point C5 simulated with FLACS-DustEx 

v22.2 (003000: 0.176 m grid, 003001 0.15 m grid, 003002 0.1 m grid, 003003 0.05 m grid, 003004 0.04 m 

grid and 003005 0.3 m grid) on the right and in the left side after changes by removing the shear turbulence. 

Comparing the two version of solver results show that removing the shear generated turbulence does 

not influence the results in the large geometries. This is expected as described before, this unphysical 

effect of shear generated turbulence will influence the subgrid scales. 

 

3.2.FM Global 64 m3  

We investigate further the effect of changes to shear generated turbulence on another large-scale dust 

explosion experiments in a vented 64-m3 vessel reported by Tamanini (1990) and Tamanini & 

Chaffee (1989). The experiments were conducted in an empty 64 m3 chamber with dimensions 4.6m 

x 4.6m x3m with an open 2.4 × 2.4 m vent door in one wall. In our CFD simulations with FLACS-

DustEx we used the tests with maize starch, nominal dust concentration 250 g/m3, vent ratio Av/V 

v2/3 = 0.35, ignition by a 5 kJ chemical igniter in the centre of the enclosure, and ignition delays in 

the range 0.5–1.1 s (Skjold et al., 2008).  
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Fig. 4. the implemented geometry and computational grid used in the simulations of FM Global 64 

m3 

Figure 4 illustrates the implemented geometry and computational grid used in the simulations. The 

grid inside the enclosure consisted of 0.1 m cubical grid cells for the dispersion simulation (cell size 

dictated by the maximum pseudo diameter of the transient release), and 0.1 or 0.2 m cubical grid cells 

for the explosion simulations (to illustrate the effect of grid resolution on the simulation results). 

Simulation results of 64 m3 for grid sizes 10, 15 and 20 cm are shown in figure 5. 

Pressure-time curve for monitor point one for job. numbers 022001 20cm grid, 022002 15cm grid 

022003 10cm grid simulated with FLACS-CFD v22.2 (on the left) and after changes by removing the 

shear turbulence (on the left) are shown in this figure. 
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Fig.5. Turbulent velocity-time and pressure rise rate-time curve for monitor point three(3) simulated with 

FLACS-DustEx v22.2 (022001 20cm grid, 022002 15cm grid 022003 10cm grid) on the right and in the left 

side after changes by removing the shear turbulence. 

 

Comparing the two results show that removing the shear generated turbulence does not influence the 

results in the large geometries. This is expected as described before, this unphysical effect of shear 

generated turbulence will influence the subgrid scales. 

  

4. Conclusions 

In conclusion, our study intentionally excluded the consideration of shear turbulence generation 

within grid cells situated in the reaction zone for cells smaller than 20 cm. The effectiveness of the 

refined FLACS-DustEx model was assessed through simulations encompassing two series of large-

scale explosion experiments characterized by diverse geometries, alongside experiments conducted 

within 1 m³ spherical bombs. These simulations, conducted across various grid resolutions, fulfill a 

dual objective: validating the enhanced FLACS-DustEx model's dependability and addressing grid 

sensitivity concerns effectively. 
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Abstract 

In the energy security field, porous materials play a crucial role as effective explosive attenuators, 
capable of extinguishing flames and dispersing energy waves generated by explosions. Ceramic foam, 
known for its substantial porosity and resistance to high temperatures and shocks, emerges as a 
promising medium for this purpose. This study delves into the potential of ceramic foam to suppress 
free radicals produced during gas combustion through collisions within its structure, thereby 
restraining reactive heat release and quenching flame propagation. While ceramic foams effectively 
attenuate shock waves, their brittleness limits their applications. To overcome this drawback, the 
study proposes surface coating with metallic materials, specifically nickel and silver nanoparticles 
(NPs) on alumina foams, to enhance desired characteristics such as anti-fouling, self-cleaning, high 
thermal ability, and wear resistance. Previous research has highlighted the varied performances of 
porous materials composed of metal and ceramic as flame-suppression elements in mitigating 
explosions. The metal-coated ceramic foams undergo comprehensive analysis, including examination 
of physical properties, elemental composition, crystallinity, phase identification, morphology, and 
compressive strength. Explosion tests using aluminium powder at various concentrations are 
conducted in a 1.2-L Hartmann vessel to evaluate the ability of the metal-coated ceramic foam to 
quench flames. Results show a significant reduction, up to 20%, in maximal explosion overpressure 
(Pmax), with Ag-coated ceramic foam demonstrating ~15.4% reduction compared to Ni-coated 
ceramic foam (Pmax: 0.1729 bar) and ceramic foam (Pmax: 0.1862 bar). The pressure dynamics 
evolution is closely linked to the interaction of flame with the coated foam struts, dependent on how 
free radicals attach to Ni or Ag elements during combustion. Overall, Ag-coated ceramic foam 
exhibits the most effective suppression of flame propagation and pressure buildup. The study's 
findings hold great significance for guiding the safety design of spherical suppression materials in 
engineering applications, offering valuable insights for process safety researchers and engineers. 

Keywords: ceramic foam; metal coating; dust explosion; flame quenching; overpressure 

 

Introduction 

Improving the safety of processes related to dust requires the development of inhibition technologies 
designed to prevent the spread or escalation of explosions. One particularly promising and 
environmentally friendly approach to suppress explosions feasibly involves advancing technology, 
by adopting porous materials. Yet, the effectiveness of this method depends largely on the 
characteristics of the substances used for explosion suppression and their uniform distribution in areas 
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prone to explosions. Ceramic foam, characterized by its high porosity and extensive specific surface 
area, possesses an interconnected micro-network structure that has been discovered could extinguish 
gas explosion flames and alleviate shock wave overpressure (Nie et al, 2011). While ceramic foam 
has been proven effective in preventing fires and suppressing gas explosions, its application in dust 
explosions has been limited. Duan et al. (2021) observed that foam ceramics significantly disrupt the 
free radicals generated by chemical reactions during methane explosions. The free radicals repeatedly 
collide with the foam ceramic during the propagation process, leading to substantial destruction of 
the free radicals through chemical conversion and the cooling process of combustion products in the 
porous material. This, in turn, reduces the release of heat from chemical reactions, renders the reaction 
unsustainable, and suppresses both the explosion flame and overpressure (Dong et. al, 2011; 
Korzhavin, et al, 1982). 

The study of porous materials is not limited to foam ceramics, both the wire mesh and the foam 
ceramic have a certain effect of attenuating the explosion shock wave. The explosion suppression 
effect of the porous material is achieved by its unique structural characteristics, destroying and 
interfering with the coupling effect of the explosion overpressure and the explosion flame and 
interfering with the mutual promotion between the flame and the shock wave to achieve the effect of 
suppressing the explosion.  

Additionally, ceramic foams are recognized for their inherent brittleness, making them less suitable 
as materials for suppressing explosions, particularly in harsh environments characterized by elevated 
temperatures and pressures. To address this limitation and enhance the mechanical strength of 
ceramic foam, this study introduces the coating of metal nanoparticles onto ceramic foam to 
engineeredly, change its surface functionality by modifying the physicochemical properties of the 
foam, thereby strengthening its structural integrity and durability. Our previous work done by 
Mokhtar et al. (2019) concluded that nanosilver particles have a suppressive effect in reducing 
overpressure during aluminum-dust explosions, making them a promising candidate with high 
thermal and mechanical properties as a metal suppressant. In this work, non-precious metals of silver 
and nickel were chosen as the coating powder due to their favorable electrical conduction and thermal 
abilities. Given the robust nature of ceramic foam to withstand high temperatures and challenging 
environments, the hypothesis is that modifying the ceramic foam with a metal coating could reinforce 
its mechanical properties, enabling it to withstand mechanical impact and higher mechanical loading. 
As both ceramic (non-metallic) and metallic nanopowder coatings hold significant importance, 
exploring the synergistic effect of metal deposition on ceramic foam is interesting, anticipating 
benefits such as higher porosity, improved mechanical stability, increased heat resistance, and 
enhanced adhesion to the ceramic support. This, in turn, minimizes blockages in smaller 
microchannels. The objective of this study was to investigate the inhibitory effect of nickel and silver 
metal on aluminum dust explosions. The synergistic impact of metal inhibition on coated metal-
ceramic foam for explosion parameters (Pmax and dP/dtmax) and quenching behavior during aluminum 
powder vented explosions was quantitatively examined using a designed aluminum dust explosion 
experimental system in a 1.2-L vertical vessel at various concentrations. This research not only 
demonstrates the significant inhibitory effect of metal nanoparticles in suppressing explosions but 
also contributes to enhancing the intrinsic safety of the metal-processing industry and reducing the 
risks associated with dust explosions. 

 

1. Experimental 

 

1.1 Materials and Chemicals 

The main porous element used in this study is white alumina porous ceramic foam was purchased 
from Pingxiang Bestn Chemical packing) with a thickness of 25 mm, a diameter of 70 mm and a pore 
size of 60 pores per inch (ppi). Nickel (Ni), silver (Ag) and aluminium (Al) powder with a particle 
size of 70 nm and 99.8% purity, were purchased from Hongwu International Group Ltd., China. All 
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materials and reagents used in this work were of analytical grade as tabulated in Table 1. The aqueous 
solution used was distilled water. 

Table 1. List of materials and chemicals reagents. 

Materials/Chemical reagents Molecular 
formula 

Acetone CH3COCH3 

Ethanol C2H5OH 

Polyvinylpyrrolidone (PVP10) (C6H9NO)n 

Absolute ethanol C2H6O 

3-Aminopropyltrimethoxy silane C6H17NO3Si 

 

1.2 Sample Pre-treatment and Modification by Silanization Agents 

The procedures for sample pre-treatment and surface modification by silanization agent of 3-
aminopropyltrimethoxy silane (APTMS) can be found elsewhere (Hamzah et. al, 2023). 

1.3 Dispersion of Nickel and Silver Nanoparticles 

In this study, no synthesis has been done to obtain Ni and Ag NPs as it was readily purchased in the 
form of metallic nanopowder with a specific size of 70 nm and the size has been controlled by 
dispersing Ni and Ag powder respectively through ultrasonic dispersion in a solvent containing a 
surface stabilizer before the coating process was done onto the ceramic substrates. 10 g of 
nanopowder was dispersed in 250 mL absolute ethanol. The resulting solution was stirred gently. The 
particle size was observed. If it agglomerates, 1 – 2% PVP (MW 10,000) was added dropwise. The 
desired particle size of the Ni and Ag coated on ceramic foam is expected to be maintained at 70 nm.  

1.4 Coating Technique Used 

The coating method used in this study was dip-coating. This method can be done manually without 
the use of a dipping device. It involves a four-step process: (1) immersion, (2) deposition, (3) removal, 
and (4) evaporation (Neacşu  et. al, 2016). Since this method was done manually, parameters such as 
the immersion time, number of coating layers, and withdrawal speed are difficult to control. However, 
errors are minimized by maintaining the immersion time at 30 min per layer, standardizing the number 
of coating layers to 4, and employing moderate removal speed. The APTMS-modified foams were 
coated with the respective nickel and silver solution by completely immersing each in solution each 
layer for 20 min. The steps were repeated four times to ensure uniform coating. The coated foams 
were further heat-treated at 80 °C (Hamzah et. al, 2023). 

1.5 Characterization Methods and Instruments 

Preliminary characterizations and instrumentations used for the pre-explosion samples were 
explained in detail based on previous research (Hamzah et. al, 2023). The additional characterizations 
i.e., thermogravimetric (TGA) analysis and compressive test were further discussed in this study. The 
crystallinity and phase content of the prepared coating films were determined by X-ray diffraction 
(XRD), morphological studies of metal NPs were carried out by Field Emission Scanning Electron 
Microscopy (FESEM), thermal analysis was performed by Thermogravimetric Analyzer (TGA) at a 
rate of 30 °C/min from 30 °C to 1000 °C under purified air and compressive mechanical testing was 
carried out by using the universal testing machine (Instron 5982) with a crosshead of 0.5 mm/min. 
The post-explosion samples were analyzed for their morphologies, crystallinity, phase content, and 
elemental composition to determine the amounts of metal oxide produced after the powder explosion 
test. This was used for comparison purposes with the pre-explosion samples. 

1.6 Dust Explosion Set-up 
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Detailed set-up for the Al explosion test is shown in Fig. 1. The installation of nickel- and silver-
coated foam in a vented explosion has been adopted for the quantification of the synergetic effect of 
metal inhibition on coated metal-ceramic foam for explosion parameters and quenching behavior on 
aluminium powder explosion and compared to that of the non-coated foams. As such, the double 
suppression system was adopted in this work, for which filter paper was used as a vent cover together 
with the ceramic foam to evaluate the effectiveness of flame quenching of metal dust explosion.  

 

Fig. 1. Experimental apparatus: 1. Venting device, 2. Gas nozzle, 3. Solenoid valve, 4. Time 
controller, 5. Pressure transducer/sensor, 6. Data acquisition system, 7. Air compressor, and 8. 

Ceramic foam. 

 

Concentrations of aluminium powder are between 300 – 1200 g/m3, following ASTM E1226 
(Standard Test Method for Explosibility of Dust Clouds). The metal-coated ceramic foam was placed 
in the vessel chamber slightly below the pressure sensor, whilst filter paper was mounted on the top 
of the vessel as venting membrane. The metal powder was placed in the dispersion cup and the test 
vessel was tightened up. The sample was dispersed by compressed air at a pressure of 6 bar. After the 
dispersion, the sample was ignited by a centrally mounted igniter, following a 60-ms time delay. The 
software was operated and the igniter capacitor (10 J) was switched on continuously. The explosion 
pressure evolutions were measured by a piezoelectric pressure transducer (Keller Series 11, with 
accuracy ± 0.001 s). The data yield of the experiment was recorded by a data acquisition system from 
National Instruments with a sampling rate of 100 MHz. Each test was performed in at least three 
replications for accuracy and reproducibility. The resulting data yielded maximum explosion pressure 
(Pmax) from the pressure–time profiles. Further, the maximum rate of pressure rise (dP/dtmax) was 
calculated based on the tangent of the pressure–time profiles (Mokhtar et.al, 2021).  The current 
findings were then compared to that of the Pmax and dP/dtmax of the non-coated foams.    

2. Results and Discussion 

2.1 Thermal Analysis by TGA 

Thermogravimetric Analysis (TGA) was performed to investigate the thermal behaviour of the 
ceramic foam together with Ni and Ag NPs coated on it. The TG/DTG analysis carried out under air 
atmosphere was plotted in Fig. 2, showing the percentage weight loss of samples which is represented 
by TG% as a function of heating temperature. From Fig. 2(a), the TG curve for Ni-coated ceramic 
foam showed a small weight loss of about ~0.2% from 23.1 to 291.2 °C due to the removal of 
volatiles, and then a rapid and large weight gain from 291.3 to 982 °C due to the oxidation of nickel 
as the analysis was carried out in purified air. In the presence of air, the oxidation of nickel is more 
pronounced because nickel is easily oxidized as shown in the XRD as well as FESEM from the 
previous study (Hamzah et. al, 2023). Due to this, the TG curve for Ni-coated ceramic foam in Fig. 
2(a) differs from Fig. 2(b). It is also noted that Ag-coated ceramic foam is thermally stable and less 
prone to oxidation as compared to Ni-coated ceramic foam. It can be susceptible that silver deposition 
on the ceramic foam could reinforce the physicochemical compatibility between metallic silver and 
non-metallic ceramic foam, leading to the easy attachment of free radicals of •OH and •H with silver 
during combustion. The DTG curve of Ni-coated ceramic foam gave two peaks showing deviation 

657



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

below zero at temperatures 381 °C and 855 °C (indicating weight gain by oxidation of nickel). Based 
on these two figures, the peculiar weight gain for Ni-coated ceramic foam occurred above 350 °C, 
and this is due to the formation of respective metal oxides of alumina and nickel (Awad et.al, 1991). 

Observation on TG curves of Ag-coated ceramic foam shows a constant weight above 600 °C as 
illustrated in Fig. 2(b). It showed an almost similar trend as typical ceramic foam that can be found 
elsewhere; however, the weight loss was still experienced up until 1000 °C, suggesting that Ag-coated 
ceramic foam can sustain combustion at higher temperatures > 1000 °C due to a very low oxidation 
rate of silver. It is observed from the TG curve for Ag-coated ceramic foam showed a very small 
weight loss of about 1% occurred in temperatures up to 400 °C. DG plot displays an exothermic peak 
between 300°C and 400°C which is mainly attributed to the crystallization of Ag NPs (Khan et.al, 
2011).  This indicates that more attachment of silver onto ceramic struts is favorable for flame flame-
quenching mechanism. DG profiles show that complete thermal decomposition and crystallization of 
the sample occur simultaneously. This suggests that the silver nanoparticles (NPs) on the ceramic 
foam are less prone to oxidation. Fergus et al. (1998)  also presented a similar finding in the case of 
the TGA on the silver powder.  
 

       

Fig. 2. TG/DTG spectrum for (a) Ni-coated ceramic foam and (b) Ag-coated ceramic foam operated 
at the temperature range of 30 – 1000 ℃ and at a heating rate of 10 ℃/min under purified air. 

2.2 Compressive Strength by Universal Testing Machine (UTM) 

In this study, the compressive strength outcomes of non-coated ceramic foam denoted by P1, nickel-
coated ceramic foam as N1, and silver-coated ceramic foam denoted by S1 were characterized by an 
initial linear phase followed by a long distance of plateaus due to the progressive collapse of the 
structure. Consequently, it confirms that it is possible to enhance the strength of the ceramic foams 
by the addition of metal nanoparticles through coating. Fig. 3 shows the typical load versus extension 
curves, where all the samples showed a linear part followed by an abrupt drop when the load is 
applied, indicating a brittle failure. In the initial stage, the load increases linearly. This corresponds 
to the linear elastic behaviour for the typical fracture of brittle foams. 

     

Fig. 3. Graph of load vs. extension for ceramic foam (P), Ni-coated ceramic foam (N), and Ag-coated 
ceramic foam (S) at crosshead of 0.5 mm/min. 

 

The compressive strength was also determined from the point in the chart recorder where the load 
reached its maximum indicated by the (▲) symbol. At the crushing point, the propagation of 
macroscopic cracks has resulted in a load drop. Additional deformation of the foam occurs as the 
sample becomes progressively damaged (layer by layer) from either the top or the bottom owing to 
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breakage of struts. It was observed that struts were failing before attaining the maximum stress and 
that the failure of these struts was accompanied by slight drops in the load/extension curve.  

As seen from Fig. 3(c), it was found that the Ag-coated ceramic foam showed the highest load applied 
with an average of 3588.56 N at 0.90 mm compression extension, followed by Ni-coated ceramic 
foam with a maximum load of 2475.93 N at 0.59 mm extension (see Fig. 3(b)). The results obtained 
show a significant increase in the required load percentage before foam fails, whereas non-coated 
ceramic foam in Fig. 3(a) attained the foam’s shape up to 0.84 mm extension with 2237.50 N of loads. 
The percentage increases for maximum load for both nickel- and silver-coated ceramic foam as 
compared to the non-coated ceramic foam was about 10.7% and 60.4% respectively. It can be deduced 
that P1, N1, and S1 showed similar failure mechanisms irrespective of the surface modification with 
metal nanoparticles. 

From the result obtained, it was found that sample S1 had the highest average compression strength 
value of 0.93 MPa with the shortest deformation of plateau due to the small and uniform pores of the 
samples. Meanwhile, sample N1 has a moderate compressive strength value of 0.64 MPa but greater 
plateau deformation. P1 showed the lowest compression strength of 0.58 MPa due to the presence of 
a large pore diameter. As explained by Yu et al. (2007), the larger diameter of the cell size will 
produce inhomogeneity of density and the stress drop ratio will develop into larger. The smaller the 
diameter of the pores, the higher the compressive strength of the ceramic foams. This could be due to 
the densification between the metal nanoparticles of nickel and silver deposited on the porous 
structure of the non-coated ceramic foam. 

2.3 Morphological Analysis by FESEM 

The results of the FESEM analysis before and after the explosion for the non-coated ceramic foam at 
different magnifications of 35×, 10,000×, and 50,000× can be found from the previous research 
(Hamzah et. al, 2023) while the FESEM analysis for nickel-coated ceramic foams are presented in 
Fig. 4. The results showed that the aluminium powder and nickel nanoparticles have a spherical shape 
and are clusters of agglomerates, which is typical for nanoparticle powders deposited on the strut wall 
of the porous ceramic surface as compared to the Ni-coated ceramic foam before the explosion. From 
the images, it clearly can be seen that both aluminium and nickel are present after the explosion and 
cause high agglomerations as compared to the explosion of the ceramic foam from the previous study 
(Hamzah et. al, 2023). Due to the agglomeration effect between both aluminium and nickel 
nanoparticles after the explosion, they tended to produce bigger particle sizes especially when the 
aluminium particles come into contact with each other of similar spherical shapes. Thus, making it 
easier for agglomerations to take place. As a result of post-explosion, the particle size ranges from 
70–191 nm.  

The results of the FESEM analysis before and after the explosion for the Ag-coated ceramic foam at 
different magnifications of 35×, 10,000×, and 50,000× are presented in Fig. 5. Ag NPs are mostly 
irregular and agglomerated with one another prior to the explosion test as depicted in Fig. 5(a). The 
agglomeration effect of aluminium and silver powder is more pronounced after explosion compared 
to that of the aluminium and nickel powder, implying that the degree of oxidation for larger particle 
size (due to agglomeration) was significantly lower, leading to lower mass burning rate and hence 
justifying the lower Pmax shown in Fig. 7(c). It can be seen that different metals displayed varying 
morphological structures. The mechanism involved was the intraparticle agglomeration of both 
aluminium and silver nanoparticles at 70 nm. 
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Fig. 4. FESEM micrographs of Ni NPs (in rectangle) on ceramic foams, (a) before and (b) after Al 
nanodust (in circle) dust explosion at different magnifications corresponding to Fig. 7(b). 

 

 

Fig. 5. FESEM micrographs of Ag NPs (in rectangle) on ceramic foams, (a) before and (b) after Al 
nanodust (in circle) explosion at different magnifications corresponding to Fig. 7(c). 

From the picture, it is quite difficult to differentiate both nanoparticles at a glance. However, based 
on a previous study by Mokhtar et al. (2019), they found that both metals tend to agglomerate with 
each other, causing larger effective particle sizes. From the current study, the size of the nanoparticles 
after the explosion ranges from 81 – 205 nm. The findings revealed that the silver NPs coated on 
ceramic foams are non-uniform with obvious agglomerations of metallic-silica present on the strut 
structure. The morphological structures of aluminium powder are consistent with the literature which 
reported that the aluminium morphology is formed as a result of the condensation of gas-phase 
reaction (Bouillard et.al, 2010; Sun et.al, 2011).  
 

2.4 Crystallinity Study by XRD 

The preliminary characterization to determine the crystallinity of the APTMS-modified sprayed 
samples of nickel-ceramic foam was determined by XRD based on the previous work (Neacşu et.al, 
2016). The XRD patterns of S1 in Fig. 6 indicated that the structure of Ag NPs is face-centered cubic 
(FCC). In addition, all the Ag NPs had a similar diffraction profile, and XRD peaks at 2θ= 38.1°, 
44.3°, 64.4°, and 77.4° could be attributed to the (111), (200), (220) and (311) crystallographic planes 
of the face-centered cubic silver crystals, respectively. The XRD pattern thus clearly illustrated that 
the Ag NPs (S1) formed in this study were crystalline in nature. The main crystalline phase was 
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alumina with a trace of Ag NPs as impurities were found in the XRD patterns. As can be seen, the 
diffraction peaks for Ag-coated ceramic foam before and after the explosion showed almost similar 
positions. This could be attributed to the low degree of oxidation shown by silver NPs resulting in the 
crystal structure being maintained as FCC. The findings are coherent with the TGA for silver in Fig. 
2(b). Since the FCC crystal structure of silver is characterized by closely packed atoms in a three-
dimensional arrangement, it results in a relatively lower surface area per unit volume compared to 
other crystal structures, such as irregular or amorphous ones.  

In an explosion, where combustion occurs on the particles' surface, having a lower surface area can 
lead to a decreased rate of combustion. This could be due to fewer exposed sites for chemical reactions 
to take place, slowing down the overall burning process. In addition, the FCC structure of silver NPs 
can offer an increase in chemical stability as compared to other structures. This condition could reduce 
the reactivity of the material and inhibit rapid combustion reactions. Further, the crystal structure of 
silver also provides specific adsorption sites on the coated ceramic foam surface. In contrast to nickel 
NPs coated on ceramic foam, the FCC structure of pure nickel experiences rapid oxidation after the 
explosion as shown by the changes in the intensity of the diffraction peaks resulting in the FCC of 
nickel oxide (NiO). This is evident that nickel easily oxidized upon the explosion as compared to 
silver NPs coated on ceramic foam.  

 

Fig. 6. XRD patterns for pre-explosion (S1) and post-explosion (S2) of silver-coated ceramic 
foams. 

 

2.5 Explosion Characteristics of Nano-Aluminium Powder with Ceramic 

The explosion characteristics of aluminium dust are the basis of the inhibiting effect analysis. It was 
found that the Pmax for both metal-coated ceramic foams are lower compared to non-coated ceramic 
foam at a similar powder concentration (see Fig. 7(a)). At 500 g/m3 powder concentration, the Pmax 
value obtained with the presence of ceramic foam was 0.186 bar which is 8.4% lower than that of 
overpressure with venting only, indicating that the combination of ceramic foam as barrier and 
venting as mitigation measures in aluminium powder explosion, Pmax is reduced; suggesting a dual 
suppression mechanism. It should be noted that there are multiple peaks of overpressure observed 
during aluminium powder explosion using ceramic foam, suggesting that due to numerous collisions 
with the walls in foam ceramics, the free radicals -generated in the chemical reactions of metal 
combustion and responsible for flame propagation, experienced the flame quenching when passing 
the struts and re-ignition during flame propagation until the reactive heat release be restrained, thus 
making the chemical reactions non-self-sustained. As a result, flame propagation is quenched and 
lowers the Pmax.  

Based on Fig. 7(b) and (c), the pressure–time profile of metal-coated ceramic foam shows similar 
metal explosion development as ceramic foam, only the combustion time is shortened at lower Pmax. 
It can be susceptible that the chemical interaction between Ni-Al and Ag-Al causes a remarkable 
reduction in surface area for the oxidation reaction, shortens the combustion time for flame to 
propagate and hence, lowers the burning rate (Gao et.al, 2017). It is obvious at 500 g/m3 powder 
concentration that the Pmax value attained for Ni-coated ceramic foam was 0.028 bar and 0.032 bar 
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for Ag-coated ceramic foam. The results demonstrate that both nickel- and silver-coated ceramic 
foams attenuate the maximal explosion pressure drastically, by up to 20%. It can be said that the 
flame wave was trapped in porous media and contacted the wall for a long time, which contributed 
to the sharp decrease in the number of free radicals (such as •H and •OH) involved in the combustion 
that has been attached to the metal NPs coated on the ceramic foam due to the collision making the 
combustion not sustained and further quenched into struts of ceramic foam. Due to a lack of energy 
supply, the pressure wave is decayed, until it disappears, and then the destructive effects of the blast 
wave are reduced effectively. In other words, the unique structure of foam ceramics interferes with 
the coupling of flame and shock wave effects (Zhang et.al, 2012).  
Based on the physicochemical characteristic and explosion test, ceramic foam with silver coating 
performs better with the increase in density due to the presence of the silver NPs deposited on the 
foam surface enhancing the overall strength of the foam. 

                    

   

Fig. 7. Pressure–time profile of Al dust explosion at various concentrations with (a) non-coated 
ceramic foams, (b) Ni-coated ceramic foams, and (c) Ag-coated ceramic foams. 

2.7 Suppression Mechanism of Silver-Coated Ceramic 

In contrast to the ceramic foam and nickel-coated ceramic foam from the previous study [7], it has 
been observed that Ag-coated ceramic foam exhibits a superior inhibitory effect on reducing 
overpressure. This enhanced performance can be attributed to the larger surface area provided by the 
metallic coating compared to the non-coated foams, thus creating more sites for reactions to occur. 
Consequently, this leads to the extinguishing of the flame within a specified time frame. As the flame 
enters the narrow channel, its temperature drops due to the cooling effect of the channel walls, 
resulting in flame extinction, a phenomenon known as the "cold wall effect". Additionally, the tiny 
channels within ceramic foam absorb the free radicals generated during the combustion of aluminium 
powder, subsequently weakening the combustion reaction, referred to as the "wall effect" (Iida et.al, 
1985; Radulescu and Lee, 2002). 

This deposition creates a noticeable contrast in color between the aluminium dust and the silver 
nanopowders. The residual yellow hue in Fig. 9 was a consequence of the oxidation of aluminium 
powder in response to the clustered silver NPs on the bottom surface of the foam. The flame that 
traverses the foam undergoes a notable decrease, leading to the manifestation of irregularities in the 
flame on the upper surface of the ceramic foam. During the explosion, the deposited Ag NPs on the 
lower part of the ceramic foam come into contact with a substantial quantity of dispersed aluminium 
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dust spread across the foam. This progression happens from the lower to the upper surface of the 
foam until the advancement of the flame is stopped. The ceramic foam's porous structure obstructs 
unburned and burning powder particles, disrupting the fuel supply and thus interrupting the reaction. 
In order to understand the mechanism better, the overall chemical reactions for the Al powder 
explosion with Ag-coated ceramic foam were expressed as well in Fig. 9. 

 

Fig. 9. Flame propagation mechanism in (a) non-coated foam, and (b) silver-ceramic foam. 

Based on the TGA results in sub-section 3.1, since Ag is thermally stable above 600 °C when it is 
synergised functionally with the ceramic substrates, all the available radicals can be easily attached 
causing the flame to be unable to reach up to the top surface of the ceramic foam because of the 
unburned aluminium powder are trapped, supporting higher flame to quench at the porous structure 
of Ag-coated ceramic foam. It is worth noting that, metal-coated ceramic foam blocks unburned and 
burning powder particles, causing the reaction to lose its supply of fuel, thereby interrupting the 
process. The amount of •O and •OH radicals affect overall combustion, leading to lower Pmax. 

3. Conclusions 

In this study, the explosion characteristics of aluminium dust explosion, which was suppressed by 
Ag-coated ceramic foam were experimentally investigated. The main conclusions are as follows: 

1) From the pre-explosion and post-explosion analysis, Ag-coated ceramic foam outperformed Ni-
coated ceramic foam and non-coated foam in terms of its mechanical strength, thermal stability, and 
robustness in lowering the explosion overpressure during the aluminium powder explosion. 
 
2) From the TGA analysis, it was found that the Ag-coated ceramic foam is less prone to 
oxidation as no obvious weight gain was observed on the TG curve as compared to Ni-coated ceramic 
foam. Thus, it can be depicted that Ag-coated ceramic foam can sustain combustion of more than 
1000 °C in aggressive environments due to a very low oxidation rate of silver as compared to nickel. 

3) From the compression test, the percentage increase of maximum load for both Ni-coated 
ceramic foam and Ag-coated ceramic foam from as-received ceramic foam was about 10.7% and 
60.4% respectively. The results indicate that Ag-coated ceramic foam has a better compressive 
strength of 0.93 MPa as compared to 0.64 MPa by Ni-coated ceramic foam and 0.58 MPa by non-
coated ceramic foam. 

4) From the Al explosion test, Ag-coated ceramic foam gives a significant reduction in Pmax of 
about 15.4%, while Ni-coated ceramic foam experienced a reduction of about 7.1% when both are 
compared to that of the Pmax of the non-coated ceramic foam, thus giving better quenching effect and 
can be considered as a good candidate for suppressing material for dual suppression mechanism. 

5) From the Al explosion test, Ag-coated ceramic foam gives a significant reduction in Pmax of 
about 15.4%, while Ni-coated ceramic foam experienced a reduction of about 7.1% when both are 
compared to that of the Pmax of the non-coated ceramic foam. This is due to the condition that Ag 
takes at extremely high temperatures i.e., > 1000 °C to oxidize, and easily bonding of the silver metals 
to the free radicals such as •OH, •O, and •H during combustion, giving better quenching effect of Ag-
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coated ceramic foam and this combination can be considered as a good candidate for suppressing 
material for dual suppression mechanism. 

 

Declaration of competing interest 

The authors declare that they have no known competing financial interests or personal relationships 
that could have appeared to influence the work reported in this paper. 

 Acknowledgements 

The authors would like to express their appreciation for the funding assistance of the sponsors – 
Ministry of Higher Education Malaysia (MOHE) under the Fundamental Research Grant Scheme 
(FRGS) (FRGS/1/2020/STG07/UTM/02/6), and Universiti Teknologi Malaysia under a 
Collaborative Research Grant (Q.J130000.2451.08G95). 

References 

Awad, A., Salam, M. A., and Abdullah, B., 1991. Thermocatalytic decomposition of 
methane/methanol mixture for hydrogen production: Effect of nickel loadings on alumina support, 
AIP Conference Proceedings, 020030. 
Bouillard, J., A. Vignes, O. Dufaud, L. Perrin, D. Thomas, 2010.  Ignition and explosion risks of 
nanopowders, Journal of Hazardous Materials 181(1–3), 873-880. 
Dong, Z., B. Nie, W. Chao, Z. Fei, J. Guo, X. Liu, L. Qian, H. Li, and Z. Chen, 2011. Preliminary 
Research on Porous Foam Ceramics Against Gas Explosions In Goaf, Procedia Engineering 26, 1330-
1336. 
Duan, Y., Wang, S., Yang, Y., Li, Y., and Zheng, K., 2021. Experimental study on methane explosion 
characteristics with different types of porous media. J. Loss Prev. Process. Ind., 69, 104370. 
Fergus, J. W., Mallipedi, C. V. S., and Edwards, D. L., 1998. Silver/silver-oxide composite coating 
for intrinsically adaptive thermal regulation, Compos. Part B Eng. 29, 51–56. 
Gao, W., X. Zhang, D. Zhang, Q. Peng, Q. Zhang, R, Dobashi, 2017. Flame propagation behaviours 
in nano-metal dust explosions, Powder Technology 321, 154-162. 
Hamzah, N. F., Kasmani, R. M., Chandren, S., Ibrahim, N., and Jalil, A. A., 2023. Effect of metal 
coating on physicochemical properties of ceramic foam for flame suppression application. Ceramics 
International 49(22)(B), 36646-36658. 
Iida, N., Kawaguchi, O., Sato, G.T., 1985. Premixed flame propagating into a narrow channel at a 
high speed, part 1: flame behaviors in the channel, Combust. Flame 60, 245–255. 
Khan, M. A. M., Kumar, S., Ahamed, M., Alrokayan, S. A., and Alsalhi, M. S.,  2011. Structural and 
thermal studies of silver nanoparticles and electrical transport study of their thin films, Nanoscale 
research letters 6(1), 434. 
Korzhavin, A. A., V. A. Bunev, R. K. Abdullin, and V. S. Babkin, 1982. Flame zone in gas 
combustion in an inert porous medium, Combust. Explos. Shock Waves 18. 628–631.  
Mokhtar, K.M., R.M. Kasmani, C.R.C. Hassan, M.D. Hamid, M.I.M. Nor, N. Ibrahim, 2019. Study 
of the Explosibility Characteristics of Aluminium-Silver Metal Mixtures, Combustion Science and 
Technology 192(5), 885–901. 
Mokhtar, K.M.,R.M. Kasmani, C.R.C. Hassan, M.D. Hamid, M.I.M. Nor, M.U.M. Junaidi, N. 
Ibrahim, 2021. Nanometal Dust Explosion in Confined Vessel: Combustion and Kinetic Analysis, 
ACS omega 6(28), 17831–17838. 
Neacşu, I.A, Nicoară, A.I., Vasile, O.R., and Vasile, B.S., 2016. Chapter 9 - Inorganic micro- and 
nanostructured implants for tissue engineering, Editor(s): Alexandru Mihai Grumezescu, 
Nanobiomaterials in Hard Tissue Engineering, William Andrew Publishing, 271–295. 
Nie, B., X. He, R. Zhang, W. Chen, J. Zhang, 2011. The roles of foam ceramics in suppression of gas 
explosion overpressure and quenching of flame propagation, Journal of Hazardous Materials 192(2), 
741-747. 
Radulescu, M.I., Lee, J.H.S., 2002. The failure mechanism of gaseous detonations: experiments in 
porous wall tubes, Combust. Flame 131, 29–46. 

664



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

Sun, J., R. Dobashi, T. Hirano, 2006. Structure of flames propagating through aluminum particles 
cloud and combustion process of particles, Journal of Loss Prevention in the Process Industries 19(6), 
769-773. 
Yu, H., Guo, Z., Li, B., Yao, G., Luo, H., and Liu, Y., 2007. Research into the effect of cell diameter 
of aluminum foam on its compressive and energy absorption properties, Materials Science and 
Engineering: A. 454–455. 
Zhang, J., Wang, H., and Yuan W., 2012. Effects of multi-layer metal wire mesh on the propagation 
of premixed flammable gas explosion in pipes, Journal of Hunan University of Science and 
Technology (Natural Science Edition) 27(2), 18–21. 
 

 

 

 

 

 

 

 

 

 

665



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Prediction of self-heating for direct reduced iron due to 

reoxidation 
Christoph Spijker a, Michael Hohenberger a, Richard Schanner b & Peter Gluschitz b 

a Montanuniversitaet Leoben, Chair of Thermal Processing Technology, Leoben, Austria 
b INNOFREIGHT Solutions GmbH, Bruck an der Mur, Austria 

E-mail: christoph.spijker@unileoben.ac.at 

Abstract 

The steel production using direct reduced iron (DRI), in an electric arc furnace has a lower carbon 

footprint in comparison to the blast furnace route (Bhaskar, 2019). When the iron ore is reduced by 

hydrogen, called H-DRI it presents one of the routes for green steel. The direct reduced iron ore, 

based on the initial ore type, the reduction process and the form, density and size of the pellets has a 

tendency for reoxidation. This exothermic reaction could lead to a thermal runaway in storage or 

transport. The reoxidation kinetics was investigated by an isothermal differential loop reactor at 

different temperatures. The reoxidation could be separated in three by transport effects dominated 

segments. A correlation for the reoxidation rate as function of the temperature and the relationship 

between the mass fractions of oxygen and oxidized iron could be found. This reaction kinetic was 

implemented as surface reactions into a coupled Computational Fluid Dynamics (CFD)-Discrete 

Element Method (DEM) model, based on OpenFOAM 6 (OpenFOAM, 2018). The model considers 

the heat transport by particle-particle conduction, and convection. Based on this model, 7 different 

scenarios for a rail transport container were investigated. For dry air with the determined reaction 

rates, the H-DRI has a tendency for self-heating but reaches a stable temperature and no thermal 

runaway could be observed. Under the assumption that the reaction has an unlimited supply of water 

vapor, a thermal run away could be observed in every case, expect for a totally sealed container. 

 

Keywords: DRI, reoxidation, railway safety, self-heating, thermal runaway, particle modelling, 

CFD-DEM 

 Introduction 

Direct reduced iron (DRI) basically represents iron ore, that is reduced below the melting point of the 

material. The most common method is the reduction in gas fired shaft furnaces-based process namely 

MIDREX and HYL-ENERGIRON. These two processes accounting for 90 % of the worldwide 

production of DRI (Cavaliere, 2019). DRI is mostly used in an electric arc furnace for steel 

production. This route of steel production has a lower carbon footprint in comparison to the blast 

furnace route (Bhaskar, 2019). Reducing the iron ore with hydrogen to H-DRI instead of using natural 

gas, is one of the future routes for green steel. DRI has a tendency to reoxidize, strongly based on the 

particle size, ore type, porosity, reduction process and if it was hot-briquetted. Therefore, DRI is 

classified in three categories for maritime transport by the standards (International Maritime 

Organization, 2009). DRI type A is hot bracketed after the reduction process, also called hot bricked 

iron (BHI) or hot moulded briquettes (HMB). This is the is the less reactive, high-density variety. 

DRI type B is highly reactive, low density mostly in the form of spherical pellets and type C are fines 

with average particle size smaller than 6,35 mm, that only be carried under an inert gas atmosphere 

(International Maritime Organization, 2009). The standard also differentiates between hot and cold 

transport by a temperature of 60 °C. For the land transport of DRI currently no applicable standards 

for self-heating exists. This effect is based on the exothermic reoxidation with oxygen (Eq. 1) or 

oxygen and water vapor (Eq. 2).  
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𝐹𝑒 + 
1

2
𝑂2 → 𝐹𝑒𝑂          (1) 

𝐹𝑒 + 
1

2
𝑂2 + 𝐻2𝑂 → 𝐹𝑒(𝑂𝐻)2        (2) 

In the worst case the reoxidation could lead to a thermal run-away during transport and storage. In 

2003 bulk carrier Adamandas, transporting 21 000 t of DRI, encounter the issue of reoxidation and 

the DRI reached temperatures over 300 °C and had to be sunk. (Cedre, 2007). For transporting the 

DRI in continental Europe, rail transport is an efficient and environmentally friendly method. To 

safely transport the DRI the INNOFREIGHT Solutions GmbH has developed a patented rail transport 

container (Schanner, 2023) for the cold transport of H-DRI type B. Based on this design the self-

heating process was investigated for seven different scenarios. First the reaction kinetics were 

obtained in a differential loop reactor These reaction kinetics were used in a Computational Fluid 

Dynamics (CFD)-Discrete Element Method (DEM) model for the investigations. 

1. Experimental determination of the reaction kinetics 

To experimentally measure the kinetics of the reoxidation behaviour of hydrogen-reduced iron pellets 

(H-DRI) different methods are possible, e.g. gravimetric, optical and chemical analysis (Szekely 

1976). Gravimetric pre-experiments for the duration of 420 hours at room temperature showed, that 

if parts of the DRI pellets are not in direct contact with water, there is no measurable weight change. 

Therefore, a different method was applied for dry reoxidation at low temperatures. In a loop reactor 

system the oxygen consumption of the iron pellets were measured in the gas stream.  

1.1. Materials 

Industrial hematite pellets were reduced with hydrogen in a laboratory furnace at 800 °C to 900 °C 

until a metallization degree of at least 92% was reached. The chemical composition before and after 

the reduction process is given in Table 1. There Fetot is the total iron content and Femet is the metallic 

iron content. The ratio between these parameters is the metallization degree MD, as can be seen in 

Eq. 3. The pellet sizes reached from a diameter of 12.2 to 17.3 mm. The used pellets had no visual 

openings or cracks. 

Table 1. Chemical composition of the hematite pellet and hydrogen reduced pellet (wt%)  

 Fetot Femet Fe2+ Fe3+ Fe2O3 MD 

Raw hematite pellet 68.6 - 1.12 67.5 96.4 - 

Hydrogen reduced pellet 92.2 87.7 4.14 0.33 - 95.2 

 

𝑀𝐷 = 
𝐹𝑒𝑚𝑒𝑡

𝐹𝑒𝑡𝑜𝑡
 ∙ 100%          (3) 

 

1.2. Experimental procedures 

In the laboratory unit the samples, which consist of four crack free H-DRI pellets, that are cooled and 

stored under inert gas after reduction. These pellets are kept in an electrical heated pipe reactor (Fig. 

1) to measure the temperature dependence of the reaction kinetics, for each experiment the sample 

temperature is held constant. The heating up is done under 100% nitrogen atmosphere. After the 

temperature is constant the system is filled with laboratory air (80 vol.-% N2, 20 vol.-% O2) and 

through solenoid valves the gas flow is switched to loop mode. The gas is then pumped at 5 l/min at 
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an overpressure of around 500 mbar over the sample at the defined temperature. Afterwards the gas 

is cooled to room temperature and filtered to be analysed in the gas analyser (ABB caldos, continuous 

thermal conductive measuring system of oxygen). Because of the gas cooler, the gas atmosphere was 

not completely humidity free, a maximum of 5.6 g H2O/m³ was measured. The overall volume of the 

system was 1.21 litres. Measurements were done up to 167 hours.  

 

Fig. 1. Experimental laboratory setup (Hohenberger 2024) 

2. Numerical Approach 

The numerical model is separated into two parts. First a randomized packed ped is created by filling 

the rail transport box, using a DEM model. Since the particles represent a fixed bed, the particle 

positions could be fixed and the reactive CFD-DEM model applied. 

2.  

2.1. Modelling of the filling process 

To model the filling process the unmodified uncoupledKinematicParcelFoam solver in OpenFOAM 

6 (OpenFOAM, 2018) was used. For the particle forces the Pair Spring Slider Dashpot approach by 

Cundall and Strack (Cundall, 1979) was chosen. To characterize the direct reduced iron pellets, a 

sample of 100 pellets was measured for the diameter and the mass, leading to an average density of 

3 580 kg/m³. The particle diameter reaches from 7.3 mm to 17.0 mm with a d50 of 12.2 mm. This size 

distribution was implemented in the model by a Rosin-Rammler-Sperling-Bennett-distribution 

(Rosin, 1933) with a spread parameter of 9.8 and a d63 of 12.7 mm. The rebound energy factor for the 

particle wall collisions was measured on a steel plate for 25 particles of different diameters with an 

average of 0.13. The rebound energy factor for the particle-particle collision was set to 0.52, the 

Younge module 2,4·107 Pa and the Poisson's ratio 0.25 based on literature (Fernando, 2018). To fill 

the rail transport box, the particles where randomly injected at the top opening (Fig. 2a) with a 

downward velocity of 0.1 m/s. The rail transport box was filled with 4 578 816 particles (Fig. 2b), 

representing a mass of 36 161 kg. 
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a.) b.) 

Fig. 2. Filling of the rail transport box. The particles are injected at the top opening, with a downwards 

velocity of 0.1 m/s (a.)). b.) shows the final state of the filling process with 4 578 816 particles and a mass of 

36 161 kg. 

2.2. Reactive model 

The reactive model is based on the shaft furnace model by Spijker & Pollhammer (Spijker, 2023), 

excluding the radiative heat transfer due to the low temperatures. Since the particles in rail transport 

container represent a fixed bed, the particle positions were fixed to increase in numerical efficiency. 

2.2.1. Modelling the discrete phase 

2.2.1.1. Reaction model 

The reaction model is based on the look up-table (Fig. 7) from the experimental results. Based on a 

2D linear interpolation the specific reaction rate 𝑟𝑟𝑠  for oxygen is determined from the temperature 

and the relationship between the mass fractions of oxygen in the gas phase and oxidized iron in the 

particle. From the specific reaction rate 𝑟𝑟𝑠  the reaction rates for oxygen 𝑟𝑟 is calculated, based on 

the particle surface (Eq. 4). Here 𝑑𝑝  represents the particle diameter. The experiments were 

preformed to with crack free particles. Since DRI particles could crack during production and 

handling the dimensionless multiplicator F is used to increase the reactive surface. Based on this 

reaction rate, the change of particle mass 𝑚𝑝 (Eq. 5) and mass fractions 𝑌𝐹𝑒,𝑝 and 𝑌𝐹𝑒𝑂,𝑝 (Eq. 6,7) can 

be computed, where 𝑀 represents the molar mass. The volume of the particle stays constant during 

the reaction and the density increases. 

𝑟𝑟 = 𝑟𝑟𝑠 𝑑𝑝
2𝜋 ∗ 𝐹          (4) 

𝜕𝑚𝑝

𝜕𝑡
= 𝑟𝑟           (5) 

𝜕𝑌𝐹𝑒𝑂,𝑝

𝜕𝑡
𝑚𝑝 = 𝑟𝑟

𝑀𝐹𝑒𝑂

𝑀𝑂
          (6) 

𝜕𝑌𝐹𝑒,𝑝

𝜕𝑡
𝑚𝑝 = −𝑟𝑟

𝑀𝐹𝑒

𝑀𝑂
          (7) 
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2.2.1.2. Energy and heat transfer 

The Biot numbers observed for the particles during the self-heating process are lower than 0.011, so 

the temperature gradient inside the particle could be neglected. The energy equation (Eq. 8) could be 

formulated by the particle mass 𝑚𝑝  and the heat capacity 𝑐𝑝,𝑝as function of the on the particle 

temperature 𝑇𝑝. Here 𝑆𝑟,𝑝 is the source term for the heat of reaction, due to reoxidation, 𝑆𝑘𝑜𝑛𝑑,𝑝𝑝 the 

heat transferred by particle-particle heat conduction and 𝑆𝑘𝑜𝑛𝑑,𝑝𝑤 the conducted heat between the 

particles and the walls. The heat transfer between the particles and the gas phase 𝑆𝑘𝑜𝑛𝑣,𝑝 is modelled 

by the approach of Gunn (Gunn, 1978). 

𝜕𝑇𝑝

𝜕𝑡
𝑚𝑝𝑐𝑝,𝑝(𝑇𝑝) = 𝑆𝑟,𝑝 + 𝑆𝑘𝑜𝑛𝑑,𝑝𝑝 + 𝑆𝑘𝑜𝑛𝑑,𝑝𝑤 + 𝑆𝑘𝑜𝑛𝑣,𝑝     (8) 

To model the conductive heat transfer between the contacting particles and particles contacting the 

walls, the approach of Zhang et al. (Zhang, 2007) was used. Based on the particle forces the area of 

the overlap 𝐴𝑝𝑝 between particles and 𝐴𝑝𝑤 contact area with the wall are computed. Since the particle 

positions are fixed, the computation of the contact areas is only necessary at the start of the simulation. 

With these areas the heat flux can be calculated using the thermal resistance 𝑅𝑡ℎ, the temperature of 

the particles 𝑇𝑝,𝑖, 𝑇𝑝,𝑗 and the temperature of the wall 𝑇𝑤.  

𝑆𝑘𝑜𝑛𝑑,𝑝𝑝,𝑖 = −
𝐴𝑝𝑝

𝑅𝑡ℎ
(𝑇𝑝,𝑖 − 𝑇𝑝,𝑗)        (9) 

𝑆𝑘𝑜𝑛𝑑,𝑝𝑤,𝑖 = −
𝐴𝑝𝑤

𝑅𝑡ℎ
(𝑇𝑝,𝑖 − 𝑇𝑤)        (10) 

The heat source of the reaction 𝑆𝑟,𝑝 in modelled by the reaction rate, standard enthalpy of reaction 

ℎ𝑟
0, heat capacities 𝑐𝑝,𝐹𝑒𝑜 , 𝑐𝑝,𝐹𝑒 , 𝑐𝑝,𝑂2, particle temperature 𝑇𝑝and the standard temperature 𝑇0. 

𝑆𝑟,𝑝 = 𝑟𝑟 (∫ 𝑐𝑝,𝐹𝑒𝑜 − 𝑐𝑝,𝐹𝑒 − 𝑐𝑝,𝑂2𝑑𝑇
𝑇𝑝

𝑇0
+ ℎ𝑟

0)      (11) 

2.2.2. Modelling the gas phase 

2.2.2.1. Flow 

The rail transport box is only filled partially with particles. Therefore, the momentum equation (Eq. 

12) must differentiate between the packed bed and the free fluid flow. If the volume fraction 𝜀 is 

smaller than 0.9 the viscos term 𝑆µ is modelled for a packed bed, using the Ergun equation (Eq. 13). 

Otherwise, the viscos term for a laminar flow is used (Eq. 14). Here �⃗�  is the velocity vector of the 

gas phase, ε the gas phase volume fraction, ρ presents the density, modelled by the ideal gas equation, 

under consideration of the chemical composition. The pressure is represented by 𝑝 and dynamic 

viscosity by 𝜂. Since the particle in a cell have different diameters, the Sauter mean diameter 𝑑𝑝
̅̅ ̅ for 

the particles of each cell are calculated. To solve this momentum equation in conjunction with the 

continuity the PIMPLE algorithm (OpenFOAM, 2018) is used. 

𝜕(𝜌𝜀�⃗⃗� )

𝜕𝑡
+ �⃗� ∇(𝜌𝜀�⃗� ) + 𝑆µ = −∇(𝑝𝜀) + 𝜌𝜀𝑔        (12) 

𝑆µ = [150
(1−𝜀)²

𝜀³
 
𝜂�⃗⃗� 

𝑑𝑝²̅̅ ̅̅ ̅ + 1.75 
(1−𝜀)

𝜀³
 
𝜂�⃗⃗� |�⃗⃗� |

𝑑𝑝̅̅ ̅̅
]

1

𝜀(1−𝜀)
      (13) 
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𝑆µ = 𝜂∇2(𝜀�⃗� ) +
1

3
𝜂∇ (∇𝜀�⃗� )         (14) 

2.2.2.1. Species 

The species equation (Eq. 15) considers convective and diffusive transport of the oxygen mass 

fraction, represented by 𝑌𝑖 under consideration of the gas phase volume fraction ε. The diffusivity is 

calculated by the viscosity 𝜂 and the Schmidt number 𝑆𝑐. The source term for the heterogeneous 

reaction 𝑆𝑝,𝑌𝑖 is modelled by the negative sum of the particle reaction rates in a cell. 

𝜕(𝜌𝜀𝑌𝑖)

𝜕𝑡
+ �⃗� ∇(𝜌𝜀𝑌𝑖) − ∇ (

𝜂

𝑆𝑐
𝜀∇𝑌𝑖) = 𝑆𝑝,𝑌𝑖        (15) 

2.2.2.1. Energy 

The energy equation (Eq. 16) is formulated for the enthalpy ℎ. To compute the temperature from the 

enthalpy the temperature dependent heat capacity formulation using the JANAF (NIST, 1998) 

polynomial formulation is used. The thermal conductivity is determined by the temperature dependent 

viscosity 𝜂 and the Prantl number 𝑃𝑡. The heat transfer between the phases is calculated on the 

particle side by the model of Gunn (Gunn, 1978). The negative sum of the heat flux of the particles 

in a cell is represented by the source term 𝑆𝑘𝑜𝑛𝑣,𝑔. 

𝜕(𝜌𝜀ℎ)

𝜕𝑡
+ �⃗� ∇(𝜌𝜀ℎ) − ∇ (

𝜂

𝑃𝑡
𝜀∇ℎ) = 𝑆𝑘𝑜𝑛𝑣,𝑔      (16) 

2.2.3. Evaluation of the reactive model 

The model for the flow and particle-particle heat conduction where already evaluated by Pollhammer 

(Pollhammer, 2019). To evaluate the reactive model, a simple geometry with the volume of the 

circular loop reactor (Fig. 3) was created. Four particles, with identical diameter to the measurements 

are inserted in this volume. Because the differential loop reactor operates isothermal, with a certain 

flow, a cell zone with fixed temperature and velocity was created. This cell zone is marked in Fig. 3 

with the green box. In the initial state the reactor is filled with 20 vol.-% oxygen at atmospheric 

pressure and the particles consist of pure iron. 

 

Fig. 3. Geometry and initial state of the evaluation for the reactive model. The particles are containing no 

oxides and the gas has an oxygen concentration of 20 vol.-%. The box represents the zone, where velocity 

and temperature are fixed, to achieve similar conditions to the differential loop reactor. 
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To evaluate the model, the experiments at 60 °C and 85 °C were modelled for 1,6·105 seconds and 

the oxygen concentration over time was compared to the experiment. Fig. 4 shows the comparison 

for a temperature of 60 °C. The model has a slightly higher reaction rate than shown in the experiment. 

The same behaviour could be observed at 85 °C.  

 

Fig. 4. Comparison for the oxygen concentration as function of time between the model and the experiment 

at 60 °C the model sightly overpredicts the oxygen consumption. 

1.  

3. Case studies 

Based on the development model, 7 cases studies where preformed, to characterize the behaviour of 

direct reduced iron in the rail transport container. The case 0 represents the patented rail transport 

container. The other cases differ in the openings of the rail transport container, to study the oxygen 

delivery by natural convection. The oxidation from iron to wuestite (FeO) has a standard enthalpy of 

reaction of 3 786 kJ/kg oxygen, representing the main reaction. In conjunction with moister in the air 

ferrous hydroxide could be formed. Here the standard enthalpy of reaction is 7 920 kJ/kg oxygen. To 

investigate the effect of higher reaction enthalpies, the value was doubled to 7 572 kJ/kg. Since DRI 

pellets could have cracks from production or handling, The reactive surface was increased by setting 

the dimensionless multiplicator F for certain cases to 2. 

Table 2. List of computed cases  

Case 

number 

Top opening Bottom opening Enthalpy of reaction (ℎ𝑟
0) Dimensionless multiplicator (F) 

0 None None 7 572 kJ/kg 2 

1 Large None 3 786 kJ/kg 1 

2 Large Center 3 786 kJ/kg 1 

3 Small None 3 786 kJ/kg 1 

4 Large None 7 572 kJ/kg 2 

5 Small Side limited  7 572 kJ/kg 1 

6 Small Side limited  7 572 kJ/kg 2 

2.  
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3.  

3.1. Geometries 

The oxygen, necessary for the reoxidation is transported in the container by natural convection. To 

study this process two different top and bottom openings are included in the geometry. The large top 

opening (Fig. 5 a.)) represents the rail transport container without a lid and the small with a partially 

closed lid (Fig. 5 b.)). Rail transport containers could also have gravity unloading ports in the bottom, 

to represent these, a middle (Fig. 5 c.)) and a side opening (Fig. 5 d.)) where included. 

  

a.) Large top opening b.) Small top opening 

  

c.) Center bottom opening d.) Side bottom opening 

Fig. 5. Openings for the surrounding atmosphere for natural convection. The large top opening a.) 

represents the rail transport container without a lid, b.) the small top opening a not fully closed lid. The 

openings in the bottom (c.), d.)) where introduced to study the effect of a bottom outlet for granular material. 

 

3.2. Initial- and boundary conditions 

All cases are based on the same initial conditions. At the start of the simulation the particles consist 

of pure iron and have a uniform temperature of 60 °C. This represents the highest temperature where 

the cold transport of DRI is allowed. The gas phase is also initialized with 60 °C, 23 m.-% (21 vol.-

%) oxygen and no flow velocity. The pressure was initialized with a height based linear profile form  

100 031 Pa at the bottom to 100 000 Pa for modelling the natural convection. The assumption was 

made that the air, surrounding the container, has a constant temperature of 30 °C. Therefore, the 

temperature of the openings was set to 30 °C and 23 m.-% (21 vol.-%) oxygen. To model the natural 

convection the height based pressure profile was applied. The heat flux of the walls is modelled by 

the thermal resistance of the steel from the rail transport container in combination with a heat transfer 

coefficient. This heat transfer coefficient representing the cooling by natural convection outside with 

an ambient air temperature of 30 °C. 
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4. Results 

4.  

4.1. Experimental results 

For isothermal measurements at 60, 110 and 160 °C the oxygen consumption is shown in Fig. 6. The 

temperature dependence of the oxygen consumption can clearly be seen. The experiments were 

stopped after a maximum was visible, which was at 1.51, 3.63 and 9.15 g O2/kg DRI for respectively 

60, 110 and 160°C. 

 

Fig. 6. Isothermal oxygen consumption of five H-DRI pellets (Hohenberger 2024) 

According to Landolt (Landolt, 2007) low temperature oxidation kinetics will have a logarithmic 

trend if the film growth is limited by exchange of ions because of electron tunnelling. Oxygen ions 

are diffusing through the oxide layer, where a typical film thickness is around 2-3 nm. A linear film 

growth is detected if the oxide layer is porous and not uniformly distributed. At higher temperatures 

a parabolic trend displays that the limiting process is the ion diffusion of the iron cations through the 

oxide layer. The measured oxygen consumption from Fig. 1 cannot be described by a mathematical 

function overall. However, if the data is divided into time intervals a good mathematical description 

is possible, as can be seen in Table 1. There 3-4 stages can be identified, which can also be found in 

the Literature (El-Geassy, 1994). At higher temperature the time period of the stages become smaller. 

Table 3. Rate laws for the oxygen consumption of dry reoxidation of H-DRI pellets  

(Hohenberger 2024)  

60°C Time interval [h]  Rate law  R2 

1. Stage 0.00 – 1.70 Logarithmic 0.842 

2. Stage 1.70 – 6.78 Linear 0.913 

3. Stage 6.78 – 49.4 Logarithmic 0.983 

110°C    

1. Stage 0.00 – 1.66 Parabolic 0.991 

2. Stage 1.66 – 3.35 Linear 0.965 

3. Stage 3.35 – 34.1 Logarithmic 0.996 

160°C    

1. Stage 0.00 – 0.778 Parabolic 0.997 

2. Stage 0.778 – 1.97 Linear 0.995 

3. Stage 1.97 – 11.3 Logarithmic 0.999 

4. Stage 11.3 – 164 Logarithmic 0.998 
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As input data for the simulation experiments were done additionally at lower temperatures, namely 

60, 85 and 110 °C. As the there was no overall mathematical function a 3D-look up table was used, 

to compute specific reaction rate 𝑟𝑟𝑠 , as a function of the temperature and the wuestite (FeO) - oxygen 

relation. In Fig. 7 the data of the table is presented by a surface grid. The blue points represent the 

measurements at 110 °C, the yellow 85 °C and the orange 60 °C. Additionally, a curve at 0 °C (purple 

points) representing a reaction rate of 0 was introduced to create the table.  

 

Fig. 7. Look-up table to calculate the specific reaction rate 𝑟𝑟𝑠 as function of temperature and the wuestite - 

oxygen relation for the numerical model. The experimental data is shown by the blue crosses for 110 °C, the 

yellow crosses for 85 °C, the orange crosses for 60 °C and the purple crosses represents 20 °C, where no 

reaction could be observed. 

4.2. Case 0 

This case represents the patented rail transport container, totally sealed under worst case assumptions. 

The dimensionless multiplicator F was set to 2, to represent particles with doubled reactive surface 

due to cracks and doubled enthalpy of reaction, assuming the iron hydroxide reaction with an 

unlimited supply on water vapor. The oxygen is consumed, down to a level, where the reaction rates 

are so low, that the heating by reoxidation is insignificant. During the consumption of the oxygen the 

temperature rises 3 K. Then the container cools slowly by the heat loss of the walls. In all cases, the 

temperature difference between the gas and particle phase is minimal. 

Time Temperature gas phase Mass fraction O2 

20000 s 

  

Fig. 8. Temperature and oxygen mass fraction at different times for the case 0. 

 

4.3. Case 1 

This case represents the rail transport container with an open lid. Due to the difference between the 

temperature at the opening and the initial particles particle temperature a natural convection patter 

evolves. The particles consume the oxygen, and the natural convection introduces oxygen into the 
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packed bed. When the mass fraction of wuestite (FeO) in the particles increase, the reaction rate 

decreases and more oxygen in available in the packed bed (Fig. 9). Due to the slowed reaction and 

the cooling by convention, the particles reach a stable temperature after 18 200 s. The reoxidation of 

the particles around the center is higher due to more available oxygen (Fig. 10). It can also be observed 

that the particles near the walls are cooler and get less oxidized. 

Time Temperature gas phase Mass fraction O2 

15000 s 

  

Fig. 9. Temperature and oxygen mass fraction at different times for the case 1. 

 

  

a.) Temperatures of the particles b.) Mass fraction FeO of the 

particles 

Fig. 10. Temperature (a.)) and wuestite mass fraction (b.)) of the particles at 18 200 seconds for the case 1. 

 

4.4. Case 2 

In this case the influence of an opening in the bottom in conjunction with an open lid is studied. Due 

to natural convection, a straight flow pattern from the bottom to the top evolves. This pattern is 

cooling the particles near the bottom opening and the oxygen is distributed evenly. Due the high 

flowrate the particles are cooled and no significant heat up can be noticed, decides the oxidation of 

the particles. The system reaches a stable maximum temperature after 2 000 seconds. The highest 

particle oxidation and particle temperatures occur near the bottom, between the wall and the opening 

(Fig. 12). Directly at the opening, the particles oxidize less, due to the lower temperatures. 

Time Temperature gas phase Mass fraction O2 

15000 s 

  

Fig. 11. Temperature and oxygen mass fraction at different times for the case 2. 
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a.) Temperatures of the particles b.) Mass fraction FeO of  

the particles 

Fig. 12. Temperature (a.)) and wuestite mass fraction (b.)) of the particles at 15 000 seconds for the case 2. 

 

4.5. Case 3 

This case studies the behavior of the rail transport container, when there is a small gap in the lid. Even 

with the small gap, a flow by natural convection evolves. The cooler air enters at the sides of the gap 

and flows down near the wall. The warmer air leaves the container in the middle of the gap. This is a 

highly transient process. The oxygen concentration is one sided increased (Fig. 13) and leading to 

higher oxidation and heat up near the middle. The air entering the container has a cooling effect. Due 

to lower oxygen concentrations the oxidation process is slower, but reaches a maximum particle 

temperature of 342 K. Case 1 with the fully open lid, reaches 344 K.  

Time Temperature gas phase Mass fraction O2 

15000 s 

  

Fig. 13. Temperature and oxygen mass fraction at different times for the case 3. 

 

4.6. Case 4 

The case 4 presents the setup of case 1 with a dimensionless multiplicator (F) of 2, doubling the 

reaction rate and the doubled enthalpy of reaction. In the beginning, the oxygen is consumed, locally 

down to 15 m.-% and the particles heat up, increasing the natural convection. At 5 000 seconds large 

parts of the rail transport have oxygen levels over 22 m.-% and the particle heated uniformly to  

355 K (Fig. 14). This increases the natural convection effect, where the flow rises in the center and 

goes down near the wall, cooling the particles. At 10 600 seconds, 110 °C are reached and the reaction 

rate is limited due to the model approach by the look-up table. The temperature is still increasing, this 

case shows the first thermal runaway. 
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Time Temperature gas phase Mass fraction O2 

5000 s 

  

12000 s 

  

Fig. 14. Temperature and oxygen mass fraction at different times for the case 4. 

 

4.7. Case 5 

In this case the influence of small openings at the button and top a with dimensionless multiplicator 

F of 2, doubling the reactive surface and the doubled enthalpy of reaction are investigated. The 

evolving flow pattern consists of cooler air enters at the sides of the gap and flows down near the wall 

and an uprising flow from the bottom gap along the opposite wall. Due to the high reaction rates and 

small openings, the oxygen level in the container drops lowering the reaction rate. Two hot spots 

form, one near the bottom opening and one in the recirculation zone. The maximum temperature in 

these regions is constantly increasing, showing a thermal runaway behavior. Due to the limitation in 

oxygen, the temperature rise is slower than in case 4. 

Time Temperature gas phase Mass fraction O2 

5000 s 

  

15000 s 

  

Fig. 15. Temperature and oxygen mass fraction at different times for the case 5. 

  

678



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

4.8. Case 6 

This case is like the case 5, but the dimensionless multiplicator F of 1 is used, representing the 

particles without cracks. The evolving flow pattern is similar to case 5, cooler air enters at the sides 

of the gap and flows down near the wall and an uprising flow from the bottom gap along the opposite 

wall. Also, the hot spots develop in the same regions, but to the lower reaction rates slower. 

Time Temperature gas phase Mass fraction O2 

15000 s 

  

Fig. 16. Temperature and oxygen mass fraction at different times for the case 6. 

5. Discussion 

Fig. 17 shows the development of the maximum temperature as function of time for the different 

cases. In the cases 4-6, where the transport container has openings and the iron hydroxide reaction is 

assumed, a thermal run away can be observed. Case 0, the fully sealed container, shows under the 

same conditions just a heat up of 3 K due to oxygen starvation. Case 5 differs from case 6 by a doubled 

reactive surface due to cracks. Here it can be observed that the double surface are increases the speed 

of heat up, more than twice. This is based on the stronger convection. The position and size of the hot 

spots depends on the openings, due to the flow pattern. The container with the open lid (case 4) shows 

the hot spot in the upper centre and has the fastest heat-up. The geometry with the side openings at 

the top and bottom (case 5 and 6) shows two hot spots based on the available oxygen. The restriction 

in oxygen concentration leads also to a slower heat up. Also, Cases 1-3 with the heat of reaction for 

wuestite, show different heating behaviours, based on the openings in the container. In these cases, a 

heat-up of the DRI particles up to 11 K could be observed. The cooling by natural convection due to 

an opening in the bottom, could lower the maximum temperature in case 2, but is based on ambient 

and particle temperature. 
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Fig. 17. Comparison of the maximal particle temperatures over time. The cases with the dotted line, 

represents the increased heat of reaction. 

6. Conclusions and outlook 

The combined approach of reaction kinetic measurements in the differential loop reactor and applying 

them to a reactive packed bed model for modelling self-heating an established method (Wallner 2003, 

Kern 2013). The novelty of the present approach is to use an CFD-DEM model, instead of a Eulerian 

CFD approach. This model has the advantage of better implemented physics. The heat conductivity 

is based on the actual particle forces and the flow resistance is modelled, based on the local particle 

packing. In the presented work, the reaction kinetics for the iron hydroxide reactions couldn’t be 

determined in the laboratory tests. Therefore, the heat of reaction was increased to model the 

hydroxide reactions where an unlimited supply on water vapor assumed. DRI particles could crack 

during manufacturing and handling, to approximate this effect, the reactive surface was increased. 

Both changes were applied to create a worst case scenario. The cases how consider the oxidation from 

iron to wuestite (FeO), show a self-heating behaviour, but no thermal run away. The cases with the 

assumed iron hydroxide formation showed a thermal run-away behaviour, except the fully sealed rail 

transport container. Smaller openings in the container can introduce enough oxygen for the oxidation 

by iron hydroxide reaction. The presented studies don’t consider the pressure difference on an 

opening for variation speeds of the rail transport container during transport. This could lead to an 

increased oxygen concentration inside the container. Also, different ambient and particle 

temperatures lead to convective flows and oxygen concentrations in the container, so a gravity 

unloading port could become problematic, when not sealed tightly. This leads to the conclusion that 

the container for the transport of DRI should be as tightly sealed as possible, to supress the reoxidation 

doe to oxygen starvation. Other methods like cooling by natural convection, are based on parameters 

that can’t be influenced and vary strongly on rail transport. 

The presented work investigated the self-heating behaviour only on one type of H-DRI. The tendency 

for reoxidation could differ between ore types and manufacturing methods and ores. Also, lager 

geometries have a higher tendency for self-heating. In the future measurements of different types of 

DRI, including the hydroxide reactions in the differential loop reactor are planned, to create a kinetics 

database for modelling the self-heating of storage facilities and transport methods. 
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Abstract 
When handled in large quantities, like in storage vessels, species prone to thermal decomposition can lead to 

severe accidents triggered by runaway reactions. Hence, developing an inherently safe design strategy for 

storage equipment can enhance the reliability of a chemical plant, avoiding the establishment of undesired 

scenarios. The Frank-Kamenetskii theory (FKT) of self-heating provides practical tools for implementing a 

design procedure to consider phenomena potentially leading to uncontrolled chemical reactions. The present 

work proposes a procedure based on the FKT for an intrinsically safe storage vessel design. An expanded 

version of the FKT involving the parametric sensitivity analysis has been formulated to enhance the reliability 

of the method. Besides, to understand the self-heating phenomena, a stability diagram was produced relating 

the main design parameter (i.e., the critical value of the Frank-Kamenetskii number) and the dimensionless 

activation energy (𝛾). In addition, the adopted design strategy integrates a procedure for the design of relief 

systems, to reduce the risk of equipment explosion due to the onset of runaway scenarios. To elucidate the 

applicability of the procedure, the developed design strategy of storage equipment and relief systems was tested 

for the case of: (I) an aqueous solution containing 50 %w hydroxylamine (HA) and (II) a 50 %w HA aqueous 

solution added with 1 %w of an HA-derived salt, the hydroxylamine hydrochloride. Results show that, for 

large 𝛾 values, the traditional formulation of the FKT and the developed expanded theory practically allow the 

design of vessels with the same characteristic dimension. On the contrary, for a finite value of 𝛾 (i.e., 𝛾 ≤
100 ), the proposed refined version of the FKT allows the design of less conservative storage equipment. 

Regarding the relief systems, coupling the DIERS and standard procedures provides a more versatile and 

consistent protocol. Eventually, for large storage vessels, the possibility of adding relief systems to the 

equipment can not be taken as an option due to the too-large venting area required in the case of runaway 

reactions. In this case, an intrinsically safe vessel is the only practicable solution to avoid the occurrence of 

devastating incidents. 

Keywords: Storage vessels; Process safety; Stability diagrams; Thermal decompositions; Runaway 

reactions.  

Nomenclature 
Symbols 

 Agas 
Gas orifice area determined with 

DIERS method 
 Ṗpeak 

Temporal pressure rate at peak 

conditions 

 Avap 
Vapour orifice area determined with 

DIERS method 
 Ponset Onset pressure 

 Atot
DIERS 

Total orifice area determined with 

DIERS method 
 Prelief Relief pressure 

 Atot
std 

Total orifice area determined with 

standard method 
 PM Molecular weight of mixture 

ARSSTTM  
Advanced reactive system screening 

tool 
 PMgas Molecular weight of gas 

 Bi Biot number  PMvap Molecular weight of vapour 

 C Fluid flow coefficient  PMw Molecular weight of water 

 CA0 
Initial molar concentration of the main 

reactant A 
QRA Quantitative risk assessment 

 C̃p 
Heat capacity per unit moles of the 

liquid mixture 
 Rg Universal gas constant 
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 Ĉp 
Heat capacity per unit mass of the 

liquid mixture 
 ℛ|Tw,CA0

 
Reaction rate at wall temperature and 

initial main reactant concentration 

 C̃p,w Heat capacity per unit moles of water  rw System radius 

 D System diameter  S(Θ; δ) 
Normalized sensitivity of Θ to the 

respect of 𝛿 

 d Diameters ratio  𝒯 Dimensionless time 

 Dvalve 
Valve diameter under the assumption of 

circular orifice 
 Tcenter Temperature in the centre of the system 

DIERS 
Design Institute for Emergency Relief 

Systems 
 Tmax Maximum system’s temperature 

 Ea Apparent activation energy  Tonset Onset temperature 

FKT 
Frank-Kamenetskii theory of self-

hating 
 Ṫonset 

Temporal temperature rate at onset 

conditions 

 H System height  Trelief Relief temperature 

 H/D Aspect ratio  Ṫrelief 
Temporal temperature rate at relief 

conditions 

HA Hydroxylamine  Tw Wall temperature 

 Kb Backpressure coefficient  𝑡𝑐𝑜𝑛𝑑 Characteristic time for heat conduction 

 Kc Combination factor coefficient TRA Thermal risk assessment 

 Kd Discharge coefficient TSU Thermal screening unit 

 kk∞ 
Apparent Arrhenius pre-exponential 

factor 
 V System volume 

 kT 
Thermal conductivity of the liquid 

mixture 
 Vgas

test Gas volume in the test apparatus 

 kT,w Thermal conductivity of water VMWT Varma, Morbidelli and Wu theory 

 mtot 
Initial reactive mass in the test 

apparatus 
VSP2TM Vent size package 2 

 n Apparent reaction order  Ẇgas Gas required relief mass flow rate 

Greek symbols 

 α0 Void fraction  λ̂ 
Heat of vaporization of the mixture per 

unit mass 

 γ Dimensionless activation energy  ρ Liquid mixture density 

 ∆H̃r Molar enthalpy of reaction  ρgas 
Gas density measured at relief 

conditions 

 δ Frank-Kamenetskii number  ρw Water density 

 δcrit Critical Frank-Kamenetskii number  χ Main reactant conversion 

 Θ Dimensionless temperature  Ω Dimensionless radial coordinate 

 Θmax 
Maximum value of the dimensionless 

temperature 
  

Introduction 
Exothermic thermal decomposition reactions can induce severe concerns because of the potential occurrence 

of runaway reactions. Hence, the understanding of the decomposition reaction dynamic is paramount (Deng et 

al., 2016). To this scope, either experimental or numerical approaches can be adopted. Typically, the 

experimental studies are based on calorimetric analysis (Pio et al., 2021), aiming at the quantification of 

apparent reaction kinetic, thermodynamic properties, onset, and peak features (Vianello et al., 2018). The 

acquired data are commonly used for a quantitative risk assessment (QRA) (Juncheng et al., 2020), a thermal 
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risk assessment (TRA) (Wang et al., 2009), reactor design and control (Varma et al., 1999) (Strozzi et al., 

1999) or for process development (Ozawa, 2000). However, unexpected hazardous scenarios could also arise 

during storage due to self-heating features (Guo et al., 2013) (Shanley, 1953). Hence, the ideal perspective is 

to design storage vessels following the inherent safety paradigm (Kletz and Amyotte, 2010) considering the 

self-heating phenomenon and avoiding accidental runaway of the stored mass.  

From a numerical perspective, the Frank-Kamenetskii theory of self-heating (FKT) is usually employed to 

investigate the behaviour of spontaneous self-heating phenomena potentially leading to hazardous scenarios 

(Frank-Kamenetskii, 1955). The FKT, a complementary envision of the Semenov theory of thermal explosion, 

is based on the hypothesis of a quiescent fluid contained in a system with a negligible wall thermal resistance, 

a 𝐵𝑖 → ∞ (Boddington et al., 1983), a 𝜒 → 0 and almost infinite dimensionless activation energy, defined as 

𝛾 = 𝐸𝑎 𝑅𝑔𝑇𝑤⁄ .  

The FKT allows the design of a storage system suitable to avoid ignition or explosion (Babrauskas, 2003). For 

liquids, the assumption of a stored quiescent fluid is legitimate since, even if temperature gradients can induce 

natural convection, the average fluid velocity is practically equal to zero (Campbell, 2015). In addition, the 

vessel will be conservatively designed because natural convection, even if almost absent, will help to dissipate 

heat (Novozhilov, 2017) (Lazarovici et al., 2005).  

Considering a conductive static fluid, assuming that a 𝐵𝑖 → ∞ can be easily verified without compromising 

the modelling outcomes. Moreover, the hypothesis of 𝜒 → 0 is totally realistic because the storage vessel must 

be designed to avoid the material stored undergoing a fully developed decomposition reaction, accepting only 

a negligible consumption due to collateral effect. Whereas the assumption that 𝛾 → ∞ could lead to misleading 

conclusions because it could be verified only for 𝐸𝑎 → ∞ or 𝑇𝑤 → 0. The former statement can be related to 

unphysical scenarios, whereas the latter is to temperatures not reachable in the standard industrial practice 

during conventional storage. For these reasons, it could be better to investigate the dependence of the modelling 

outcomes on the values of 𝛾, to avoid misleading conclusions. 

To overcome the possible limitations to the applicability of the FKT, it is recommended to expand the theory 

considering the effect of 𝛾 on the primary variable involved in the storage vessel design: the critical value of 

the Frank-Kamenetskii number (𝛿𝑐𝑟𝑖𝑡). Considering that the 𝛿𝑐𝑟𝑖𝑡  is a a meta-stable value, above which a 

steady-state solution for a particular system becomes impossible to reach due to runaway phenomena, the idea 

is to retrieve the 𝛿𝑐𝑟𝑖𝑡 for a series of 𝛾 values, performing a sensitivity analysis (Andriani et al., 2024a). In this 

sense, the sensitivity analysis can be seen as applying the bifurcation theory to the chemical reactive system 

(Lengyel and West, 2018). More specifically, the 𝛿𝑐𝑟𝑖𝑡 value can be defined as a system meta-stable parameter 

above which the system behaviour deviates from stable to unstable. A 𝛿 − 𝛾 stability diagram will report the 

functional dependence of 𝛿𝑐𝑟𝑖𝑡 to the respect of 𝛾 with a safe to runaway transition curve. Under the limit 

curve, it is possible to retrieve the combination of parameters that allows the storage of the material in a stable 

way, and above the curve will be reported the enable of parameters’ combination able to trigger a runaway 

scenario. Eventually, the 𝛿 − 𝛾 stability diagram can be used to assess, for a particular value of 𝛾, the 𝛿𝑐𝑟𝑖𝑡 

number to involve a more refined storage vessel design. 

Even if inherent safety is fundamental for a correct design, passive and active protective items can be added 

to the equipment to keep hazards under control (Kletz, 2003). More specifically, relief devices can help avoid 

explosions and reduce potential losses related to runaway reactions (Singh, 1994). Moreover, because reactors 

and storage vessels are the equipment usually involved in accidents (Ho et al., 1998), proper-sized relief 

systems are strongly recommended. 

In the light of these considerations, the present work proposes a reproducible methodology for the intrinsically 

safe design of storage vessels containing thermally unstable components. Stability diagrams will be produced 

and adopted as a support for the design procedure. To test the reliability of the proposed strategy, the procedure 

will be applied to the case of a 50 %w aqueous solution of hydroxylamine (HA) and 50 %w HA containing an 

additional 1 %w of hydroxylamine hydrochloride (HH), experimentally investigated in previous studies 

(Andriani et al., 2024b).Through the comparison with an HA aqueous solution added with HA-derived salt, it 

will be possible to quantify the effect of salt addition on the thermal stability of HA.  

 

1. Materials and methods 
For clarity, Figure 1 reports the logical workflow of the proposed methodology. The following sections will 

elucidate each step presented in Figure 1. More specifically, in Section 2.1. the list of data needed for further 

implementation of the proposed sizing method of storage vessels and relief systems, handling liquid materials 

prone to decomposition reactions, is reported. Then, in Section 2.2. the methodology aimed at storage vessel 

sizing is illustrated, involving the original FKT or information retrieved from the  𝛿 − 𝛾 stability diagram, 

obtained improving the FKT and compiling it with the sensitivity analysis. In Section 2.3. the procedure for 

the sizing of the relief system is elucidated. Eventually, in Section 2.4., the data required to apply the proposed 

procedure to the case study of the two mentioned hydroxylamine aqueous solutions will be provided. 
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Figure 1. Logical workflow of the methodology proposed in this work. 

1.1. Data acquisition 
As reported in Figure 1, the first step of the proposed method is to acquire the numerical values of the main 

constitutive variables. The set of the input data is composed of kinetic (𝐸𝑎 , 𝑘𝑘∞, 𝑛, 𝐶𝐴0), thermodynamic 

(∆�̃�𝑟 ), onset (𝑇𝑜𝑛𝑠𝑒𝑡 , �̇�𝑜𝑛𝑠𝑒𝑡 ), peak (�̇�𝑝𝑒𝑎𝑘 ) and physicochemical (�̃�𝑝 , 𝑘𝑇 ) information. The mentioned 

quantities can be determined experimentally via the literature’s correlation. For clarity, the meaning of the 

involved symbols can be retrieved in the Nomenclature Section. 

 

1.2. Sizing of the storage vessel 
The governing equation adopted to size the storage vessel is reported in Eq. 1 (Restuccia et al., 2017) based 

on the definition of the Frank-Kamenetskii number. The ambient temperature was assumed to be equal to 𝑇𝑤, 

due to the assumption of a negligible thermal resistance of the wall. Three different ambient temperatures will 

be considered (i.e., 5 °C, 20 °C and 35 °C). The system geometry is considered as a vertically oriented 

cylindrical storage vessel, thus, a 𝛿𝑐𝑟𝑖𝑡 = 2.00 was assumed, in line with the original FKT (Balakrishnan and 

Wake, 1996), invariant with 𝛾. The maximum reached temperature in the bulk of the storage vessel will be 

verified, ensuring that it will be lower than the 𝑇𝑜𝑛𝑠𝑒𝑡 to avoid any decomposition feature. This verification 

step can be performed using Eq. 2(Chambré, 1952). This relationship has been adopted starting from the 

definition of the dimensionless temperature adopted in the FKT (Eq.4), and the maximum dimensionless 

temperature value reached for 𝛿 = 𝛿𝑐𝑟𝑖𝑡 (i.e., Θ𝑚𝑎𝑥 = ln 4). 

𝑟𝑤,𝑐𝑟𝑖𝑡 = √
𝛿𝑐𝑟𝑖𝑡 𝑘𝑇 𝑅𝑔 𝑇𝑤

2

(−∆�̃�𝑟) ℛ|𝑇𝑤,𝐶𝐴0
 𝐸𝑎

= √
𝛿𝑐𝑟𝑖𝑡 𝑘𝑇 𝑅𝑔 𝑇𝑤

2

(−∆�̃�𝑟) 𝑘𝑘∞ exp(−
𝐸𝑎

𝑅𝑔𝑇𝑤
)𝐶𝐴0

𝑛  𝐸𝑎

  (1) 

𝑇𝑐𝑒𝑛𝑡𝑒𝑟 = 𝑇𝑤 +
𝑅𝑔 𝑇𝑤

2

𝐸𝑎
ln 4 < 𝑇𝑜𝑛𝑠𝑒𝑡  (2) 

Then, 𝑉 can be calculated by keeping constant 𝐻/𝐷. However, this value significantly depends on the nature 

of the seismic zone where the tank is placed (Myers, 1997), ranging from 0.5 to 2.4. Moreover, a unique value 

of 𝛼0 can not be retrieved in the literature (Geyer and Wisuri, 2000) because it could vary depending on the 

application. Thus, the effect of these two degrees of freedom variation has been considered and discussed.  

To retrieve the dependence of 𝛿𝑐𝑟𝑖𝑡 on 𝛾, the dimensionless transient heat balance equation for a conductive 

quiescent fluid, under the assumption of negligible conversion must be considered. Then, performing a 

sensitivity analysis, the 𝛿𝑐𝑟𝑖𝑡 related to a specific 𝛾, will be found as the characteristic value that maximises 

the normalised sensitivity 𝑆(Θ; 𝛿) in the centre of the system (i.e., Ω = 0) at steady-state (i.e., 𝒯 → ∞). The 

sensitivity analysis results can be reported in a 𝛿 − 𝛾  stability diagram, highlighting 𝛿𝑐𝑟𝑖𝑡  functional 

dependence to respect 𝛾 with a safe to runaway transition curve. For each 𝛿 > 𝛿𝑐𝑟𝑖𝑡 the system exhibits an 

unstable behaviour due to the onset of a runaway condition triggered by an uncontrollable self-heating 

phenomenon that makes a steady state unreachable. For 𝛿 < 𝛿𝑐𝑟𝑖𝑡 the system can operate safely, reaching a 

stable, steady state. Moreover, to be able also to ensure that 𝑇𝑐𝑒𝑛𝑡𝑒𝑟 < 𝑇𝑜𝑛𝑠𝑒𝑡, the Θ𝑚𝑎𝑥 value will be reported 

for each 𝛿𝑐𝑟𝑖𝑡  value. Table 1 reports the various equilibrium characteristics, operational regimes and 

temperature check needs for different 𝛿 values. It is better to underline that the obtained parameters map will 

have a general meaning applicable to every kind of reactive system for which a storage vessel is intended to 

be designed.  
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Table 1. Equilibrium characteristics, operational regime and requirement for temperature check as a 

function of different Frank-Kamenetskii number values. 

 Thermal equilibrium Regime Check on Tcenter 

𝛿 < 𝛿𝑐𝑟𝑖𝑡 Stable Safe Not required 

𝛿 = 𝛿𝑐𝑟𝑖𝑡 Metastable Transitional Not required 

𝛿 > 𝛿𝑐𝑟𝑖𝑡  Unstable Runaway Required 

1.2.1. Constitutive model 
In Eq. 3, the transient heat balance equation involved in determining the 𝛿 − 𝛾 stability diagram, written 

considering a quiescent conductive fluid and a negligible conversion of the reactant subjected to a 

decomposition reaction. The mentioned equation presents various dimensionless parameters, including Θ, 𝛾, 

𝒯 , 𝛿  and Ω . Due to the idealised cylindrical symmetry of the system, the spatial dependency of Θ  can be 

considered mono-dimensional, dependent only on Ω  itself. The meanings of all the above-mentioned 

dimensionless parameters are reported in Eqs. from 4 to 7. In addition, 𝒯 depends on 𝑡𝑐𝑜𝑛𝑑, defined as the ratio 

between the square radius of the system 𝑟𝑤
2 and the heat diffusivity 𝛼 = 𝑘𝑇 𝜌�̂�𝑝⁄ , as also reported in Eq. 8. 

Concerning the sensitivity equation involved, it is reported in Eq. 9. The expression of the sensitivity of Θ to 

the respect of 𝛿 is reported in Eq. 10 whereas the expression of 𝑆(Θ; 𝛿) is reported in Eq. 11. 

 
𝜕Θ

𝜕𝒯
=

𝜕2Θ

𝜕Ω2 +
1

Ω
 
𝜕Θ

𝜕Ω
+ 𝛿 exp (

Θ

1+Θ 𝛾⁄
) (3) 

 Θ = 𝛾
𝑇−𝑇𝑤

𝑇𝑤
 (4) 

 𝛾 =
𝐸𝑎

𝑅𝑔𝑇𝑤
 (5) 

 𝛿 =
𝛾 �̃�𝑟 ℛ|𝑇𝑤,𝐶𝐴0

 𝑟𝑤
2

𝑘𝑇 𝑇𝑤
 

(6) 

 𝒯 =
𝑡

𝑡𝑐𝑜𝑛𝑑
 (7) 

 𝑡𝑐𝑜𝑛𝑑 =
𝑟𝑤

2

𝛼
 (8) 

 
𝜕𝑠(Θ;𝛿)

𝜕𝒯
=

1

Ω

𝜕

𝜕Ω
[Ω

𝜕𝑠(Θ;𝛿)

𝜕Ω
] + exp (

Θ

1+Θ 𝛾⁄
) [1 +

𝛿𝑠(Θ;𝛿)

(1+Θ 𝛾⁄ )2] (9) 

 𝑠(Θ; 𝛿) =
𝜕Θ

𝜕𝛿
 (10) 

 𝑆(Θ; 𝛿) =
𝛿

Θ

𝜕Θ

𝜕𝛿
 (11) 

1.3. Sizing of the relief system 
The first step of the relief device sizing procedure concerns the orifice and the determination of the flow rate 

of the discharged stream. For the case of runaway gasses and vapour venting, it is recommended to follow the 

technique developed by the Design Institute for Emergency Relief Systems (DIERS) (Green and Southard, 

2019). The research effort of the DIERS under the auspices of AIChE has led to an increased understanding 

of the venting technology, with significant emphasis on the application to the runaway reaction category 

(Fisher et al., 1992). Applying the DIERS procedure for relief system design in the presence of a runaway 

reaction is also strongly recommended by API 521 (ANSI/API, 2007) and API 2000 (API, 1998). The design 

relationships are reported in Eqs. 12 and 13. It is better to underline that in the present work, the information 

for implementing the method equations was retrieved from a TSU calorimeter instead of an ARSSTTM coupled 

with a VSP2TM. Moreover, to avoid inaccuracies and ensure data accuracy, the correction on the effect of cell 

instrument thermal inertia and heating rate of the oven was included.   

 �̇�𝑡𝑜𝑡 = �̇�𝑣𝑎𝑝 + �̇�𝑔𝑎𝑠 =
𝑉(1−𝛼0)𝜌�̂�𝑝�̇�𝑟𝑒𝑙𝑖𝑒𝑓

�̂�
+

𝑉(1−𝛼0)𝜌𝑉𝑔𝑎𝑠
𝑡𝑒𝑠𝑡�̇�𝑝𝑒𝑎𝑘𝜌𝑔𝑎𝑠

𝑚𝑡𝑜𝑡𝑃𝑟𝑒𝑙𝑖𝑒𝑓
 (12) 

 𝐴𝑡𝑜𝑡
𝐷𝐼𝐸𝑅𝑆 = 𝐴𝑣𝑎𝑝 + 𝐴𝑔𝑎𝑠 =

𝑉(1−𝛼0)𝜌�̂�𝑝�̇�𝑟𝑒𝑙𝑖𝑒𝑓

0.61𝐾𝑑𝜆𝑃𝑟𝑒𝑙𝑖𝑒𝑓
(

𝑅𝑔𝑇𝑟𝑒𝑙𝑖𝑒𝑓

𝑃𝑀𝑣𝑎𝑝
)

0.5

+
𝑉(1−𝛼0)𝜌𝑉𝑔𝑎𝑠

𝑡𝑒𝑠𝑡�̇�𝑝𝑒𝑎𝑘

0.61𝐾𝑑𝑚𝑡𝑜𝑡𝑃𝑟𝑒𝑙𝑖𝑒𝑓
(

𝑃𝑀𝑔𝑎𝑠

𝑅𝑔𝑇𝑟𝑒𝑙𝑖𝑒𝑓
)

0.5

 (13) 

In Eqs. 12 and 13, a two-phase vapour and gas flow have been assumed (i.e., a hybrid venting system). The 

vapour phase is formed due to the tempering of the reaction employing the vaporisation of the liquid phase, 

and the gaseous phase is a consequence of the decomposition of the unstable materials. To test the reliability 

of the proposed sizing procedure, it will be compared to standard safety relief valve (SRV) design methods 
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(Emerson, 2012) (Hellemans, 2009). To apply these more traditional algorithms, �̇�𝑡𝑜𝑡  must be known in 

advance, and a specific correlation for runaway reactions is absent. The strength of the methodology is to 

consider more valve functionalities details with two adding coefficients apart from the 𝐾𝑑: the backpressure 

correction factor for gasses and the 𝐾𝑐 combination factor for installations with a ruptured disc upstream of 

the valve. The design equation is reported in Eq. 14 where a churn turbulent flow has been assumed with an 

associated coefficient 𝐶 = 3.5 10−3 . Eventually, all the quantities reported above must be expressed in SI 

units, and relief conditions are assumed to be equal to the onset one. 

 𝐴𝑡𝑜𝑡
𝑠𝑡𝑑 =

3600 𝑊𝑡𝑜𝑡

2.39 10−5𝑃𝑟𝑒𝑙𝑖𝑒𝑓𝐾𝑑𝐾𝑏𝐾𝑐
√

𝑇𝑟𝑒𝑙𝑖𝑒𝑓𝑍

𝑃𝑀
 (14) 

 

1.4. Case study 
The acquisition of the main physico-chemical data represents the primary input of the procedure reported 

schematically in Figure 1. Regarding the kinetic (𝐸𝑎 , 𝑘𝑘∞, 𝑛, 𝐶𝐴0), thermodynamic (∆�̃�𝑟), onset (𝑇𝑜𝑛𝑠𝑒𝑡 , 

�̇�𝑜𝑛𝑠𝑒𝑡) and peak (�̇�𝑝𝑒𝑎𝑘) data for 50 %w aqueous solution of HA and 50 %w of HA added with 1 %w of HH, 

they were retrieved in the work of Andriani et al. (2024) (Andriani et al., 2024b). The dataset has been corrected 

taking into account the thermal inertia of the instrument cell and the effect of the oven heating rate. Their 

numerical values are reported in Table 2. The remaining physical properties can be calculated via correlations. 

The �̃�𝑝 has been determined following the methodology reported in the literature (Andriani et al., 2024b), 

whereas for 𝑘𝑇, the Predvoditelev correlation (Ozbek and Phillips, 1980) has been adopted (Eq. 15). 

 𝑘𝑇 = 𝑘𝑇,𝑤
�̃�𝑝

�̃�𝑝,𝑤
(

𝜌

𝜌𝑤
)

4 3⁄
(

𝑃𝑀𝑤

𝑃𝑀
)

1 3⁄
 (15) 

Table 2. Variables required for method implementation. 

 𝐸𝑎 𝑘𝑘∞ 𝑛 𝐶𝐴0 ∆�̃�𝑟 𝑇𝑜𝑛𝑠𝑒𝑡 �̇�𝑝𝑒𝑎𝑘 �̇�𝑜𝑛𝑠𝑒𝑡 

 kJ mol-1 s-1 - kmol m-3 kJ mol K Pa s-1 K s-1 

50 %wHA 103 9.33109 1 16.56 -79.8 393.15 6.85104 6.2610-3 

50 %wHA+1 %wHH 117 6.511010 1 17.82 -78.1 392.15 6.85104 6.9010-3 

2. Results and discussions 
This section first illustrates the 𝛿 − 𝛾 stability diagram (Section 3.1.). Then, Section 3.2. presents and critically 

discusses the outcomes of the sizing of the storage vessels. Eventually, in Section 3.3. will be elucidated and 

commented on the results obtained from the implementation of the sizing of the relief systems, reported in 

Section 2.3. 

2.1. 𝜹 − 𝜸 stability diagram 
The 𝛿 − 𝛾 stability diagram has been determined following the procedure reported in Section 2.2. The obtained 

parameters map has a total generic meaning that can be applied to the design of every cylindrical storage vessel 

that handles a liquid prone to a decomposition reaction, which can trigger a self-heating phenomenon, 

potentially leading to runaway conditions. Before seeing in detail how to apply the retrieved information for 

an intrinsic design of storage vessels, in Figure 2 the parameter map mentioned above has been reported.  

As can be noticed from Figure 2, the 𝛿𝑐𝑟𝑖𝑡 value depends on the specific value of 𝛾. An interesting feature of 

the trend is that increasing the value of 𝛾, the 𝛿𝑐𝑟𝑖𝑡 approaches asymptotically the value predicted by Frank-

Kamenetskii under the approximation of 𝛾 → ∞ (i.e., 𝛿𝑐𝑟𝑖𝑡 = 2). This agreement between the results obtained 

by the original version of the FKT and those retrieved in the present work using an expanded FKT coupled 

with the VMWT can be seen as a first validation of the recovered modelling outcomes. From a practical 

perspective, knowing the exact value of 𝛾  in advance can help design a storage vessel more reliably, 

considering a less approximated 𝛿𝑐𝑟𝑖𝑡  value. Indeed, for low 𝛾  values, the actual 𝛿𝑐𝑟𝑖𝑡  value deviates 

significantly from the asymptotic one.  
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Figure 2. 𝛿 − 𝛾 stability diagram. The red curve represents the safe-to-runaway transition boundaries, 

whereas the safe and runaway regions are under and above the red curve, respectively. In addition, the 

dotted style reports the asymptotic value of the Frank-Kamenetskii number, determined with the original 

version of the self-heating theory. 

To understand deeply the behaviour of a system modelled with the proposed expanded version of the FKT, it 

has also reported how the Θ𝑚𝑎𝑥 will vary with 𝛾 for 𝛿 = 𝛿𝑐𝑟𝑖𝑡 and for 𝛿 = 2. The reason behind the analysis 

of the trend of Θ𝑚𝑎𝑥  for a 𝛿 = 𝛿𝑐𝑟𝑖𝑡  obtainable with the present expanded FKT and with its original 

formulation is to emphasise the consequences of a selection of a different 𝛿𝑐𝑟𝑖𝑡 value during the design phase. 

The Θ𝑚𝑎𝑥 can retrieve the 𝑇𝑚𝑎𝑥 value usable for verification of the onset temperature, as reported in Section 

2.2. Ensuring that 𝑇𝑚𝑎𝑥 < 𝑇𝑜𝑛𝑠𝑒𝑡 is possible to state that the system has been designed to avoid, as much as 

possible, the onset of runaway conditions triggered by the thermal decomposition of the stored material. 

Looking at the trend reported in Figure 3, it is possible to notice an excellent agreement between the outcomes 

obtained by the expanded version of the KFT proposed in this work and its original version. Indeed, as 𝛾 

approaches larger values, the Θ𝑚𝑎𝑥 values determined both for 𝛿 = 𝛿𝑐𝑟𝑖𝑡 and 𝛿 = 2 asymptotically tend to the 

one predicted by the original FKT (i.e., Θ𝑚𝑎𝑥 = ln 4). Moreover, designing a storage vessel imposing a 

constant 𝛿𝑐𝑟𝑖𝑡 = 2 independently on the value of 𝛾 will produce a more conservative system the lower is the 𝛾 

value. The difference between the 𝛿𝑐𝑟𝑖𝑡 values obtainable with the expanded and the original FKT will increase 

for lower 𝛾. Thus, the difference between the Θ𝑚𝑎𝑥 values obtainable for 𝛿 = 𝛿𝑐𝑟𝑖𝑡 and 𝛿 = 2 will follow the 

same trend, increasing as 𝛾 decreases. This is a consequence of the fact that, as the distance between 𝛿𝑐𝑟𝑖𝑡 and 

the constant value of 2 imposed by the FKT decreases, the more stable the system becomes and the lower the 

magnitude of the self-heating phenomenon. Consequently, the reachable Θ𝑚𝑎𝑥 will decrease. This means that 

using a refined value of 𝛿𝑐𝑟𝑖𝑡 , it is possible to design a less conservative system compared to the one 

dimensioned imposing the constant value of 𝛿𝑐𝑟𝑖𝑡  predicted with the original FKT. This less conservative 

system can be ideated with a larger value of vessel critical diameter according to Eq. 2, always avoiding the 

onset of runaway conditions. A vessel with a larger critical diameter can handle a larger amount of reactive 

chemicals safely for a constant value of considered aspect ratio. However, for vessels designed with the refined 

𝛿𝑐𝑟𝑖𝑡 value, the need for a check on the 𝑇𝑐𝑒𝑛𝑡𝑒𝑟 will be more stringent because the extent of the self-heating 

phenomenon will increase, as evidenced by the trend reported in Figure 3. Using a refined value of 𝛿𝑐𝑟𝑖𝑡 

implies checking the 𝑇𝑚𝑎𝑥 < 𝑇𝑜𝑛𝑠𝑒𝑡 with the appropriate value of Θ𝑚𝑎𝑥 to avoid incurring a potential runaway 

phenomenon. If the condition of 𝑇𝑚𝑎𝑥 < 𝑇𝑜𝑛𝑠𝑒𝑡 can not be met, the 𝛿 value adopted must be decreased for a 

specific 𝛾 to make the storage safe and reliable. Nevertheless, a practical application of the 𝛿 − 𝛾 stability 

diagram and the Θ𝑚𝑎𝑥 − 𝛿 diagram will be presented in Section 3.2.  
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Figure 3. Trend of the Θmax as a function of 𝛾. Red curve: trend of Θmax determined for 𝛿 related to the 

safe-to-runaway transition boundary. Black curve: trend of Θmax determined for 𝛿 = 2. The dotted style 

reports the asymptotic value of Θmax determined with the original FKT. 

2.2. Sizing of the storage vessel 
According to Section 2.2, three different values of atmospheric temperature have been considered (i.e., 5°C, 

20°C and 35°C). For clarity, the atmospheric, external, and internal vessel wall temperatures can be considered 

the same input values because of the assumptions that 𝐵𝑖 → ∞  and negligible thermal resistance of the 

equipment wall. Thus, any change in the atmospheric temperature will result in the same variations in the 

external and internal temperature walls. Using the information outlined in Section 2.1., the related 𝑟𝑤,𝑐𝑟𝑖𝑡 for 

intrinsic safe storage in cylindrical vessel have been calculated and are reported in Table 3. For comparison, 

the 𝛿𝑐𝑟𝑖𝑡 and Θ𝑚𝑎𝑥 values have been retrieved from the original and expanded FKT.  

Table 3. Output of the storage vessel design method using both the original and the expanded FKT, for the 

case of an aqueous solutions on 50 %w of HA and for the case of 50 %w aqueous solution of HA added with 1 

%w of HH, respectively. 

50 %wHA 

Input Original FKT Expanded FKT 

𝑇𝑤 𝑟𝑤,𝑐𝑟𝑖𝑡 𝑇𝑐𝑒𝑛𝑡𝑒𝑟 𝛾 𝛿𝑐𝑟𝑖𝑡 𝛩𝑚𝑎𝑥|𝛿𝑐𝑟𝑖𝑡
 𝛩𝑚𝑎𝑥|𝛿=2 𝑟𝑤,𝑐𝑟𝑖𝑡 𝑇𝑐𝑒𝑛𝑡𝑒𝑟|𝛿𝑐𝑟𝑖𝑡

 𝑇𝑐𝑒𝑛𝑡𝑒𝑟|𝛿=2 

[K] [m] [K] [-] [-] [-] [-] [m] [K] [K] 
278.15 2.93 286.8 44.50 2.045 1.454 1.147 3.20 287.2 285.3 

293.15 1.03 302.8 42.23 2.054 1.462 1.140 1.08 303.3 301.1 

308.15 0.40 318.8 40.17 2.057 1.462 1.135 0.41 319.4 316.9 

50 %wHA+1 %wHH 

Input Original FKT Expanded FKT 

𝑇𝑤 𝑟𝑤,𝑐𝑟𝑖𝑡 𝑇𝑐𝑒𝑛𝑡𝑒𝑟 𝛾 𝛿𝑐𝑟𝑖𝑡 𝛩𝑚𝑎𝑥|𝛿𝑐𝑟𝑖𝑡
 𝛩𝑚𝑎𝑥|𝛿=2 𝑟𝑤,𝑐𝑟𝑖𝑡 𝑇𝑐𝑒𝑛𝑡𝑒𝑟|𝛿𝑐𝑟𝑖𝑡

 𝑇𝑐𝑒𝑛𝑡𝑒𝑟|𝛿=2 

[K] [m] [K] [-] [-] [-] [-] [m] [K] [K] 
278.15 22.65 285.8 50.72 2.044 1.446 1.157 24.65 286.1 284.5 

293.15 6.79 301.6 48.12 2.047 1.449 1.152 7.10 302.0 300.2 

308.15 2.29 317.5 45.78 2.049 1.452 1.147 2.32 317.9 315.9 

As can be noticed from Table 3, the external temperature strongly affects the critical radius of the system 

because the characteristic size of the vessel decreases significantly as the value of the input parameter 

increases. This observation is valid for the outcomes derived from the FKT in its original and expanded version. 

Thus, to protect a hypothetical plant most reliably, retrieving temperature temporal distribution data and taking 

the maximum recorded value as a representative design value is crucial. Hence, further considerations relating 

to the relief system sizing (Section 3.3.) will be addressed only concerning a storage vessel designed for the 

higher temperature (i.e., 35°C). Also, considering an average temperature between a reference value for a 

hypothetical winter and summer season (i.e., 5°C and 35°C) could lead to misleading conclusions. Eventually, 

all the systems reach a bulk temperature far below the onset, regardless of the modelling theory used for the 

calculations. This remark can confirm the robustness of the adopted procedure because, according to both 

versions of the FKT, the temperature in the centre of the tank at steady state is the maximum temperature the 
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system can reach. Thus, having a maximum system temperature far below the onset is a way to guarantee that 

any runaway conditions induced by self-heating phenomena linked to a thermal decomposition reaction of the 

stored material have been avoided. In addition, considering the intrinsic conservatism of the FKT, neglecting 

any heat dissipation due to natural convection or any primary reactant consumption, the bulk steady-state 

temperature will also be lower than the determined one, enhancing safety. 

Comparing the results obtained with the original and expanded FKT, the first remarkable result regards the 

𝛿𝑐𝑟𝑖𝑡  values. In the considered 𝛾  interval, ranging approximatively from 40 to 51, the 𝛿𝑐𝑟𝑖𝑡  differs by 

approximately 2.5 % compared to the characteristic value of 2.00 predicted by the original FKT for cylindrical 

geometry. The design outcomes would have been significantly different for 𝛾 < 10, where the difference 

between the predicted 𝛿𝑐𝑟𝑖𝑡 will be approximately equal to or greater than 15 %. However, for the considered 

𝛾 interval, the storage vessels can be designed with both theories without deteriorating the quality of the results. 

Moreover, sizing the storage equipment imposing 𝛿𝑐𝑟𝑖𝑡 = 2 independently from the 𝛾 value will conduce to a 

system having an even lower 𝑇𝑐𝑒𝑛𝑡𝑒𝑟 value than the one predicted with the original FKT, enhancing the safety 

and reliability of the equipment by increasing the distance from the maximum reachable temperature and the 

onset ones. If, instead, the storage vessel had been designed considering the more refined value of 𝛿𝑐𝑟𝑖𝑡 

predicted with the expanded FKT, the maximum allowable system size would be slightly higher than the one 

predicted with the original FKT, with a difference in the 𝑇𝑐𝑒𝑛𝑡𝑒𝑟 practically negligible.  

An interesting conclusion that can be derived from the analysis of the results regards the different stability of 

the two mixtures considered. Indeed, the solution containing 50 %w HA and 1 %w HH is considerably more 

stable than the 50 %w HA one. This statement can be legitimate by looking at the 𝑟𝑤,𝑐𝑟𝑖𝑡 obtained with both 

the formulations for the exact value of 𝑇𝑤  and characteristic considered geometry. The critical vessel 

characteristic size is almost seven times higher for the solution containing the HA-derived salt than the one 

holding only the HA. This discrepancy can be further supported by considering the physicochemical properties 

of both materials. Adding only 1 %w of HH has the effect of increasing the 𝐸𝑎 and decreasing the ∆�̃�𝑟. The 

former feature tends to reduce the likelihood of the decomposition reaction because of the highest energy 

barrier that has to be overcome before inducing thermal degradation. The latter characteristic mitigates the 

severity of the thermal decomposition phenomenon, reducing the self-heating of the system. Thus, with an 

aqueous solution of 50 %w HA added with 1 %w HH, it is possible to design storage vessels with higher 

capacity without triggering any self-heating phenomenon potentially responsible for a runaway reaction.  

 

2.3. Sizing of the relief system 
Regarding the relief device sizing, a value of 𝐾𝑑 = 0.975, typical for gas and vapours venting (Crowl and 

Tipler, 2013) has been adopted, also assuming a negligible effect of the back pressure (i.e., 𝐾𝑏 = 1) and the 

absence of any rupture disk placed before the relief valve (i.e., 𝐾𝑐 = 1).  The corrective factor for backpressure 

𝐾𝑏 has been assumed according to a conventional relief valve design (Crowl and Tipler, 2013). For other 

pressure relief systems to be considered, the backpressure and the corresponding 𝐾𝑏 value must be quantified 

(Liptak, 2003). In addition, any rupture disk has been considered to be placed upstream of the relief valve 

because it has been assumed that the stored fluids are not fouling, and there is no need to put a seal between 

the equipment and the relief valve (Hellemans, 2009). Moreover, during the experimental campaign, a 

𝑉𝑔𝑎𝑠,𝑡𝑒𝑠𝑡 = 8.9 ∙ 10−6𝑚3  has been adopted together with an 𝑚𝑡𝑜𝑡 = 1.2 10−3𝑘𝑔 . Eventually, the relief 

pressure has been taken 𝑃𝑟𝑒𝑙𝑖𝑒𝑓 = 1.25 𝑃𝑜𝑝 (Ennis, 2006) assuming an atmospheric storage tank having 𝑃𝑜𝑝 =

𝑃𝑎𝑡𝑚 , �̇�𝑟𝑒𝑙𝑖𝑒𝑓 = �̇�𝑜𝑛𝑠𝑒𝑡  to be conservative regarding the temperature increase rate at relief conditions and 

𝑇𝑟𝑒𝑙𝑖𝑒𝑓 = 𝑇𝑐𝑒𝑛𝑡𝑒𝑟  considering that when the system deviates from standard operating conditions, the 

temperature in the centre will be the most representative in case of the onset of runaway conditions. Figure 5 

shows the outcome of the relief system sizing DIERS and standard procedures for a storage vessel designed 

involving the original FKT and 𝑇𝑤 = 308.15 𝐾. Whereas, in Figure 4, the expanded version of the FKT has 

been implemented, considering 𝑇𝑟𝑒𝑙𝑖𝑒𝑓 = 𝑇𝑐𝑒𝑛𝑡𝑒𝑟|𝛿𝑐𝑟𝑖𝑡
 and 𝑇𝑤 = 308.15 𝐾 . The results are presented 

reporting the diameter ratio 𝑑 = 𝐷𝑣𝑎𝑙𝑣𝑒 𝐷⁄  as a function of the aspect ratio 𝐻 𝐷⁄  for various void fraction 

values, ranging from 0.1 to 0.4. Eventually, the behaviour of the considered HA aqueous solutions (i.e., HA 

50 %w and HA 50 %w + HH 1 %w) was evaluated. 
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Figure 4. Relief devices sizing outcomes using the expanded FKT for various values of the filling ratio. 

 

Figure 5. Relief devices sizing outcomes using the original FKT for various values of the filling ratio. 

Figure 4 and Figure 5 show an agreement between the two adopted methodologies (i.e., DIERS and standard) 

for both the considered HA aqueous solutions and FKT’s versions, even if the standard method is slightly more 

conservative than the DIERS one in all the cases. Furthermore, if the effect of backpressure and the presence 

of relief devices in series want to be considered, these results in 𝐾𝑏 and 𝐾𝑐 coefficients are lower than 1. Thus, 

the deviation between the two sizing strategies will further increase. For these reasons, the standard algorithm 

must be preferred regarding the relief device sizing, coupled with DIERS for determining �̇�𝑡𝑜𝑡. Moving to the 

analysis of the dependence of 𝑑 to the respect of 𝐻 𝐷⁄ , the connection between the vessel geometry and the 

relief device size is evident. For a fixed value of 𝐷, higher 𝐻 𝐷⁄  mean higher 𝑉, hence a higher amount of 

stored mass. The greater the quantity of the mixture contained in the vessel, the larger the quantity of material 

that can undergo thermal degradation. Therefore, a larger relief device is needed to vent all the gases and 

vapours generated during a runaway reaction. Higher 𝐻 𝐷⁄  ratios could be advantageous in vertical storage 

tanks in better use of the storage vessel footprint. By preserving 𝐷 constant and increasing 𝐻, it is possible to 

increase 𝑉 available for storage, holding the base area constant, which can primarily impact the plant layout. 

Also, from the filling ratio point of view, the higher liquid level handled by the equipment must be considered 

during the relief device sizing to avoid underestimating the required orifice. It is worth noting that the literature 

does not provide a reference value to assess the maximum safe tank filling ratio. Considering the central norms 

that discuss the maximum storage tank liquid level, the API 2350 (ANSI/API, 2020) defines the various liquid 

heights that must be considered for safe liquid storage (i.e., critical high level, automatic overfill prevention 

system level, high-high level, high-level, maximum working level and minimum working level) and the way 

to determine their values for each specific case, together with some practical calculation examples. Meanwhile, 

in the AS 1940:2017 (AS, 2017), the various liquid heights are defined similarly to the API 2350. Moreover, 

the maximum working level must not exceed 95 % of the chosen critical high level. Thus, the critical high 

level, defined as the highest liquid level in the tank without detrimental impacts, must be critically selected by 

the designer, and a general rule of thumb for its quantification can not be retrieved. As can be noted from both 

Errore. L'origine riferimento non è stata trovata. and Errore. L'origine riferimento non è stata trovata., 

the lower 𝛼0 (i.e., the higher the liquid level), the higher is 𝑑 for a fixed value of 𝐻/𝐷. Consequently, both the 

aspect and the filling ratio must be reasonably assessed during the design phase to meet productive and 

operative constraints reliably. A filling ratio corresponding to the critical high liquid level must be chosen to 

avoid undersizing the relief systems. Eventually, both Errore. L'origine riferimento non è stata trovata. 

and Errore. L'origine riferimento non è stata trovata. exhibit the same trend of 𝑑 versus 𝐻 𝐷⁄  for the same 

HA aqueous solution (i.e., 50 %w HA or 50 %w HA added with 1 %w HH) independently from the considered 

version FKT. This is a consequence that both versions predict almost the same value of 𝑟𝑤,𝑐𝑟𝑖𝑡 and 𝑇𝑐𝑒𝑛𝑡𝑒𝑟 for 

the considered 𝛾 value.  
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Another interesting conclusion that can be drawn from both Errore. L'origine riferimento non è stata 

trovata. and Errore. L'origine riferimento non è stata trovata. is the effect of a more significant storage 

vessel on the relief system. Considering Eqs. from 12 to 14, the linear relationship between 𝑉 and the �̇�𝑡𝑜𝑡 

and the orifice area is evident. This means that, even if the mixture containing 1 %w HH is intrinsically more 

stable and permitted to be handled safely in more prominent equipment, there is a significant drawback related 

to higher storage volumes. Indeed, the greater the 𝑉, the greater the amount of the material stored, and the 

more considerable the amount of mixture that can undergo a decomposition reaction. Thus, this means that the 

corresponding flow rate of decomposition products to the vent will increase accordingly, resulting in a more 

prominent overpressure relief system. Indeed, this conclusion can be legitimate considering that the greater the 

material amount, the greater the vapours and gasses produced with a decomposition reaction. However, looking 

more critically at the obtained values of 𝑑, especially for the 50 %w HA added with 1 %w HH aqueous 

solution, or for higher 𝐻/𝐷 values for the 50 %w HA ones, something peculiar can be noticed that is always 

related to larger 𝑉 . Indeed, the relief systems have an oversized orifice area that couldn’t be practically 

realisable for mechanical reasons of equipment integrity. This eventuality is also considered by (Lees, 2012), 

who clearly states that sometimes the vent area is so large that it can not fit on some vessels, mainly when 

chemical reactions occur inside the system. When this eventuality arises, pressure relief systems are not a 

practical option. This further strengthens the need for an intrinsically safe design of processes and equipment 

to enhance the reliability of an industrial plant and the higher hazards related to a large storage vessel, often 

desired to improve the efficiency in the use of the available space in the plant. 

4. Conclusions 
Storage vessels are one of the industrial equipment in which a more significant amount of materials is usually 

present. Thus, the safety of the stored materials must be considered during the design of this kind of system, 

especially when thermally unstable molecules are taken into consideration. Under these perspectives, a 

methodology that can assess an intrinsically safe system size able to prevent runaway conditions triggered by 

exothermic decomposition mechanisms has been presented in this work. A stability diagram was produced and 

involved selecting the main design variable to consider both to saturate the system degrees of freedom and to 

test the consistency of the numerical outcomes. Then, to enhance the safety of a plant, active protection 

measures like relief systems can be considered to vent gaseous and vapour decomposition products.  

The proposed methodology has been tested by applying it to two inherent unstable mixtures (i.e., aqueous 

solutions of 50 %w HA and 50 %w HA added with 1 %w HH). From a preliminary screening, the solution 

containing 50 %w HA and 1 %w HH has shown a lower tendency to thermal degradation to the respect of the 

solution containing only 50 %w HA. Because of the higher stability of the 50 %w HA + 1 %w HH aqueous 

mixture, results have shown the possibility of designing a storage vessel with a higher characteristic dimension 

(i.e., the vessel radius) if compared to the 50 %w HA one, always avoiding runaway phenomena induced by 

self-heating features. Thus, adding only 1 %w of HH to a 50 %w HA aqueous solution can not only enhance 

the reliability of a chemical plant, reducing the probability and severity of potential decomposition reactions, 

but also allow the involvement of larger storage vessels without any detrimental effects on the process safety. 

The presented procedure offers the possibility of involving a 𝛿 − 𝛾 stability diagram coupled with Θ𝑚𝑎𝑥 − 𝛾 

map as a versatile tool for designing any cylindrical storage vessel handling hazardous materials prone to 

thermal degradation. Eventually, the design of relief systems must be approached critically and carefully when 

runaway conditions are triggered in industrial systems. By doing so, it is possible to understand the centrality 

of an intrinsically safe design of storage equipment and to realise that sometimes active protection measures 

could not be an option when large quantities of chemicals and devastating side phenomena are involved. 
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Abstract 
A detailed investigation was performed for a fatal explosion involving a solid organic peroxide in a 
warehouse. The organic peroxide is a white powder containing approximately 40% of 1,1-Di(tert-
butylperoxy) cyclohexane (DTBCH), 40% of silicon dioxide, and balanced isoparaffin. It is classified 
as type D solid peroxide according to UN Recommendations on the Transport of Dangerous Goods. 
Maximum storage temperature is 30°C according to the manufacturer. The warehouse was however 
not temperature controlled. Extensive thermal and explosive testing were performed, including DSC, 
ARC, GC-MS, FTIR-ATR, dust MIE, and bomb calorimeter. DSC and ARC tests showed only 
medium thermal hazards with average decomposition energy of 985 J/g. Dust MIE confirmed that 
the peroxide powder has high sensitivity to ignition. It is concluded that the thermal runaway of the 
peroxide under poor storage condition leading to decomposition and generation of long-chain alkanes 
gases with AIT as low as 205°C. The gas generation also dispersed the peroxide powder into air. 
Ignition was most likely initiated by autoignition of the long-chain alkanes. The visible flame 
subsequently ignited the erupted and dispersed peroxide leading to a severe dust explosion. Special 
cares should be taken regarding the safe storage of solid form organic peroxides to prevent the direct 
dust explosion from thermal runaway. 

Keywords: organic peroxide, thermal runaway, decomposition, dust explosion. 

 Introduction 
Organic peroxides are well known for their potential explosive hazards. Classification, transportation 
and storage of organic peroxides are regulated by United Nations Recommendations on the Transport 
of Dangerous Goods (UN DG, 2006). The hazards of organic peroxides are classified into Type A to 
G, with descending hazards. Factory Mutual Global (2020) further classified the hazards of organic 
peroxides into types: explosion hazard (EH), deflagration hazard (DH), severe fire hazard (SFH), fire 
hazard (FH), and low hazard (LH). Numerous incidents were reported and most incidents involving 
Type C and above organic peroxides with high assay and active oxygen contents. There were few 
destructive incidents involving Type D and lower hazards peroxides during storage. This is consistent 
with the fact that lower hazards organic peroxides generally have lower thermal hazards. 
Decomposition with fuming and fire, instead of explosion, were the common hazards for Type D and 
lower hazards peroxides. 
On September 22, 2023, a deadly explosion occurred in a production plant that manufacturing golf 
balls in southern Taiwan. The incident was first reported as unknown smoke coming out from the 
warehouse storing raw materials and organic peroxides used for cross-linking in resin polymerization 
for the core of golf balls. The smoke was identified to come out from one of three pallets of a solid 
organic peroxide each stacked with 50 paper boxes and 20 kg in each box. The smoke than triggered 
fire sensor and evacuation was ordered. Fire department was notified and arrived the site shortly. 
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Before the fire department entering the warehouse, explosion occurred which resulted in 10 fatalities 
including 4 firemen, more than 100 injuries, and very extensive damage to the production building. 
The organic peroxide is a white powder containing approximately 40% of 1,1-Di(tert-butylperoxy) 
cyclohexane (DTBCH), 40% of silicon dioxide, and balanced isoparaffin. It is classified as type D 
solid peroxide according to UN Recommendations on the Transport of Dangerous Goods (UN DG, 
2019). Maximum storage temperature and self-accelerating decomposition temperature (SADT) are 
30°C and 60°C, respectively, according to the manufacturer. The warehouse was however not 
temperature controlled. Clearly, a thermal runaway occurred in the boxed peroxide. Detailed 
investigation of the explosion site and a series of testing and analyses were performed based on similar 
batches of sample from the peroxide manufacturer to find out the cause of the explosion. 

1. The site investigation before and after explosion 
  1.1. The warehouse 
The incident site has been manufacturing golf ball for more than a decade. Different organic peroxides 
were used as cross-linking agent for polymerization of the core of golf balls. The organic peroxides 
are treated as raw materials, rather than hazardous materials, and stored with other raw materials. 
There were four different organic peroxides which are summarized in Table 1. Only one of them, 1,1-
Di(tert-butylperoxy) cyclohexane or commercial name of C40-P, was Type D and the remaining three 
peroxides were Type F. According to the Safety Control Regulation of Hazardous Substance 
(Ministry of Interior, 2021), only Type D organic peroxide is regulated and the controlled quantity is 
100 kg. The warehouse had a storage amount of 30 times of controlled quantities in which the 
regulation requires the warehouse shall be an independent dedicated building, plus the width of 
reserved space shall be at least 3 m and above. The site has never declared the regulated peroxide. 
Furthermore, the warehouse was located inside the manufacturing building for easy assessing. There 
was no air conditioning and no fire sprinkler in the storage room. There was also no separate 
compartment wall inside the room.  All stock piled next to each other. All the other materials stored 
in the storage room were non-hazardous materials as shown in Figure 1.  
 

Table 1. List of organic peroxides in the warehouse  

Commercial 
name Peroxide Name CAS 

No. 
Conc. 
(%) Classification State Max. storage 

temp. (°C) 
SADT 
(°C) 

Amount 
(kg) 

C40-P 
1,1-Di(tert-
butylperoxy) 
cyclohexane 

3006-86-8 40% D Solid 30 60 3,000 

TR29B-40 

1,1-Bis(t-butyl 
peroxy)-3,3,5-
trimethyl 
cyclohexane 

6731-36-8 40% F Solid 30 60 3,200 

29-50D 

1,1-Bis(t-butyl 
peroxy)-3,3,5-
trimethyl 
cyclohexane 

6731-36-8 50% F Solid 30 55 6,300 

BC-FF Dicumyl 
Peroxide 80-43-3 99% F Solid 30 75 625 
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Fig. 1. Layout of the warehouse before the explosion 

1.2. The initial events 
The incident was first reported as unknown smoke in the warehouse area near 17:00 September 22 
2023. Later operators noticed that the smoke was coming out from the warehouse in one of the C40-
P pellets as shown in Figure 2. Left photo in Figure 2 was taken on September 8 2023 showed the 
two pellets of C40-P that were shipped to the site on August 14 2023. The red circle was the location 
when the 3rd pellet of C40-P moved in on that day. Right photo showed the fuming and partially 
melted PE films of the front C40-P pellet on 17:06. Figure 3 contains video clips from surveillance 
video camera where the peroxides were stored on the far-left side of camera. On 17:12:30, smoke 
spread to reach the camera view. Between 17:13 and 17:15, staffs tried to determine the cause and 
control the smoke but failed. By 17:30, the video clips shown heavy smoke with almost zero visibility. 
The smoke triggered the fire alarm around 17:20. On 17:31, County Fire Department was notified. 
On 17:41, first team of Fire Department arrived. On 17:57, firefighters reported that a chemical leaks 
and ready to enter site for inspection. On 18:01, a strong explosion occurred.  

  
Fig. 2. The organic peroxides storage. Left photo showed the two pellets of C40-P on two weeks before the 
explosion. Right photo showed the fuming and partially melted PE films of the same pellet on 17:06 of the 

day of explosion. (Photos curtesy of Pingtung County Fire Department) 
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Fig. 3. Video clips near the outside of the warehouse. The peroxides storage was at the far-left side of the 

video camera. (Video curtesy of Pingtung County Fire Department) 

1.3. The explosion 
Figure 4 shows the clips from the side-mount video camera on the fire truck of Fire Department. Each 
frame is differed by around 0.33 s. Firefighters were about to enter the building but smoke erupted 
and engulfed them. Figure 5 shows the clips from the video camera on the fire truck of Fire 
Department. Each frame is differed by around 0.27 s. The video showed a strong, visible flame, 
followed by partial clasping of the building.  The first explosion was the strongest, followed by fire 
spread throughout the plant with numerous smaller-scale explosions. 
 

 
Fig. 4. The clips from the side-mount video camera on the fire truck of Fire Department. Each frame is 

differed by around 0.33 s. (Video curtesy of Pingtung County Fire Department) 
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Fig. 5. The clips from the top-mounted video camera on the fire truck of Fire Department. Each frame is 

differed by around 0.27 s. (Video curtesy of Pingtung County Fire Department) 

1.4. The damage 
Fig. 6. shows the aerial view of the explosion with fire remaining on rear part of the plant. The arrow 
indicates the location of the peroxides storage while the circle marks the same fire truck that fitted 
with video cameras as in Figures 4 and 5. One notable damage is that the roof near the warehouse 
entrance and the fire truck was blown apart. Also blown apart were the four brick walls on the far end 
of the peroxide storage as shown in Figure 7. The longest distance between the peroxide storage and 
the blown-out brick wall is approximately 60 m.  Figure 8 shows the damage of warehouse interior 
and partially ruptured reinforced concrete floor on the second floor. Higher floors and roof on top of 
the peroxide storage remained intact. One possible reason that the damage to higher floor and roof 
near the entrance is that there were one elevator and one stairway located next to the entrance as 
shown in the layout of Fig. 1 which could provide vertical channels for the explosion shock wave to 
penetrate the floors and thus damaged the roof. 
The explosion damage is considered excessive with multiple wall and floor damaged. The brick wall 
at 60 m from the peroxide storage was complete fragmented but the wall at further downstream is 
intact. According to Clancy (1972), the overpressure for 50% of destruction of brickwork of houses 
is estimated to be 17.2 kPa. Thus, it is reasonable to estimate the overpressure at 60 m from the storage 
is at least 17.2 kPa. Assuming an explosion efficiency of 0.1 based on the TNT equivalency model, 
the TNT equivalent mass of the explosion is estimated to be 154 kg. Certainly, this TNT equivalency 
is an approximation but the fuel that contribute to the explosion should had higher or at least 
equivalent explosion energy. 

 
Fig. 6. Aerial view of the explosion with fire remaining on most part of the plant. Yellow arrow indicates the 
location of the peroxide’s storage, pink arrow is the entrance of warehouse and circle indicates the fire truck 

that took video in Figure 3 
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Fig. 7. Damage of the plant exterior. The 4 red arrows indicate the brick walls that were blown away. The 

red circle is a fragment of brick wall. Pink arrow indicates the entrance of warehouse 

 
Fig. 8. Damage of warehouse interior (left) and ruptured floor on second floor (right) 

2. Thermal and flammability analyses 
As a potential thermal runaway in one of the C40-P peroxide pellet, extensive testing were done to 
confirm the thermal and flammability properties.  
2.1. The C40-P sample 
The C40-P peroxide was a blend of a silicon dioxide powder and a liquid form peroxide containing 
79% of 1,1-Di(tert-butylperoxy) cyclohexane (DTBCH) balanced with isoparaffin. Final assay is 40% 
DTBCH and the appearance is fine white powder. The 79% DTBCH was from a Japanese source and 
shipped into the manufacturer on April 7 2023. The manufacturer shipped it to processing plant on 
April 15. When blending processing was completed on May 18, the powder peroxide was packed in 
a PE bag, boxed for every 20 kg, and packed and wrapped by PE film and placed on a pellet for every 
50 boxes. Two pellets of the incident batches were shipped to the incident warehouse on August 14. 
Another pellet with newer processing batch was shipped into the warehouse on September 9. It should 
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be note that there was no temperature control after the processing. Three samples were acquired from 
the manufacturer for three batches processed in January, May, and July 2023. Thus, the samples taken 
represent not only the same batch but also older and newer batches of peroxide.  
2.2. Differential scanning calorimetry 
Preliminary thermal analysis of the C40-P sample was done by Differential Scanning Calorimetry 
(DSC). The DSC used was Mettler HP-2 DSC with 30 μL HP reusable gold-plated crucible which 
has pressure resistance up to 15 MPa. The crucible was cleaned after each use. Single used 25 μL HP 
crucibles were also used and results are similar to the reusable ones. Sample mass was limited to 2~3 
mg and dynamic heating rate was fixed at 4°C/min. Temperature scanning range was 30~250°C. 
Calibration was done with Indium metal for the melting point and heat of fusion to less than 1% 
deviation from literature data. Figure 9 shows a typical result of DSC curve for July batch sample. 
The onset of exothermic decomposition (Tonset) is 120.13°C while the heat of decomposition (∆Hd) is 
1180.62 J/g. Three more repeats gave some scattered data ranging from 794 to 1180 J/g with average 
value of 1062.3±181.6 J/g. The data scattering raised the issue of homogeneity of the sample. 
Standard ASTM sieves with different mesh sizes of 35, 40, 50, 80, and 200 were used to screening 
the powder. The results are shown in Figure 10 and Table 2. Clearly, the peroxide is mainly fine 
powder with diameter less than 0.177 mm. In Table 2, DSC results for different batches show that 
scattering of the heat of decomposition data occurred for all particle size range. Nevertheless, the 
scattered data showed a maximum of 1287.1 J/g which is only 30% higher than the overall average 
of 985 J/g.  
The C40-P manufacturer did not provide relevant data. However, one manufacturer, NOF Co. (2024), 
gives ∆Hd of 754 J/g and Tonset of 132°C for their Perhexa C-40 product which contains 40% of 
DTBCH in powder form. Thus, it has a lower ∆Hd and a higher Tonset in comparison with that of C40-
P. NOF Co. (2024) also gives ∆Hd of 1370 J/g and Tonset of 134°C for their Perhexa C-70 product 
which contains 70% of DTBCH in liquid form. There are also several studies on liquid form DTBCH. 
For example, Lin et al. (2012) studied the 70% DTBCH by DSC giving ∆Hd of 1354 J/g and Tonset of 
121.66°C. This is about 30% higher than the average value of C40-P.  Thus, the current DSC studies 
do not find abnormally high heat of decomposition or low decomposition temperature for the C40-P 
samples. DSC data are however scattered but the peak heat of decomposition remains smaller than 
those of 70% sample given in the literature or manufacturer data.  

 
Fig. 9. A typical result of DSC curve of C40-P July batch sample  
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Fig. 10. Microscopic photos of screened sample for the July batch. Number refers to the sample group  

 
Table 2. Screened sample weight and respective DSC results for different batches 

 
2.3.Accelerating rate calorimetry 
The thermal runaway behaviour of C40-P sample was studied by the accelerating rate calorimeter 
(ARC) using Phi-Tec from HEL. Chen et al. (2023) have performed ARC tests for 80% DTBCH and 
the current studies aimed to follow their test condition so that the results can be compared and 
assessed for relative hazards. A spherical stainless-steel test can, ARC-FS-2-TW25 from Fauske, with 
a volume of 9 ml was used. Amount of sample is 0.7 g. The results are shown in Figure 11.  
In comparison with the results of ARC tests done by Chen et al. (2023), it is clear that thermal 
runaway of C40-P sample is less energetic as those of 80% DTBCH which is as expected. Notably 
peak pressure of 3.78 bar is far less than the 13.75 bar of 80% DTBCH while peak temperature of 
177.1°C is comparable to the 176.7°C of 80% DTBCH. The peak pressure represents the gas 
generation from decomposition of the O-O bonds and thus should be proportional to the concentration 
of peroxide. On the hand, C40-P is a powder form in silicon dioxide substrate which suffers the 
drawback of low thermal conductivity and low heat capacity, and thus higher temperature rise. 
Nevertheless, the ARC and DSC results seem unable to support an explosion from direct runaway 
reaction for a scale of damage described in Section 1. Additional tests were carried out for alternative 
causes such as metal contamination and dust explosion. 
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Fig. 11. Results of ARC tests  

2.4. EDX, ATR- FTIR and GC-MS Analysis 
To confirm that the C40-P sample do contain the correct assay as claimed by the manufacturer and 
without contamination, SEM-EDX was used for elemental analysis. The results found only oxygen 
and silicon with the atomic ratios roughly match silicon dioxide. There is no metal contaminant found. 
The samples were then analysed with ATR- FTIR. Spectra for the samples from the three batches are 
identical. Figure 12 shows the spectra for May batch sample. Also included are the spectra for the 
residue from the bomb calorimetry test in which the sample was burnt with pure oxygen to measure 
the heat of combustion. Clearly, the spectra for the sample after bomb test matches the major peak of 
C40-P which, as expected, can be attributed to silicon dioxide. Additional functional group identified 
is dodecane for the bands near 2800-3000 cm-1. This is consistent with the fact that C40-P contains 
isoparaffin which are typically branched paraffin with 12-14 carbon chain. For confirmation, the 
vapor space of the sample was analysed by Inficon HAPSITE portable GC-MS. The result is shown 
in Figure 13 which contains a broad group of dodecane and higher alkanes. Also noted is the presence 
of acetone and cyclohexane which are known decomposition of DTBCH according to Chen et al. 
(2023). In summary, all assay analysis confirmed the C40-P roughly matched the claimed content of 
silicon dioxide and isoparaffin. There is not metal or other contamination found. 

 
Fig. 12. IR Spectra of C40-P  
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Fig. 13. Headspace analysis of C40-P sample with GC-MS.  

2.5. Dust MIE 
According to UN DG, the hazard classification is different for solid and liquid DTBCH. For example, 
solid form of DTBCH with concentration less than 42% and inert solid greater than 45% is classified 
as Type D while liquid form of the same concentration DTBCH is classified as Type F (UN DG, 
2006). The difference mainly lies in the fact solid form peroxide has poor thermal conductivity and 
forms hot spot while liquid form peroxide simply flowed and spread out when the container was 
failed during thermal runaway.  
An additional risk associate with solid organic peroxides is their potential dust explosion risk. For 
example, Lu et al. (2009) measured the dust minimum ignition energy (MIE) for 98% crystalline 
benzoyl peroxide (BPO) to be less than 1 mJ. Lu et al. (2010) measured 98% crystalline dicumyl 
peroxide (DCP) dust MIE to be less than 3 mJ. All these results suggest that powder form organic 
peroxides may possess high risks of dust explosion, even through that BPO and DCP are both 
classified as Type F organic peroxide. Thus, dust MIE measurement was done for the C40-P sample.  
An MIE Apparatus from Chilworth Technology UK was used which met IEC1241-2-3 and BS5958 
standard. Sample from the July batch with an initial sample mass of 0.5 g was used. First test with 
100 mJ ignition energy gave a loud pop sound and a very strong flame propagating upwards and 
downwards in the Hartmann tube as shown in Figure 14. Subsequent ignitions with lower energies of 
25 and 10 mJ produced similar, strong flames. The MIE was concluded to be less than 10 mJ, the 
lowest possible value that the apparatus can performed. Thus, the C40-P dust has a high sensitivty to 
ignition and dust explosion is a possible scenario for the incident. 
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Fig. 14. Flame from the MIE tests. From left to right: 10 mJ, 25 mJ and 100 mJ ignition energies. 

2.6. Bomb calorimetry 
Althogh the DSC and ARC studies showed relatively low energy release towards thermal runaway, 
the energy is only from thermal decomposition of O-O bonds. To assess the potential of dust 
explosion, the energy from combustion of the dust was measured with a Parr 6200 Oxygen Bomb 
Calorimeter. The Bomb Calorimeter uses pure oxygen to ensure a complete combustion of the sample 
and is a standard method for characterizing the calorific values of foods and fuels. Calibratrion was 
done with benzoic acid and the measured heat of combustion was within 3.6% from the literature 
data.  
Samples from three batches were measured and the combustion energies are roughly the same with 
an average value of 14,158 ± 417 J/g. This is about 14 times higher than the decomposition energy 
measured from DSC. Assuming an explosion efficiency of 0.1, one pellet of 1000 kg of C40-P 
undergoes dust explosion will have a TNT equivlancy of 302 kg which is above the estimated TNT 
equivalency of 154 kg from the actual damage. Thus, the current incident is more likely a dust 
explosion rather than just a thermal exploion. 
2.7. Discussion 
Although Lu et al. (2009, 2010) highlighted the risk of dust explosion, both studies did not mention 
the potential of a thermal runaway leading to a dust explosion. The ARC results in Section 2.3 
highlightes only limited temperature rise. The maximum temperature for adiabatic runaway of 80% 
DTBCH is estimated to be 537°C after considering thermal inertia factor (Chen et al., 2023). Heat 
capacity of C40-P is calculated to be 1.42 J/g based on average of those of silicon dioxide and 80% 
DTBCH. The maximum temperature for adiabatic runaway of C40-P is estimated to be 466°C. 
Although it is possible to ignite the dust through direct heating, the minimum autoignition temperature 
(MAIT) of dust is generally higher than 500°C (Eckhoff, 2003). The MAIT for C40-P remains to be 
determined but it is expected to be higher than AIT of the decomposition gases. 
Chen et al. (2024) studied the decomposition products of 80% DTBCH. The main pyrolysis products, 
in the order of GC-MS peak intensity, were isobutene, acetone, cyclopropane, 2, 2-dimethyl heptane 
and n-undecane. The AITs of the pyrolysis products are 435, 700, 498, 205, and 240. Furthermore, 
the main component in isoparaffin of C40-P is dodecane which also has a relatively low AIT of 205°C. 
The maximum temperature for adiabatic runaway of C40-P is expected to be higher than the AIT for 
all these products except for acetone and cyclopropane. Thus, explosion is likely to be caused by 
ignition of the decomposition gases, followed by dust ignition of the visible flame to produce the dust 
explosion. The following sequences are proposed and summarized in Figure 15: 

 Poor packaging giving poor heat dissipation 
 No temperature control in warehouse 
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 C40-P slowly decomposed and heat accumulated 
 Temperature rise to above SADT 
 Gas generation and temperature rise accelerated 
 Dust dispersed by gas generation  
 When temperature rise above the AIT, the gases were ignited giving visible flame 
 Dust ignited by the visible flame giving dust explosion 

Thus, thermal runaway of the solid form organic peroxide does not only lead to decomposition and 
gas generation, but also a possible autoignition of the gas generated and eventually a severe dust 
explosion. Special cares should be taken regarding the safe storage of solid form organic peroxide to 
prevent the direct dust explosion from thermal runaway.  

 
Fig. 15. Sequence of organic peroxide dust explosion  

3. Conclusions 
Detailed investigation of a fatal organic peroxide explosion incident was done. The explosion was 
estimated to have TNT equivalency of 153 kg from thermal runaway of a pellet of 1000 kg solid form 
of 40% DTBCH. Although thermal analysis by DSC and ARC did show thermal decomposition at 
temperature above 120°C, the exothermic enthalpy and adiabatic temperature rise were relatively low 
to cause the explosion with TNT equivalency of 153 kg. Further analysis of volatile emission and 
decomposition products revealed long-chain aliphatic compounds which have relatively low AIT. 
Dust MIE of the peroxide powder showed extreme sensitivity towards ignition. Bomb calorimetry 
confirmed the enthalpy of dust combustion. It is concluded that the thermal runaway of the peroxide 
under poor storage condition leading to emission of volatile organic compounds (VOCs) with AIT as 
low as 205°C. The decomposition generated significant gas that also disperse the peroxide powder in 
air. Ignition is most likely initiated by autoignition of the decomposition gases and subsequently the 
erupted and dispersed peroxide that led to a severe dust explosion. It should be note that most studies 
on organic peroxides place emphasis mainly on the thermal runaway hazards and there is no report 
of direct dust explosion from thermal runaway of solid form organic peroxide. The results highlight 
the risk of dust explosion of organic peroxide in solid powder form.  
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Abstract 

In the course of decarbonizing the energy industry, cryogenic energy carriers as liquefied hydrogen 
(LH2) and liquefied natural gas (LNG) are seen as having great potential. In technical applications, 
the challenge is to keep these energy carriers cold for a long time. This is achieved in the road 
transport sector and also stationary applications by thermal super insulations (TSI) which based on 
double-walled tanks with vacuum and multilayer insulation (MLI) in the interspace. This study 
focuses on the behaviour of widely used combustible MLI in a fire scenario, at vacuum and 
atmospheric pressure conditions. The former corresponds to the typical design condition and the latter 
to the condition after an outer hull rapture of a tank. Furthermore, two fire scenarios were taken into 
account: a standard-oriented approach and a hydrocarbon fire-oriented approach. For the study, a test 
rig was applied that allows testing of TSI at industrial conditions and subsequent analysis of TSI 
samples. The test rig allows thermal loading and performance analysis of TSI samples at the same 
time. Comparing the tests, the samples degraded differently. However, no sudden failure of the entire 
MLI was observed in any test. These results are relevant for the evaluation of incidents with tanks for 
the storage of cryogenic fluids and can thus contribute to the improvement of TSI and the 
development of emergency measures for the protection of persons and infrastructures. 

Keywords: Liquefied hydrogen, Liquefied natural gas, cryogenic storage tank, Fire, thermal 
insulation, Multi-Layer Insulation 

 

1.  Introduction 

Cryogenic energy carriers such as liquefied hydrogen (LH2) and liquefied natural gas (LNG) are 
establishing themselves more and more. One aspect therefore is their volumetric energy density, 
which is significantly higher compared to their gaseous representatives stored at ambient conditions. 
The storage at cryogenic conditions for prolonged time requires pressure tanks with thermal super 
insulation (TSI) that hinders the heat flow from the environment into the tank at design conditions 
(Lisowski and Lisowski, 2018).  

However, pressure tanks can fail, and can cause large losses on infrastructures and persons. A 
typically assumed worst case in this concern is a BLEVE where a tank failed because of a fire. Such 
real scenarios were investigated by Planas et al. (2004, 2015), and Vollmacher (2018) for instance. 
By tests, Pehr (1996) observed the behavior of LH2 tanks for the scenarios crash, vacuum fracture, 
and a full engulfing fire, for a tank from the passenger car segment of BMW. Kamperveen et al. 
(2016) studied the effects of a fully engulfed fire on a vacuum/perlites, and a rock wool insulated tank 
designed for LNG. Similarly, three tanks for LH2 were tested in the SH2IFT Project (van Wingerden, 
2022, Kluge, 2024): two tanks equipped with vacuum/perlites TSI and one equipped with a 
vacuum/MLI TSI. Furthermore, some studies are dealing with the behavior of insulation material 
under heat exposure, representing a fire. Here, Camplese et al. (2023, 2024) investigated the effect of 
heat on parts of MLI under atmospheric and vacuum conditions. Eberwein et al. (2023) presented a 
methodology for the fire orientated thermal exposure of TSI samples at industrial conditions, which 
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was applied to polyester-based MLI. Additionally, Eberwein et al. (2024) applied this method to 
different types of TSIs typically applied in the industry.   

The present study focuses on the experimental investigation of TSI in a combined incident scenario, 
which regards an outer hull rupture and an external heat source. Two approaches are considered for 
thermal loading, one that is orientated on tests for the approval of vehicle tanks for LH2 and LNG 
and one that aims at analyzing the TSI behavior under exposure to a hydrocarbon fire. For the 
observation, a High-Temperature Thermal Vacuum Chamber (HTTVC) was used as presented in 
detail in Eberwein et al. (2023), that enables thermal loading of TSI under vacuum conditions and 
simultaneous measurement of heat flow through the TSI system.  

The results are relevant for the evaluation of accident scenarios involving full-scale cryogenic tanks. 
They can thus contribute to the improvement of TSI, the development of safer tank designs, as well 
as the development and definition of emergency measures for the protection of persons and 
infrastructures. 

2. Tank design and material 

Land transport comes typically with limited volumetric space and the aim to maximize the payload. 
These requirements can be met from tanks with a double-walled design which is shown in Fig. 1. 

 

Fig. 1 Scheme of a tank typically used for cryogenic fluids in the land transport 

This construction is based on an outer tank in which an inner tank is held by a floating and a fixed 
bearing. The inner tank contains the cryogenic fluid. The fixed bearing serves as the tank periphery 
for the inner tank, by which the cryogenic fluid is loaded and unloaded.  

The outer and inner wall form a double-wall with interspace, that is used to generate a super insulation 
for the stored cryogenic fluid through vacuum and an additional filling material. The fill material can 
be structured into the types of foams, bulk-fill, and layered. For instance, Lisowski & Lisowski (2018) 
presented that layered systems with vacuum such as multilayer insulations (MLI) have shown better 
performances in terms of space, and thermal insulation compared to TSI’s with other fill-materials. 
Layered fill materials based on reflective foils alternated with spacer foils. This structure hinders heat 
transfer by conduction as well as radiation. Furthermore, the vacuum hinders heat transfer by 
convection. Layered systems are subdivided into combustible and non-combustible. Combustible 
systems are often based on aluminium-coated polyester or Mylar® foils and polyester fleece spacers 
which have several advantages compared to non-combustible systems that often based on aluminium 
foils and glass-based spacers. Exemplary advantages are better thermal insulation performance and 
better integrability (Duval, 2019), which increases the overall system performance and its availability.  

According to the technical regulations ECE R110 and GTR13, which apply to vehicle fuel tanks, both 
MLI classes can be used for TSIs. The transportation of dangerous goods, which also includes LH2 
and LNG, is regulated by the ADR. This permits the use of both classes of MLI for LNG storages, 
and with exceptions for LH2 storages.  

In this study, MLI based on 10 layers of polyester foil, 12 µm thick, double-sided aluminized with 
400Å, perforated with an open area of 0.075 % and interleaved with 9 layers of polyester-fleece 
material was used, which has an overall nominal area-specific weight of 0.308 kg/m², and which is 
classified as combustible. 
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3. Experimental setup 

The experimental setup's fundament is the High-Temperature Thermal Vacuum Chamber (HTTVC) 
where diverse TSI systems can be tested in vacuum conditions. The application of the HTTVC is 
supported by a heating and cooling system, a vacuum pump, a data acquisition system, and a water 
supply system that is used to estimate the heat flow through the TSI for instance. The overall test 
setup and the electrical heating system is shown in Fig. 2. 

 
Fig. 2 The test setup with the High Temperature Thermal Vacuum Chamber and the electrical heating system 
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The HTTVC, shown in Fig. 3 in a sectional view, has a length of 600 mm and an outer diameter of 
320 mm. The bottom and the heat exchanger in the HTTVC represent two walls in parallel with a 
space of up to 300 mm in between where different TSIs can be placed. This structure represents a 
typical design of a TSI.  

The TSIs components bottom, the MLI, and the heat exchanger applied in this study shows Fig. 4 
exemplary for the experiment campaign 1-3 before the test, which are representatives for all tests of 
this study. Within this study, two configurations of the HTTVC were applied. Fig. 3 on the left side 
shows the HTTVC without a gas flow blocker as it was also presented in the studies of Eberwein et 
al. (2023, 2024). Additionally, Fig. 3 shows the HTTVC with a gas flow blocker (right) made from 
150 mm thick Promaglaf®, which was mounted in the heat shield. The gas flow blocker aimed to 
block a gas flow founded on natural convection through the center of the heat shield in case there is 
gas (no vacuum) in the HTTVC as it is schematically shown in Fig. 3 for both HTTVC configurations. 

HTTVC Bottom Sample Heat exchanger 

   

Fig. 4 The components of the double-wall in the HTTVC before experimental Campaign 1-3 

For each experiment, the bottom of the HTTVC serves as the radiative heat source for the thermal 
loading of MLI samples. The bottom is electrically heated by an inverter heat treatment unit and 
4 resistant heating mats, that enable the generation of heat flows up to 100 kW/m². This approach 
allows the reproducible simulation of various fire conditions, e.g. ISO 834 (ISO Curve), EN 1991-1-
2 (Hydrocarbon Curve), RABT (ZTV Curve), or ISO 21843. In the tests, the side walls of the HTTVC 
are also heated. In order to thermally load an MLI sample solely from the bottom of the HTTVC, the 
chamber is equipped with a heat shield that has a circular opening with a diameter of 230 mm, which 
is aligned with the bottom of the HTTVC. The heat exchanger represents the cold inner wall of a 
double-walled tank. Therefore, it is water-supported. Based on the measured mass flow of water (�� �), 
its measured inlet (���) and outlet (���) temperature, and the waters heat capacity (c�) which was 
assumed with 4190 J/kg/k, the heat flow transported by the fluid (	�) can be calculated by equation 1, 
which represents also the heat flow transported by the double wall. 

	�� 
  ����  ����c� �� �    ( 1) 

For measuring temperatures type K thermocouples were used at: a heating wire of the heating mat; 
between the heating mat layers; in the bottom of the HTTVC; at the inlet and outlet of the heat 
exchanger; at the outlet temperature of the heat shield; and in the environment for measuring the room 
temperature. The absolute pressure was measured with a piezo-Pirani sensor type VSR53MV from 
Thyracont Vacuum Instruments GmbH. For data logging and synchronization of the sensors, an 
Ahlborn ALMEMO® 2890-9 was applied. 

Additional details on the HTTVC setup can be found in Eberwein et al., 2023 and 2024. 
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4. Test program 

Two test campaigns were carried out with different thermal loading procedures but the same loading 
duration of 70 minutes and regarding combustible MLI as fill-material. 

The first campaign was oriented on design fires defined in the standards GTR 13 and ECE R110 and 
which are applicable for approval tests on LNG and LH2 tanks. These standards require a minimum 
temperature of 590°C measured in the fire close to the outer tank wall. In the campaign, the heating 
mats were heated to a temperature of 600°C before a test with the HTTVC. Afterward, the HTTVC 
was placed on the heating mats for 70 minutes. During the test period, the temperature of the heating 
mats was controlled to a target value of 600°C. After the thermal loading, the HTTVC was removed 
from the heating mats and cooled to ambient temperature. Finally, the sample was removed from the 
HTTVC. Campaign 1 contained 6 experiments with and without combustible MLI, with vacuum, 
nitrogen or air in the HTTVC and the 2 configurations of the HTTVC as shown in Figure 2.  

In the second experimental campaign, the temperature for thermal loading the double-wall was with 
800°C orientated to the temperature measured on average on a tank for a cryogenic fluid in a fully 
engulfing hydrocarbon fire observed from Kamperveen et al. (2016). The heating procedure was 
divided into three periods, the heating period with a gradient of approximately 20 K/minute, the 
constant bottom-temperature period with a temperature of about 800°C maintained about 30 minutes, 
and the cool-down period within about 40 minutes. Campaign 2 comprised 4 experiments with and 
without combustible MLI, with vacuum or air in the HTTVC and the 2 configurations of the HTTVC 
as shown in Fig. 3.  

All experiments with its details are summarized in Table 1. 

Table 1 Overview of the experiments of the two test campaigns on combustible MLI 

Experiment Fill-material Fill-material 

environment 

Gas flow 

blocker 

Fire simulation 

Campaign 1-1 - vacuum No Heating mat 600°C 

Campaign 1-2 - Air No Heating mat 600°C 

Campaign 1-3 MLI Vacuum No Heating mat 600°C 

Campaign 1-4 MLI Nitrogen No Heating mat 600°C 

Campaign 1-5 MLI Air No Heating mat 600°C 

Campaign 1-6 MLI Air Yes Heating mat 600°C 

Campaign 2-1 - vacuum No Bottom HTTVC 800°C 

Campaign 2-2 MLI vacuum No Bottom HTTVC 800°C 

Campaign 2-3 MLI Air No Bottom HTTVC 800°C 

Campaign 2-4 MLI Air Yes Bottom HTTVC 800°C 
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5. Results and Discussion 

In this section, the results of the two experimental campaigns are presented. For any experiment, the 
course of temperature in the bottom of the HTTVC, and the calculated heat flow by the double wall 
observed in the experiment are presented in Fig. 5 and Fig. 8 by time. The calculation of the heat flow 
is based on a water-supported heat exchanger, which stays in visual contact with the bottom of the 
HTTVC by the circular opening, with a diameter of 230 mm, of the heat shield presented in Fig. 3 
and Fig. 4. The TSIs components presented in Fig. 4 before a test are presented in Fig. 6 and Fig. 7 
after the thermal loading procedure. 

 

Fig. 5 Temperature and calculated heat flow over time for the experimental campaign 1 

A flaming combustion of the combustible MLI was observed in none of the experiments. On the 
contrary, even after the experiment with air in the double wall, some layers of the MLI were fully 
intact. The reason for this is assumed to be the interaction of convection, heat conduction, and heat 
radiation. The fire heated outer wall heats the gases close to it, which reduces their density and thus 
the heat transport capacity by convection and heat conduction. Nevertheless, the transport capacity 
for heat by radiation is similar to the scenario with vacuum, due to its dependence on the 4th power 
of temperature (Christiansen, 1883). The damage potential of the MLI is therefore assumed to be 
similarly high for the scenario with vacuum and degraded vacuum.  
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In contrast to the outer wall heated by the fire, the inner wall is constantly cooled by the stored, 
cryogenic fluid and thus also the gases which are in contact with this wall. As the temperature of the 
gases decreases, their density increases, and with it the potential of the gases to transport heat by 
conduction and convection. Furthermore, near the cold inner wall the heat transport capacity by 
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Fig. 6 The components of the double-wall in the HTTVC after thermal loading of experimental campaign 1 
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radiation is very low, as it depends on the fourth power of the temperature. The latter applies equally 

to the nominal operation of the tank and to the hazardous incident investigated in this study. A 

degradation of the vacuum leads to a reduction in the insulation performance and thus promotes the 

cooling of the layers of the MLI close to the inner wall, whereby their damage by pyrolysis starts at 

a later time of this experiment and at higher temperatures of the bottom. In consequence, a lower 

damage of the MLI in the experiments with degraded vacuum compared to the experiments of the 

same campaign with vacuum was observed. In the fire scenario, each fully or partially preserved layer 

protects the inner tank from thermal radiation emanating from the fire-exposed outer tank, as 

described in Eberwein et al 2023 using experimental data.  

 

Furthermore, in the experiments with air or nitrogen in the double wall and without gas flow blocker 

in the HTTVC, a significantly lower accumulation of pyrolysis products of the MLI at the heat 

exchanger was observed. As a result, there was no extreme change in the emissivity factor at the heat 

exchanger in these experiments, as observed in Eberwein et al. 2023, and which represents the inner 

wall of an industrial tank. The reason for this is assumed to be the partially intact layer of MLI near 

the inner wall and its delayed degradation over time. This layer, which remains intact for a long time, 
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Fig. 7 The components of the double-wall in the HTTVC after thermal loading of experimental campaign 2 
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prevents the pyrolysis products of the outer MLI layers from reaching the heat exchanger and 

accumulating there. This would also be conducive to the conversion of the MLI pyrolysis products in 

a further pyrolysis stage, e.g. on the outer wall of a tank heated by the fire. 

 

Fig. 8 Temperature and calculated heat flow over time for the experimental campaign 2 

In addition to the changes at the heat exchanger, the observations away from the simulated double 

wall in the HTTVC without vacuum should also be noted. During these experiments, white powder 

accumulation was observed on the outer wall of the heat shield and a white opacity of the gas in the 

upper area of the HTTVC through its viewing window. The latter two effects were not observed in 

any experiment with vacuum, which indicates an altered circulation of gases and pyrolysis products 

within the HTTVC. In the experiments Campaign 1-4 and Campaign 1-5, which were conducted 

without gas flow blockers, there was also the previously mentioned lower damage to the MLI layer 

close to the cold wall and a significantly lower calculated heat flow compared to the other experiments 

in this test campaign. The reason for this is assumed to be the gas circulation in the HTTVC, which 

could have ensured that the heat exchanger and therefore also the inner MLI layer is exposed to a 

cold gas flow, which additionally cools the MLI layer near the heat exchanger in particular. This flow 

is driven by the natural convection of gases. The gas phase at the heated bottom and near the lower 

wall is heated and receives buoyancy. Afterward, this up-moving gas phase is cooled at the upper 

wall area, the outer cold heat shield, the cold cover of the HTTVC, and the cooled inner wall of the 

heat shield, so that a gravity-induced circulation occurs. This could also be performed in a real 

incident and thus protect individual layers of an MLI. This potentially cooling gas flow was reduced 
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in the tests with the gas flow blocker component. As a result, significantly greater damage occurred 

in both tests with the gas flow blocker and greater heat flows were observed. 

In the experiments of Campaign 1, the measured temperatures of 500°C in the bottom of the HTTVC 

were significantly lower than the boundary conditions specified by the heating mats. This is typical 

for such scenarios and was also observed in the experiments by Kamperveen et al. (2016). Polyester-

based MLI is damaged above temperatures of approx. 400°C (Bautista et al. 2018). In Eberwein et 

al. 2023, damage was not even observed until the bottom reached a temperature of 470°C. This means 

that during acceptance tests for tanks by ECE R 110 or GTR 13, the temperature threshold at which 

combustible MLI is damaged could be exceeded only marginally, and due to the geometry of the tank, 

only locally and not above the entire double wall. This can also be observed in campaign 2, in which 

a wall temperature of 800°C was used, which is to be expected in a hydrocarbon fire and led to severe 

damage to the MLI in all experiments of campaign 2. At the same time, a seven times higher heat 

flow was observed on average of all experiments with combustible MLI of campaign 2 compared to 

campaign 1. 

6. Conclusions 

In this study, the effect of a fire to a thermal super insulation (TSI) usually applied on tanks for the 

storage of cryogenic fluids such as liquefied hydrogen (LH2) or liquefied natural gas (LNG) was 

observed. The tested material was a combustible Multi-Layer Insulation (MLI), which was loaded by 

temperatures up to 800°C in a high temperature thermal vacuum chamber (HTTVC) at vacuum 

conditions and in a gas environment, which represents an outer hull rupture of a double-walled tank. 

For thermal loading 2 procedures were applied, one which is typically used for the acceptance of 

tanks, and one which is representative of a full engulfing hydrocarbon fire.     

The experimental results present that the course of a tank in a scenario can be changed means by a 

strong or full degradation of the vacuum in the double wall and by the maximum temperature of the 

outer wall attained in a fire scenario. 

The gas contamination of the double wall changes strongly the accumulation of the MLIs pyrolysis 

products at the cold inner wall of a cryogenic tank and also its overall distribution within the double 

wall, which is of great importance for the magnitude of the heat flow during and after the fire event.  

Furthermore, in the presence of air and combustible MLI, there was no flaming combustion observed 

in any of the tests while thermal loading, which could result in a sudden failure of the entire thermal 

insulation.  
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Abstract 

The study focuses on the significance of Pressure Control Valves (PCV) in hydrogen refuelling and 

the associated Joule-Thomson (JT) effect, wherein the negative JT coefficient leads to a temperature 

increase at the PCV during refuelling. A three-dimensional Computational Fluid Dynamics (CFD) 

model of a hydrogen refuelling station (HRS) is developed and validated, incorporating various 

components such as high-pressure tanks, pipes, valves, heat exchangers (HE), hoses, breakaway, 

nozzle, and onboard hydrogen storage tanks. The dynamic mesh technique is employed to model the 

dynamics of the PCV to analyse the JT effect. The CFD model effectively replicates heat and mass 

transfer within the NREL refuelling station. Utilizing the National Institute of Standards and 

Technology (NIST) real gas equation of state, the model compares hydrogen behaviour with an 

imaginary scenario using methane and air for refuelling, highlighting a significant temperature 

increase for hydrogen due to the negative JT coefficient. The study underscores the importance of 

considering the JT effect in designing HRS equipment and optimizing refuelling protocols. 

Keywords: hydrogen, refuelling, Joule-Thomson effect, Hydrogen safety, CFD 

 Introduction 

High-pressure gaseous hydrogen storage is widely used due to the cost-effectiveness and maturity of 

the technology (Zheng et al., 2012; Kim, Shin and Kim, 2019). Pressure control valves (PCVs) are 

crucial in hydrogen refuelling stations (HRS), ensuring safe refuelling (Apostolou and Xydis, 2019). 

The PCV consist of three general sections: a pressure-reducing or limiting element, often in the form 

of a spring-loaded spool; a sensing element, in the form of a diaphragm or piston; and a reference 

force element, typically a spring to reduce pressure from high-pressure tanks during refuelling 

(Beswick Engineering, 2023).  The JT effect (Joule and Thomson, 1852), negative for hydrogen, 

increases temperature during throttling and expansion in PCV, especially during the initial refuelling 

stages when the pressure difference is large (Genovese et al., 2023). Numerical studies reveal the 

importance of temperature change in PCV on temperature at HRS outlet (Rothuizen, Elmegaard and 

Rokni, 2020). Uncertainty in temperature prediction after the PCV can affect HRS efficiency and 

safety  (United Nations Economic Commission for Europe, 2023). The JT effect's downsides and its 

role in pre-cooling systems have been studied in studies done by Johnson et al. (2015) and Wang et 

al., 2023). Regulations limit hydrogen tank temperatures to 85°C (United Nations Economic 

Commission for Europe (2023). CFD models, required for the design of safe and efficient HRSs or 

improvement of fuelling protocols, must consider the JT effect to ensure temperature and pressure 

compliance with the current standards and regulations (Chen et al., 2019). 
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CFD modelling can provide results with higher accuracy compared to lumped-parameter 

thermodynamic or zero-dimensional models, though at the expense of significantly larger 

computational resources. Using dynamic mesh techniques enables detailed modelling of moving 

valve details behaviour and associated physics from first principles. Turesson (2011) performed a 

comparison between a 1D hydraulic and a 3D quasi-stationary CFD analysis to model a check valve’s 

dynamic behaviour. In the quasi-stationary CFD model, a dynamic mesh technique was used to model 

the changing valve geometry. The numerical mesh updates were performed during the simulations to 

reflect the valve dynamic behaviour. The results showed that the 1D analysis under-predicts the 

results and the full 3D dynamic mesh technique is needed to simulate the valve’s transient 

characteristics. Hence, CFD models, where possible - using dynamic mesh, are capable of providing 

more accurate and physically grounded results compared to analytical models based on a number of 

simplifications. 

In this study, a CFD model of refuelling through the entire equipment of HRS is developed and 

validated against NREL tests. The HRS includes a high-pressure tank, various types of pipes with 

bends, valves, HE, hose, breakaway, nozzle and three onboard hydrogen storage tanks. To quantify 

the JT effect at PCV, the dynamic mesh technique that allows to simulation of the PCV spool 

movement and thus to control the mass flow rate is applied.  

1. Experiments 

The experiment used in this study for the CFD model validation was performed at the Hydrogen 

Infrastructure Research Facility of NREL by Kuroki et al. (2021). Figure 1 presents the piping and 

instrumentation diagram (PID) of the fuelling line components. The temperature was measured in 

several locations: in each of two HP tanks (TE1, located 1.52 m from the tank wall directly opposite 

the inlet), before and after the PCV (TE2 and TE3), after the HE (TE4), and in the centre of two of 

the onboard tanks (TE5 and TE6) with an accuracy of ±1.5 K. The pressure was also measured at the 

exit of the HP tanks (PT1), before valve 4 (PT2) and at one of the onboard tanks with an accuracy of 

±1.0 MPa (Kuroki et al., 2021). The hydrogen flows from one of two 300-litre HP tanks, through 

almost 62 meters of pipe with 24 bends (90-degree), PCV, mass flow rate meter (MFM), HE, 

breakaway, hose, nozzle and 5 other valves to the three 36-litre onboard storage tanks. The length-

to-diameter (L/D) ratio of the onboard tanks is reported as 3.4 and is unknown for HP tanks. The 

dimensions, materials and thermal properties for each piping section are available in the appendix 

section of the experimental paper (Kuroki et al., 2021).  

 

Fig. 1. PID of the NREL experimental facility. 
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Two tests were carried out by the experimentalists (Kuroki et al., 2021). Test No.1 was performed 

with one startup leak check, but without any leak checks during the main fuelling stage, under the 

ambient temperature of 23°C and average pressure ramp rate (APRR) of 19.8 MPa/min. This test is 

selected for the validation of the described CFD model simulations below. 

2. CFD model 

2.1.Calculation domain and numerical mesh 

The numerical grid and PCV dynamic mesh details are crucial for simulating the pressure control 

valve's behaviour accurately. In this study, the numerical mesh employed tetrahedral control volumes 

(CVs) for the PCV and hexahedral CVs for the rest of the domain. The transition between tetrahedral 

and hexahedral mesh was facilitated using pyramid CVs. The computational domain, excluding the 

PCV, comprised 207,252 CVs with a minimum orthogonal quality of 0.7. The details for hexahedral 

mesh are presented in the authors’ previous paper (Molkov, Ebne-Abbasi and Makarov, 2023). 

 

Fig. 2. Top view of the computational domain representing the HRS facility at NREL. 

 

The dynamic mesh technique was utilized to simulate the movement of the PCV spool and subsequent 

alterations in the fluid domain mesh over time. Movement of the spool, considered a non-deformable 

solid body, regulated the valve's opening and closure to achieve the required pressure ramp in onboard 

storage. Local re-meshing (Weatherill, 1992) and spring-based smoothing (Batina, 1990) techniques 

were systematically applied to accommodate grid deformation. 

During spool movement, the mesh is updated with minimum and maximum CV volumes between  

10-4 mm3 and 3 × 10-3 mm3. The PCV is meshed using 37,205 CVs (while it is closed) which could 

increase to 49,324 CVs when it is 100% open while having a minimum orthogonal quality of 0.8. 

Figure 3 illustrates the mesh in the PCV cross-section.  
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Fig. 3. The PCV boundary mesh in the fully closed (left) and 50% open (right) states. 

 

The spool's motion is controlled by a user-defined function (UDF) based on the required mass flow 

rate or pressure profile, such as APRR. In the current simulation, the UDF code governs the spool 

movement to achieve the prescribed APRR, using pressure readings from downstream transducers. 

In summary, the numerical grid and dynamic mesh techniques, along with precise control 

mechanisms, are all equally important to accurately simulate the behaviour of the pressure control 

valve in hydrogen refuelling systems. 

 

2.2.Initial and boundary condition 

The parameters for temperature and pressure across all components, including fluids and adjacent 

walls, match those specified in the experimental paper (Kuroki et al., 2021). The initial pressure in 

the high-pressure storage tank and down to PCV was 88.0 MPa and from PCV to onboard storage – 

6.0 MPa. The initial temperature of high-pressure storage and hydrogen within it was 17.5C and the 

initial temperature in the rest of the PID components was 23C. At the start of fuelling, the PCV is 

presumed to be fully closed, while all other valves are assumed to be fully open. Walls are designated 

as non-slip impermeable surfaces. ANSYS Fluent was used as a CFD engine and its "shell 

conduction" feature was employed to compute heat transfer through tank, pipe and other component 

solid walls. This method calculates conjugate heat transfer across walls in both perpendicular and 

parallel orientations to the wall surface. Material properties such as density, specific heat, thermal 

conductivity, and wall thickness for each PID component are specified to generate layers of cells on 

the wall surface, simulating 3D heat conduction (Ansys Inc, 2023). This modelling approach accounts 

for prescribed wall thicknesses, relevant thermal properties of materials, and convective heat transfer 

on the external wall surface. The heat transfer coefficient between the outer pipe surface and the 

ambient atmosphere is set as 7 W/m2/K following the conclusions of Simonovski et al., 2015. Since 

the thermal mass of valves is not provided in the experiment, it is assumed that valves share the same 

external diameters and materials as their upstream pipes (Ebne-Abbasi, Makarov and Molkov, 2023). 
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In the case of the HE, specific parameters are absent from the experimental paper (Kuroki et al., 

2021). HE modelling adopted the same approach as in the study (Molkov, Ebne-Abbasi and Makarov, 

2023) and (Ebne-Abbasi, Makarov and Molkov, 2023): the HE was represented in the calculation 

domain as a pipe with a length of 1 meter with the equivalent pipe diameter found using HE flow 

coefficient in the experimental reference (Kuroki et al., 2021). The HE outflow temperature was 

controlled using a technique implemented as another in-house Fluent UDF subroutine to make sure 

it follows the experimentally measured temperature dynamics in location TE4, see Figure 1. 

3. Results and discussion 

Figure 4 (left) presents the comparison of experimental and simulated pressure at sensor PT2. The 

UDF to control spool motion successfully replicates the pressure within a 3% deviation from the 

experimental value and less than 1% error compared to the UDF input. Notably, the simulated 

pressure transient exhibits a smoother profile compared to the experimental data, likely attributable 

to the non-inertial behaviour of the numerical PCV's spool in the simulations. 

Figure 4 (right) illustrates the comparison of experimental and simulated temperatures at sensor TE4, 

positioned just after the HE exit. The simulated HE outflow temperature closely aligns with the 

experimental data, with a maximum deviation of 3.5% compared to the experiment and less than 1% 

deviation compared to the UDF input correlation. 

  

Fig. 4. Pressure in PT2 located 2.5 m after the PCV (left); hydrogen temperature at the HE exit (right). 

 

The authors conclude that the procedures for controlling the PCV spool motion and the HE 

temperature are sufficiently accurate for the automatic simulation of the PCV and the HE functions. 

This ensures that the APRR and temperature align with the data recorded in the experiment, as 

presented in this paper, or as prescribed by a fuelling protocol for arbitrary HRS conditions. 

 

3.1. The PCV spool displacement and mass flow rate 

The accurate achievement of the pressure ramp rate in onboard storage relies heavily on attaining the 

correct mass flow rate, which must account for continuous changes in temperature and pressure across 

the entire array of HRS components. Figure 5 juxtaposes experimentally measured and simulated 
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mass flow rates alongside the PCV spool displacement. The visual contrast observed between the 

measured (oscillating) and simulated (smooth) mass flow rates can be attributed to several factors. 

Firstly, the experimental mass flow rate was derived from HP tank weight measurements, potentially 

introducing oscillations due to recoil force. Secondly, differences in the inertia of the actual PCV 

spool movement mechanism compared to the non-inertial "numerical spool" utilized in the 

simulations may contribute to this variance. These distinctions may account for the discrepancy 

between the oscillatory nature of the experimental mass flow rate and the smoother (non-inertial) 

simulated mass flow rate. 

 

Fig. 5. Experimentally measured and simulated mass flow rate along with the PCV spool displacement. 

 

In Figure 5, a sudden drop in spool displacement at t=124 s is explained by the replacement of the 

depleted HP tank with a second tank at a higher pressure of 88.0 MPa. This abrupt pressure increase 

upstream of the PCV requires maintaining pressure at PT2, causing the spool displacement to 

decrease to 0.28 mm. Subsequently (t=124-195 s), refuelling from the second HP tank mirrors the 

behaviour observed with the first tank (t=0-124 s). The PCV spool velocity increases gradually to 

counteract decreasing tank pressure and ensure simulated pressure dynamics at PT2 align with the 

prescribed APRR. At t=195 s, refuelling concludes, and the spool displacement returns to zero, 

indicating PCV closure. 

The experiments (PRHYDE - Deliverable 6.7, 2022) demonstrated that the flow coefficient directly 

impacts the pressure drop, which in turn influences the temperature in the compressed hydrogen 

storage system (CHSS). The larger the pressure drop is, the stronger is expected to be the Joule-

Thomson heating.  Errore. L'origine riferimento non è stata trovata.6 illustrates both the 

experimental (solid black lines) and the simulated (red dashed lines) temperatures at the inlet and 

outlet of the PCV where TE2 and TE3 sensors are positioned.  
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Fig. 6. Experimental and simulated temperature dynamics at the inlet (TE2) and outlet (TE3) of the PCV. 

 

At the onset of refuelling, the PCV experiences the highest pressure difference, resulting in a 

significant temperature increase of 40 K due to the JT effect during throttling. As refuelling 

progresses, the pressure drop across the PCV gradually diminishes due to the depletion of the HP 

tank. By t=124 s, before the HP tank replacement, the temperature rise reduces to 5 K in the test and 

3.5 K in the simulations. 

The replacement of the HP tank induces a pressure surge upstream of the PCV, elevating the pressure 

difference across the PCV. This surge is accompanied by a notable temperature increase due to the 

JT effect: from 3.5 K before the tank switching to 15.5 K during refuelling from the fully charged 

second tank. At the refuelling's end, the temperature rise reduces to about 2 K due to the JT effect 

and associated heat transfer. 

Figure 6 demonstrates that simulated temperature dynamics closely mirror experimental transients, 

with the model accurately simulating pressure gradients and temperature increases in the fuelling line 

due to the JT effect. 

Figure 7 (left) depicts the temperature contour in the PCV cross-section at 6 s, during which the 

temperature remains high after the PCV without significant fluctuations. Notably, the temperature at 

the downstream sensor location TE3 increases. However, closer to the gap between the PCV body 

and the spool, the temperature notably decreases from 296 K before the PCV to 196 K in the "blue 

colour" zone. This observation can be understood by examining the velocity contour (Fig. 7, right). 

Figure 7 (right) illustrates the velocity distributions within the PCV cross-section. The velocity 

contour, as depicted in Figure 7 (right), shows that hydrogen flow near the opening can achieve 

velocity up to 1956 m/s, i.e. hydrogen supersonic flow, given the speed of sound in hydrogen at 196 K 

is 1068 m/s. Comparison between the velocity contour (Figure 7, right) and the temperature contour 

(Figure 7, left) reveals that gas temperature decreases in high-velocity areas following the total energy 

equation: 
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𝐸 = 𝑢 +
|𝑣|2

2
= ℎ +

|𝑣|2

2
−

𝑝

𝜌
 ,               (1) 

where E is total energy, 𝑢  is internal energy, 𝑣 is velocity, h is enthalpy, 𝑝 is pressure and 𝜌 is 

density. 

 

Fig. 7. Distribution of temperature (left) and velocity (right) in the PCV cross-section at t=6 s. 

 

According to the above total energy conservation equation, in the absence of friction or heat losses, 

the expanding gas's internal energy is converted to kinetic energy, resulting in a decrease in 

temperature, particularly noticeable in areas of high velocity near the PCV opening where rapid 

expansion occurs. Conversely, as hydrogen moves away from the PCV spool, it slows down, 

converting kinetic energy back to internal energy, leading to a temperature increase as observed in 

Figure 7 (left). This dynamic creates a balance between adiabatic expansion, which tends to reduce 

temperature due to the conversion of internal and kinetic energies during acceleration, and the Joule-

Thomson effect, which tends to raise temperature. This interaction underscores the intricate 

relationship between fluid dynamics and thermodynamics governing gas flow within the PCV. 

Figure 8 juxtaposes the enthalpy ℎ (right) with the total enthalpy, 𝐻 = ℎ +
|𝑣|2

2
 (left). Enthalpy 

decreases where kinetic energy increases (indicated by blue-coloured areas) and rises again when 

flow decelerates. Analysis indicates that total enthalpy upstream and downstream of the PCV 

(evaluated at TE2 and TE3 locations) only differs by -0.5% (Figure 8, left), a discrepancy explained 

by the energy conservation equation (Landau and Lifshitz, 1987): 

𝜕

𝜕𝑡
(

1

2
𝜌𝑣2 + 𝜌𝑢) = −𝑑𝑖𝑣 [𝜌𝐯 (

1

2
𝑣2 + ℎ) − 𝐯 ∙ 𝝈 − 𝜅 𝐠𝐫𝐚𝐝 𝑇]],               (2) 

where 𝑢 is internal energy, 𝐯 is velocity vector, 𝑣 is velocity magnitude, 𝝈 is the stress tensor term, 𝜅 

is thermal conductivity and T is temperature. Under assumptions of steady-state flow, adiabatic 

boundaries, no work performed on the system, no friction, and negligible heat transfer within the 

fluid, the equation 𝑑𝑖𝑣 [𝜌v (
1

2
𝑣2 + ℎ)] = 0 holds. This implies that the enthalpy inflow upstream of 

the PCV and the enthalpy outflow downstream of the PCV should be equal.  
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Fig. 8. Distribution of total enthalpy H (left) and enthalpy h (right) in the PCV cross-section at t=6 s. 

 

To assess the impact of wall friction and heat transfer on the system's energy change, two additional 

simulations were conducted: one with adiabatic wall boundaries to eliminate heat transfer and the 

other with both slip conditions (to eliminate friction) and heat transfer coefficient set to zero (to 

eliminate heat transfer). Table 1 presents the comparison of total enthalpy at the inlet (TE2 location) 

and outlet (TE3 location) of the PCV for these scenarios. 

In the scenario devoid of both heat transfer and friction, the total enthalpy change is minimal and 

equal only -0.033%. This difference is primarily attributed to internal friction in the gas. For the 

scenario with non-slip walls, the difference is slightly higher at -0.038%, indicating that wall friction 

has a negligible impact on energy flux. 

Conversely, the inclusion of heat transfer in the simulation results in a total enthalpy change of 

- 0.525%, which appears substantial compared to the two previous figures. This finding suggests that 

heat transfer is the primary factor contributing to the loss of energy flux in the PCV. 

Table 1. Comparison of total enthalpy at t=6 seconds at the inlet and outlet of PCV (TE2 and TE3 location). 

Case 
Total Enthalpy at the 

inlet (TE2) [J/kg] 

Total Enthalpy at the 

outlet (TE3) [J/Kg] 

Difference 

(%) 

Temperature at 

TE3 [K] 

Ideal case, 

 isenthalpic expansion  

(using NIST data) 

4,473,342 4,473,342 0% 330.5 

Slip wall conditions, 

no heat transfer 
4,473,342 4,471,888 -0.033% 330.9 

Non-slip conditions, 

no heat transfer 
4,473,342 4,471,654 -0.038% 331.1 

Non-slip conditions, 

with heat transfer 
4,473,342 4,449,820 -0.525% 329.5 

 

Comparing the temperature at TE3 location, it's observed that scenarios with no heat transfer show 

higher temperatures, even surpassing the NIST isenthalpic expansion condition where temperature 

peaks at 330.5 K. This difference could stem from variations in temperature measurement at TE3 

compared to mass-averaged cross-section temperatures, or from losses incurred due to wall and 

viscous friction. These losses cause the system's kinetic energy to convert into thermal energy due to 

encountered resistance. 

726



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

As expected, the scenario with heat transfer exhibits the lowest temperature at the PCV outlet (TE3 

location) due to convective heat exchange with the ambient environment. This comparison 

underscores the intricate interplay between kinetic energy, friction, viscous losses, and enthalpy 

within the PCV assembly, collectively influencing the thermodynamic parameters of the refuelling 

system. 

 

3.2. Impact of the JT coefficient: “numerical refuelling” with methane and air 

In order to evaluate the impact of the JT coefficient value, we utilized a sophisticated CFD model 

with comprehensive PCV resolution and dynamic mesh. We simulated the theoretical "refuelling" of 

methane and subsequently air, both of which possess positive JT coefficients, unlike hydrogen. These 

simulations were conducted using the same equipment setup as for hydrogen refuelling in an HRS, 

enabling a comparative analysis. Figure 9 illustrates that although the inlet temperature remains 

constant across all simulations the PCV outlet temperature rises for hydrogen, whereas it decreases 

for air and methane. 

 

Fig. 9. The joint effect of the heat transfer and the JT phenomenon on the PCV outlet temperature for the 

same HRS and initial conditions for three gases: hydrogen, air, and methane. 

 

Figure 10 displays a comparison of temperatures at the PCV inlet and outlet, derived from CFD 

simulations, focusing on hydrogen, air, and methane during the initial 25-second phase of the gas 

transfer process. At t=1 s, with the inlet PCV temperature set at 296 K, the PCV outlet temperatures 

drop to 282 K for air (a reduction of -14 K in Figure 10, left). This is consistent with an isenthalpic 

expansion using the NIST database resulting in 281.6 K (Lemmon et al., 2018). Similarly, for 

methane, the outlet temperature decreases to 251 K (Figure 10, centre), marking a -45 K reduction. 

This is in line with an isenthalpic expansion value of 247.2 K using the NIST database. Due to its 

negative JT coefficient, hydrogen, however, exhibits a different trend. The PCV outlet temperature 

for hydrogen rises to 321 K (+25 K) at t=1 s and further increases to 329.5 K at t=6 s (Figure 10, 

right), which is also in line with an isenthalpic expansion using the NIST database showing 330.5 K. 
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The CFD model-derived outlet temperature values surpass the NIST values for air and methane while 

remaining below the NIST values for hydrogen. This aligns with the fundamental physics of the 

process, suggesting that heat transfer in the CFD simulations occurs from HRS equipment to gas (air 

and methane) and conversely from gas to equipment for hydrogen. It's noteworthy that over time, 

cooled gases after the PCV (air and methane) gradually warm up after the initial decline, whereas 

heated gas (hydrogen) experiences a slow temperature decrease.  

 

Fig. 10. Temperature field in PCV cross-section, t=6 s: air (left), methane (centre), and hydrogen (right). 

 

Table 2 summarizes the temperature change across the PCV for Hydrogen, air and methane and 

compares that to the values calculated by assuming isenthalpic expansion using the NIST database.  

Table 2. Comparison of total enthalpy at t=6 seconds at the inlet and outlet of PCV (TE2 and TE3 location). 

 

Tinlet Toutlet CFD ∆TCFD Toutlet NIST ∆TCFD −∆TNIST 

Hydrogen 296 K 329.5 K +25 K 330.5 K -1 K 

Air 296 K 282 K -14 K 281.6 K +0.4 K 

CH4 296 K 251 K -45 K 247.2 K +3.8 K 

 

The above sensitivity analysis shows that the hydrogen temperature rise at the PCV outlet is indeed 

due to the JT effect and highlights the complex character of heat and mass transfer for gases having 

variable JT coefficients.  

 

3.3. Temperature and pressure at onboard tanks  

Figure 11 presents a comparison between experimental and simulated pressures (left) and 

temperatures (right) within the onboard tanks. Throughout the fuelling process, the CFD model 

accurately reflects the temperature trends within the tanks, maintaining a deviation of less than 5 K, 

with final temperatures showing only a 3 K deviation. This level of accuracy closely mirrors the 

experimental temperature fluctuations observed in onboard Tank 2 during refuelling. Additionally, 

the simulated pressure demonstrates a deviation of less than 0.95 MPa, equivalent to ±1.5% across 

the entire refuelling duration. Importantly, this deviation falls within the pressure transducer's 

accuracy of ±1.0 MPa. 
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Fig. 11. Experimental and simulated pressures (left) and temperatures (right) in two of three onboard tanks. 

 

4. Conclusions 

The originality of this work is in the development of the CFD model with an explicit numerical 

resolution of the PCV with spool displacement to regulate the required pressure ramp after the PCV 

in a hydrogen refuelling station. The PCV geometry was modelled based on a real valve design and 

discretised using dynamic mesh, ensuring practical relevance. The PCV spool motion was controlled 

by an in-house developed algorithm grounded in the sampling of numerical pressure deviation from 

the experimental pressure, as defined by the prescribed APRR for NREL Test No.1. The results 

revealed that during the throttling process, the total enthalpy change of gas is negligible. 

Consequently, for future engineering applications such as valve and/or PCV performance analysis, 

designing HRS components, and developing numerical models, the assumption of an isenthalpic 

process for high-pressure hydrogen flow in valves remains valid.  

The significance of this study lies in developing and validating a CFD model, which serves as a 

contemporary engineering tool for the design of HRS equipment and fuelling protocols. This model 

incorporates the Joule-Thomson effect and considers heat and mass transfer at the PCV, impacting 

pressure and temperature dynamics at various locations of HRS. 

The rigour of this work is in the validation of the model against the available hydrogen refuelling 

data generated at NREL.  
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Abstract 

Stabilized jet flames subsequent to a leak of pressurized hydrogen take part in various safety 

scenarios. The mechanisms stabilizing such flames are not fully understood and high-fidelity 

numerical simulation of these configurations remains a challenge. This study reports one of the first 

attempts to capture a hydrogen under-expanded jet flame in ambient conditions with high-fidelity 

computational tools. A Large-Eddy Simulation (LES) of a sonic under-expanded hydrogen jet is 

performed in non-reacting and reacting conditions. The simulated configuration is at ambient 

temperature with a Nozzle Pressure Ratio (NPR) of 10. The accurate capture of the dispersion of the 

inert jet is emphasized, as the ignited jet is controlled by the mixing rates. Both the near field under-

expanded shock train structures and the subsonic far field dispersion quantities exhibit fair agreement 

with the available mean and RMS experimental measurements of the inert jet. The location of the 

various shock waves and their reflections show a good agreement with the experimental Schlieren 

dataset. In the subsonic self-similar region of the jet, the validation of aerodynamics and mixing rate 

confirms the ability of the LES modeling to accurately predict hydrogen dispersion in quiescent air. 

The jet is then ignited to evaluate the ability of the numerical model to predict the lifted flame. The 

predicted lift-off height is in agreement with experimental correlations from the literature and the 

resulting structure of the flame is in accordance with previous studies of lifted hydrogen flames. 

Keywords: hydrogen safety, Large-Eddy Simulation, under-expanded jet flames 

 Introduction 

The use of hydrogen at the industrial scale requires cryogenic or pressurized storage. For a Nozzle 

Pressure Ratio (NPR) higher than a critical value (NPRc ≃ 2), an accidental continuous leak through 

a small aperture generates an established under-expanded jet of hydrogen into air. In case of ignition, 

a jet flame may stabilize at a significant distance downstream from the leak. The stabilization 

mechanisms of such flames, and their resulting lift-off distance, are not fully understood and this 

topic remains an active field of research. A misprediction of the lift-off height affects the flame 

characteristics, thermal loads, and subsequent determination of adequate safety metrics. Stabilization 

mechanisms of subsonic turbulent non-premixed jet flames have been extensively studied, both 

experimentally, as reviewed by Lyons (2007), and numerically (Mortada et al. 2019; Karami et al. 

2015; Ferraris et al. 2007; Kim et al. 2005; Devaud et al. 2003; Mizobuchi et al. 2002). A turbulent 

hydrogen lifted jet flame was computed by Direct Numerical Simulation (DNS) by Mizobuchi et al. 

(Mizobuchi et al. 2002; Mizobuchi et al. 2005; Ruan et al. 2012). Their study revealed an edge flame 

structure stabilizing the flame base. Focusing on supersonic under-expanded jets, free hydrogen 

under-expanded jet flames were vastly studied mainly through experimental works investigating 

global safety metrics (Yu et al. 2022; Hecht et al. 2021; Panda et al. 2017; Veser et al. 2011; Mogi 

and Horiguchi 2009; Schefer et al. 2007; Swain et al. 2007), stability limits (Takeno et al. 2020; 

Yamamoto et al. 2018; Mogi and Horiguchi 2009; Devaud et al. 2002), or spontaneous ignition in the 

release pipe (Jiang et al. 2023; Kim et al. 2013; Lee et al. 2011; Mogi, Wada, et al. 2009; Mogi et al. 
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2008). Predicting these ignition events with Large-Eddy Simulation (LES) is challenging, as 

combustion models strongly impact their accurate capture. High-fidelity numerical studies are sparse 

and they are usually restricted to a near field investigation of the transient ignition phase (Jiang et al. 

2023; Wen et al. 2009; Xu et al. 2009). The few LES of sustained lifted hydrogen under-expanded 

flames include the works of Ren et al. (2022) and Brennan et al. (2009), in which no in-depth analysis 

of the stabilization mechanism was performed. 

This paper aims to investigate the ability of LES to predict dispersion and flame lift-off mechanism 

in under-expanded jets in ambient conditions. Since non-premixed jet flames are directly controlled 

by mixing rates, their accurate prediction is a necessary condition to capture the flame stabilization 

process. As such, in this study, particular attention is paid to the predictive accuracy of the LES 

modeling of the dispersion of an inert hydrogen jet in ambient air. In a first step, the near field 

compressible structures are assessed by comparison against Schlieren measurements. Then, a 

validation of the hydrogen dispersion in the far field is performed by comparing LES results to mean 

and RMS fields of velocity and hydrogen mass fraction provided by the experiments. Finally, the jet 

is ignited, which leads to a lifted jet flame stabilized at a given axial location. The flame lift-off is 

subsequently analyzed in light of previous experimental findings.  

1. Configuration 

1.1. Flow parameters and diagnostics 

The LES of the Sandia non-reacting under-expanded hydrogen jet is performed (Ruggles et al. 2012; 

Li et al. 2021). Pressurized, ambient temperature hydrogen accelerates through a smoothly 

contracting nozzle (ASME MFC-3M-2004) of diameter D = 1.5 mm, located in the center of a planar 

surface. With NPR = 10, the flow is choked when it reaches the nozzle outlet and expands into initially 

quiescent air at atmospheric conditions (Table 1). Schlieren photographs are available to characterize 

the compressible structures in the near field (Ruggles et al. 2012). In the far field, the jet has returned 

to a subsonic jet structure with self-similar characteristics. In this region, mean and RMS velocity (Li 

et al. 2021) and hydrogen concentration (Ruggles et al. 2012) measurements are available. 

 
Table 1. Total temperature and total pressure in air (∞) and hydrogen (H2) tanks. 

𝑻∞ 𝑷∞ 𝑻𝑯𝟐
 𝑷𝑯𝟐

 

296 K 98,370 Pa 295.4 K 983,200 Pa 

1.2. Numerical set-up 

The LES is performed with the AVBP solver developed at CERFACS (Schonfeld et al. 1999). 

Modeling of supersonic reacting jets by the AVBP code was previously assessed through the LES of 

a lifted hydrogen-air diffusion flame stabilized by autoignition processes (Boivin et al. 2012; 

Dauptain et al. 2005). The compressible Navier-Stokes equations are solved in time explicitly. 

Advection terms are discretized according to a two-step Taylor-Galerkin centered scheme of order 3 

in space and time (TTG4A) (Selmin 1987). The SIGMA model accounts for subgrid scale turbulence 

(Nicoud et al. 2011). The shocks are captured with Localized Artificial Diffusivity based on a pressure 

sensor to detect shocks (Schmitt 2020). As the studied regimes of the jet are momentum-dominated, 

buoyancy effects are neglected. In the targeted pressure and temperature range, non-ideal gas effects 

are negligible (Rahantamialisoa et al. 2022), such that the ideal gas equation of state is used in this 

work. The dynamic viscosity follows a simplified Wilke law for a binary mixture of H2 and air, with 

their dynamic viscosity varying with temperature as a power law. Finally, the molecular transport 

assumes a constant but not unity Lewis number for each species and constant Prandtl number is 

assumed for the mixture. 
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The jet is discretized with a three-dimensional, fully unstructured grid of 124 × 106 tetrahedra (Fig. 

1). Two hemispheric tanks of radius 667D are filled respectively with H2 and air at the conditions 

displayed in Table 1. A target cell size of D/25 = 60 μm is imposed in the contracting nozzle and the 

compressible potential core region, as previous studies in the literature have shown that this level of 

resolution is suitable to capture the main compressible structures on similar jets (Dauptain et al. 2010; 

Liu et al. 2009). Further downstream, the grid is stretched: between 17D and 83D, the target cell size 

is D/5 = 300 μm and between 88D and 160D, the cell size is equal to 700 μm. Stretching is lower 

than 5% in the region of the jet and it is set to 20% in the rest of the domain. The grid resolution 

quality is assessed a posteriori through the quality index 𝐿𝐸𝑆_𝐼𝑄𝜈, proposed by Celik et al. (2005): 

𝐿𝐸𝑆_𝐼𝑄𝜈 = (1 + 𝛼𝜈((𝜈𝑆𝐺𝑆 + 𝜈𝑙𝑎𝑚) / 𝜈𝑙𝑎𝑚  )𝑛)−1, (1) 

where 𝛼𝜈 = 0.05 , 𝑛 = 0.53  and 𝜈𝑆𝐺𝑆  and 𝜈𝑙𝑎𝑚  are the turbulent and molecular viscosities 

respectively. The quality index is close to 80% in the turbulent regions of the jet, thus indicating 

sufficient levels of resolved turbulence. Moreover, a grid convergence study is performed in the near 

field, showing that the jet major compressible and turbulent characteristics can be retrieved by the 

present grid (not shown here). The ability of the near field discretization to capture the jet features 

accurately is further discussed in Section 2.1. 

To prevent thermo-acoustic instabilities, the far field boundary opposite the jet flow is defined as an 

air inlet with zero velocity. The Navier-Stokes Characteristic Boundary Conditions (NSCBC, Poinsot 

et al. 1992) are used to minimize the reflection coefficient of the inlet boundary. All other boundaries 

of the domain are adiabatic walls. The nozzle boundary layer is not resolved: an adiabatic slip 

condition is imposed on all walls, as previously published literature extensively validated this 

simplified approach for the LES of under-expanded jets (Vuorinen et al. 2013; Dauptain et al. 2010; 

Liu et al. 2009). 

The pressure in the H2 tank is estimated to decrease by 0.1% in a time Δ𝑡 = Δ𝑚/�̇� = 1.69 s, where 

Δ𝑚 is the discharged H2 mass and �̇� = 10−3 kg/s is the empirical mass flow rate (Ruggles et al. 

2012). Based on the velocity measurements at various axial locations (Li et al. 2021), the jet 

convective time between the nozzle and 160D is estimated to be 𝑡𝑐 = 3.05 × 10−3 s. The LES results 

are averaged after a transient time of 3𝑡𝑐, over a duration of 3𝑡𝑐, ensuring that the simulation reaches 

steady-state without any discharge or initial transient effects. 

                
(a) Full computational domain     (b) Nozzle and potential core region 

Fig. 1. Mid-plane view of the computational grid. 
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2. Results and discussion 

2.1. Validation of near field compressible structures 

By definition, the under-expanded jet undergoes an expansion at the nozzle exit. The deviation of the 

expansion process from an isentropic expansion is quantified by the discharge coefficient, defined as 

𝐶𝐷 = �̇�𝑟𝑒𝑎𝑙/�̇�𝑖𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑖𝑐 , where �̇� is a mass flow rate. As such, the discharge coefficient represents 

how much the effective mass flow rate (�̇�𝑟𝑒𝑎𝑙) decreases by non-isentropic effects. In the LES, the 

numerical discharge coefficient is almost one (𝐶𝐷 = 0.998), which is expected, since the boundary 

layer effects in the nozzle are not taken into account. Ruggles et al. (2012) reported a slightly lower 

discharge coefficient of 0.979, showing that the nozzle is almost ideal. Despite this 2% discrepancy 

on the mass flow rate, the LES jet’s main shock structures display a fair agreement with the 

experimental Schlieren images (Fig. 2). Following the terminology of Franquet et al. (2015), they are 

organized according to a highly under-expanded jet structure, with a repetitive pattern of shock cells 

following an initial barrel-shaped structure. At the nozzle exit, an expansion fan forms and gets 

reflected into the barrel shock (marker A), or intercepting shock, leading to a Mach disk (marker B) 

and a reflected shock (marker C). This pattern repeats several times until the outer mixing layer 

reaches the jet axis and leads to the jet’s potential core breakup, which occurs around 13D above the 

nozzle (Fig. 3). The intercepting shock, the Mach disk and the first reflected shock display a good 

accordance with the available experimental data (Fig. 2a). The Mach disk is located at a distance LMD 

= 3.16 mm from the nozzle exit with a diameter of 1.22 mm. Ruggles et al. (2012) measured a Mach 

disk height of 3.05 mm with a diameter of 1.30 mm, implying numerical relative errors of 3.6% and 

6%, respectively. The reflected shock angle is found to be equal to 30.1°. Behind the Mach disk, the 

flow is subsonic (Fig. 3a). By a converging nozzle effect induced by the surrounding triple point shear 

layer (markers D and E), the flow accelerates and reaches supersonic velocities again. A normal shock 

stabilizes at this location (marker F on Fig. 2b), which is found to be 3.8D = 5.75 mm above the 

nozzle exit, showing a fair agreement with the experimental data, which report a height of 6 mm. Just 

upstream of the Mach disk, the temperature drops to 60 K (Fig. 3a) and the pressure reaches 7100 Pa. 

Because of the locally low temperatures, the Mach number increases up to M = 4 in the first barrel-

shaped cell. Such cryogenic temperatures were also found in other studies accounting for real gas 

effects (Bonelli et al. 2013; Khaksarfard et al. 2010). Moreover, at these temperature and pressure 

conditions, hydrogen density is still well-predicted by the ideal gas equation of state. 

 

                 
(a) Mean Schlieren in the region of 

the first shock cells (𝑧/𝐷 = 0 − 4) 

(b) Mean Schlieren in the near 

field (𝑧/𝐷 = 0 − 14) 

(c) RMS Schlieren in the 

near field (𝑧/𝐷 = 0 − 14) 

Fig. 2. Comparison of mid-plane numerical Schlieren with line of sight Schlieren photographs from Ruggles 

et al. (2012) in the near field of the jet. Extracted experimental data is shown with ∘ symbols. 
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Figure 2b shows that the compressible structures following the first two normal shocks are slightly 

mispredicted. It could be linked to the grid resolution as well as the use of a slip condition at the 

nozzle wall. Indeed, the discrepancy was reduced by increasing the grid resolution and by resolving 

the nozzle boundary layer with a no slip wall boundary condition: they were found to have a 

significant impact on the destabilization of the mixing layer, which interacts with the various shocks 

and wave reflections in the shock train (not shown here). However, such levels of resolution are 

impractical for far field computations, which are the objective of the present study. 

The unsteadiness of the compressible structures is assessed through RMS Schlieren (Fig. 2c). The 

agreement with the experimental photograph is fair. In particular, the outer mixing layer width is 

well-retrieved. Avduevskii et al. (1971) defined an initial Reynolds number 𝑅𝑒𝑖 = 𝑈𝑒𝐿𝑀𝐷/𝜈∞, where 

𝑈𝑒 = 1231 m/s is the mean velocity at the nozzle exit and 𝜈∞ is the ambient air kinematic viscosity, 

to predict the location of the destabilization of the mixing layer. Here, the initial Reynolds number 

𝑅𝑒𝑖 = 2.2 × 105 should yield a turbulent shear layer directly at the nozzle exit since it is higher than 

104 (Avduevskii et al. 1971; Franquet et al. 2015). In their LES of the Sandia under-expanded 

hydrogen jet, Hamzehloo et al. (2014) observed mixing upstream of the Mach disk. In the present 

LES, Taylor-Goertler vortices around the intercepting shock destabilize the outer mixing layer, which 

seems to transition to turbulence approximately at the second normal shock height (Fig. 3b, 3c).  

Overall, even though some discrepancies exist in the jet potential core structure, the jet width seems 

to be captured fairly accurately. As it controls the transition to the subsonic mixing region, the near 

field modeling is considered acceptable to go further in the investigation of the far field and the lifted 

flame in reactive conditions. 

 

       
(a) Temperature and sonic line 

(black) 

(b) Numerical Schlieren (c) H2 mass fraction and 

stoichiometric line (white) 

Fig. 3. Instantaneous mid-plane fields in the near field of the inert jet. 

  

2.2. Validation of hydrogen dispersion in the far field 

In the far field, delimited by the region 53D to 160D where velocity and hydrogen concentration were 

measured, the jet has lost enough momentum and falls back to a subsonic regime. Its main 

characteristics are self-similar, and the pressure and temperature have reached those of the ambient 

air. Ruggles et al. (2012) indicate that the mean centerline temperature is within 1 K of the ambient 

temperature 53D above the nozzle exit. In the LES, ambient temperature is reached downstream of 

the 160D limit, indicating an overestimate of the jet transition region’s length. However, 53D above 

the nozzle, the centerline mean temperature is 289 K, hence within 2% of that of the ambient air. 

The far field jet dynamics are assessed using the velocity measurements conducted by Li et al. (2021). 

Overall, the LES results display a good agreement with the experimental data (Fig. 4, 5). At the most 

upstream section, the velocity magnitude is overpredicted near the jet centerline. The underprediction 
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of momentum dissipation also yields a slight underestimation of the jet width. Further downstream 

(𝑧 ≥ 133𝐷), momentum significantly decreases and matches the experimental data. 

 
Fig. 4. Comparison of mean velocity magnitude from the experimental data (Li et al. 2021) with LES results, 

superimposed with mean velocity isolines (from black to white: 95, 65, 50, 10 m/s). Continuous lines represent 

LES isolines. Dash-dotted lines represent experimental data. 

 

 

Fig. 5. Radial profiles of mean axial velocity at different axial locations. 

The jet mixing rate is correctly captured by the LES (Fig. 6). The mean and RMS hydrogen mass 

fraction fairly agree with the measurements. The rate of decay of centerline hydrogen mass fraction 

is well-retrieved, as well as its fluctuations (Fig. 7). The jet half width, where half the centerline 

mixture fraction is reached, is also accurately captured (Fig. 8). 
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(a) Mean (b) RMS 

Fig. 6. LES results and experimental data (Ruggles et al. 2012) of mean and RMS H2 mass fraction. 

 

 

                 

(a) Inverse of mean H2 mass fraction (b) RMS H2 mass fraction 

Fig. 7. Centerline mean and RMS H2 mass fraction versus axial distance from the nozzle exit. 

 

 

 
Fig. 8. Jet half-width versus axial distance from the nozzle exit. 

The mean flammability limits in the jet are shown in Fig. 9 along with the stoichiometric line. The 

Upper Flammability Limit (UFL) contour tip reaches 35D = 51.9 mm and its maximum radius is 2.5 

mm, located 22D = 33.55 mm above the nozzle. As the Lower Flammability Limit (LFL) contour tip 

is located outside the grid well-refined region, it is extrapolated from the rate of decay of the mean 

hydrogen mass fraction displayed in Fig. 7a. The LFL contour is estimated to cross the jet axis at 𝑧 =
1040𝐷 = 1.56 m above the nozzle. The flammability limits of hydrogen lead to a large flammable 

region so that the presence of an ignition source in most of the jet would ignite it. Experimental studies 

of high-speed hydrogen jet flames report that the flame tip coincides with a hydrogen mole fraction 

of 11% (Molkov et al. 2013). In the present case, the 11% limit extrapolated from the hydrogen decay 

rate is found to be 𝐿/𝐷 = 360. One may note that this value is of the same order as the value 

estimated by the correlation for flame length proposed by Bradley et al. (2016), which yields 𝐿/𝐷 =
42𝑈∗0.4 = 454. The stoichiometric line reaches the centerline at a height Lst = 118D = 177.35 mm 

above the nozzle. The stoichiometric contour reaches its maximum radius at a height of 67D = 100.22 

mm with a radius of 7D = 10.76 mm. 

The assessment of the far field LES results demonstrates that they are adequate to potentially feed 

lower fidelity models or LES relying on a notional nozzle approach. This could be an advantage when 
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studying configurations that are outside the scope of notional nozzle models such as jets exposed to 

some degree of confinement, jets in cross-flow, or exiting from high aspect ratio nozzles. 

 

 
Fig. 9. Mean H2 mass fraction in the inert jet, superimposed with LFL (white), stoichiometric (gray), and UFL 

(orange) isolines. 

 

2.3. Lifted flame stabilization 

In this section, the hydrogen jet is ignited and an established lifted flame forms in the far field region 

of the jet. The present study focuses on the established jet fire and does not address its ignition 

dynamics. For the reactive case, hydrogen-air chemistry is modeled by the detailed San Diego 

mechanism for hydrogen composed of 9 species and 21 reactions (Saxena et al. 2006). The Thickened 

Flame model (Colin et al. 2011) is used to handle premixed fronts using dynamic thickening 

combined with the Takeno flame index (Yamashita et al. 1996) to identify premixed flame fronts.  

After ignition, the established flame stabilizes 52D = 78 mm above the nozzle. This lift-off height is 

in accordance with the correlation developed by Bradley et al. (2019), which yields a lift-off height 

H = 53D where  
𝐻

𝐷
= (−0.0002𝑈∗2 + 0.19𝑈∗ − 3.3)/𝑓 , (2) 

with 𝑓 = 0.756 the ratio of hydrogen to air mole fractions at an equivalence ratio 𝜙 = 1.8 and  

𝑈∗ =
𝑢

𝑠𝐿
(

𝜈

𝐷𝑠𝐿
)

0.4 𝑃𝐻2

𝑃∞
= 385 . 

(3) 

In the present case, u = 940 m/s is the sonic velocity after isentropic expansion, 𝑠𝐿 = 3.07 m/s is the 

maximum laminar flame speed and ν is the hydrogen-air viscosity at 𝜙 = 1.8  under ambient 

conditions. In the LES, the flame stabilizes in a region where fuel and oxidizer are well mixed and 

the lift-off plane is located downstream of the UFL contour tip. The flammability of the jet core is 

expected to have a significant impact on the flame stabilization mechanism. The lift-off height is 

unperturbed by the local turbulent fluctuations and remains constant in time. This observation is 

consistent with the findings of Upatnieks et al. (2004), who reported that only large eddies, of 

diameter larger than the jet radius at the lift-off location, could disturb the lift-off height, up to a factor 

of 5%. 
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(a) Flame index 𝜂 (b) Heat release rate (c) Hydroxyl mass fraction 

Fig. 10. Instantaneous mid-plane fields of the reacting jet, superimposed with LFL (black), UFL (light gray) 

and stoichiometric (medium gray) isolines. The flame index is defined by 𝜂 = (𝜉 − 𝜉𝑠𝑡)/|𝜉 − 𝜉𝑠𝑡| ×
1

2
(1 +

𝐺𝐹𝑂/|𝐺𝐹𝑂|)  (Lock et al. 2005) with the following coloring: deep blue is lean premixed, yellow is rich 

premixed, and green is non-premixed. 

The envelope of the flame is a diffusion front burning on the stoichiometric line 𝜉𝑠𝑡 = 0.028 (Fig. 

10). A rich premixed branch, curved by the high momentum of the jet, stabilizes in the jet’s core, 

which was also captured in the DNS of a high speed hydrogen lifted flame by Mizobuchi et al. (2002). 

The rich premixed fronts extend towards the outer boundary of the jet and meet the flame’s diffusion 

envelope on the stoichiometric line (Fig. 11). The rich premixed fronts burn at a maximum 

equivalence ratio of 2.6 and the lean premixed branch extends down to the LFL, burning at a minimal 

equivalence ratio of 0.1. In consequence, the flame base is formed by 3 branches, burning in different 

combustion regimes, with lean premixed fronts forming the flame leading edges. The determination 

of the precise mechanism controlling the flame tip stabilization is left for future work. 

 

 
Fig. 11. Mid-plane instantaneous flame index 𝜂 (Lock et al. 2005) at the flame base, superimposed with 

streamlines, LFL (black) and stoichiometric (medium gray) isolines. Deep blue is lean premixed, yellow is rich 

premixed, and green is non-premixed. 

3. Conclusions 

The LES of a hydrogen under-expanded jet in ambient air is performed in non-reacting and reacting 

conditions. Results are validated against non-reacting experimental measurements in the near and far 

fields. The shock train and the initial shear layer spreading rate are accurately captured. However, the 

destabilization of the mixing layer is not fully resolved on the grid, which affects the capture of some 

shock train structures. The near field discrepancies do not seem to affect the far field to a significant 
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extent, as both velocity and mixing rate are well-retrieved in this region. In the far field, the self-

similar dynamics of the jet and the hydrogen rate of decay are accurately captured. It is found that 

hydrogen mass fraction decays rapidly on the jet axis, making the central part of the jet flammable at 

the observed lift-off height of the reacting jet. The lift-off distance captured by the LES is consistent 

with the correlation proposed by Bradley et al. (2019) and the global structure of the flame is in 

accordance with previous studies of lifted hydrogen flames. The flame base is composed of an inner 

rich front, an outer lean front, and a non-premixed envelope.  

Immediate perspectives include the investigation in further detail of the stabilization mechanism of 

the under-expanded jet flame. In particular, the role of the edge flame and turbulent premixed flame 

concepts will be evaluated. In a subsequent step, the effect of injector geometry on flame stabilization 

should be considered, using high aspect ratio nozzles. LES has been validated in this canonical setup, 

and should be able to tackle more realistic scenarios such as the presence of a strong cross-flow and 

confinement effects, which could alter significantly the flame stabilization and thermal loads. 
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Abstract 

To reduce carbon dioxide emissions, energy carries such as hydrogen consider to be a solution. 

Consumption of hydrogen as a fuel meets several restrictions such as its low volumetric energy 

density in gas phase. To tackle this problem, storage as well as transportation in liquid phase is 

recommended. To be able to handle this component in liquid phase, an efficient thermal insulation 

e.g., MLI insulation is required. Some studies have been revealed vulnerability of this type of 

insulation against high heat flux, for instance a fire accident. Some investigations have been depicted 

the importance of consideration of the MLI thermal degradation in terms of its reflective layer. 

However, limited number of studies have been focused on the thermal degradation of spacer material 

and its effect on the overall heat flux. 

In this study, through systematic experimental measurements, the effect of thermal loads on glass 

fleece, glass paper as well as polyester spacers are investigated. The results are reported in various 

temperature and heat flux profiles. Interpreting the temperature profiles revealed as the number of 

spacers in the medium increases, the peak temperature detectable by the temperature sensor on the 

measurement plate decreases. Moreover, the contribution of each individual spacer in all cases 

regarding the experimental temperature range is assessed to be around 8%. This value may increase 

to around 50% for glass paper and polyester spacers, and to around 25% for glass fleece spacers as 

the number of spacer layers increases up to six layers. 

To utilize the outcomes of the experiment later and integrate the results into numerical and CFD 

simulations, a model is proposed for the mentioned experimental temperature range up to 300°C to 

predict a heat flux attenuation factor. The model proposes a fitting factor that can reproduce the least 

square fitted line to the experimental data. 

Keywords: Multi-Layer Insulation, Cryogenic, Liquid Hydrogen, Heat transfer 

 

Nomenclator 𝑨 Area [m2] 𝑳 Total thickness of spacers layers 

[m] 𝑪 Thermal capacity per unit area [J/ (K m2)] 𝑴 Air molar mas [kg/mol] 𝒄𝒑 Specific heat at constant pressure [(J kg)/K] 𝒏 Effective refractive index [-] 𝒅 Fiber diameter [m] 𝑷𝒓 Residual pressure [Pa] 𝑫𝒙 Spacer thickness [m] 𝒒 Heat flux [w/m2] 𝒆 Effective extinction factor [kg/m2] 𝑹 Universal Gas constant [J/mol K] 𝒇 Relative density of spacer material [-] 𝜶 Fitting parameter [-] 
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𝒉𝒅𝒊𝒔𝒔 Energy dissipation factor 𝜹 Measurement plate Thickness [m] 𝒌𝒈 Gas conduction constant in continuum regime [w/ 

(m K)] 

𝜺 Emissivity [-] 

𝜻 Molecular degree of freedom subscripts 𝜽 Accommodation coefficient [-] 𝒆𝒙𝒑 Experimental 𝝆 Density [kg/m3] 𝒈. 𝒄𝒐𝒏 Gas conduction 𝝈 Stefan Boltzmann coefficient [W/m2K4] MP Measurement plate 𝝋 Attenuation factor [-] 𝑷 Pressure 

  𝑹𝒂𝒅 Radiation 

  𝑹𝑺 Radiative Source 

  𝒕𝒉 Theoretical 

1.  Introduction 

Now a days, transitioning towards achieving zero CO2 emissions has become a global concern, 

necessitating rigorous efforts across various industrial sectors (Preuster et al., 2017; Speirs et al., 

2019). In this attempt, hydrogen is identified as a promising alternative to fossil fuels. Notably, its 

liquid form (LH2) is favored for energy storage, offering a higher energy density per unit volume 

than its gaseous counterpart, even under high-pressure conditions (Kunze & Kircher, 2012). 

However, the transition to liquid hydrogen requires significant energy for liquefaction and demands 

secure and cost-effective storage solutions. 

Double-walled storage tanks, featuring high vacuum levels of insulation part, are commonly used in 

small to medium scale applications. To further improve insulation efficiency, the industry standard 

now includes the use of multi-layer insulation (MLI) systems in conjunction with high vacuum. 

Referring to the study of Fesmire (2015), high vacuum considers pressure from 1.33×10-4 to 0.133 

Pa, and moderate vacuum from 0.133 to 1333 Pa. An MLI insulation system consists of reflective 

layers interlevel with low conductive spacer materials. Reflective layers are aimed to block the 

radiation mood of energy transportation whereas spacers are required to reduce the conduction heat 

transfer between reflective layers by providing sufficient space that prevent any direct contact 

between reflective layers. These systems are compact and provide superior insulation efficiency 

(Sutheesh & Chollackal, 2018). Although primarily designed for cryogenic applications, MLI 

systems are susceptible to damage from high heat flux events, such as those experienced during fire 

accidents. The material composition of MLI become important in its degradation. The MLI 

degradation can significantly increase heat leakage toward the stored cryogenic fluids, causing rapid 

vaporization and leading to Boiling Liquid Expanding Vapor Explosion (BLEVE). This not only risks 

the integrity of the storage tanks but also poses significant safety hazards. The degradation affects 

both the reflective layers and the spacers within the MLI system. 

Primarily, the MLI insulation has been extensively studied by researchers such as McIntosh (1994) 

and Lisowski & Lisowski (2019). However, these studies did not account for any thermal 

deterioration effects on the performance of the insulation system. Wingarden et al. (2022) conducted 

a study that highlighted the short time to failure of medium-scale liquid hydrogen (LH2) tanks 

equipped with MLI insulation. Additionally, research by Eberwein et al. (2023) and Complese et al. 

(2023, 2024) has shown the vulnerability of polyester based MLI and its spacers to high temperatures, 

such as those experienced in fire accident scenario. Eberwein et al. (2024) further revealed that in the 

case of non-combustible MLI, spacers within the insulation system remain intact even after the 

deterioration of reflective layers. Therefore, their investigations reported considerable heat flux 

difference in case of different spacers. 

This observation underscores the importance of investigating the impact of spacer on the overall 

performance of the insulation system. To date, only a limited number of studies, including those by 

DeWitt (1968), Daryabeigi et al. (2007, 2011), and Johnson et al. (2014), have examined heat transfer 
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through spacer materials under conditions of high temperature and pressure. These studies typically 

employ a two-flux heat transfer model to explore the effects of extreme boundary conditions on heat 

transfer, both in steady-state and transient scenarios. However, research into the thermal degradation 

impacts on insulation systems remains rare, primarily due to technical complexities and the need for 

extensive data. 

To enhance the safety margins of insulation designs and extend the time to failure of tanks, it is 

imperative to conduct comprehensive studies on the behavior of spacers under various conditions. 

This study assesses the influence of spacers on the overall heat transfer from the radiative source 

toward the measurement plate. Based on experimental observations, a straightforward model has been 

developed to quantify the effect of the number of spacer layers on heat resistance applied on direct 

radiative heat flux. This model aims to provide insights into optimizing MLI systems for enhanced 

thermal performance and safety in cryogenic storage applications. 

 

2. Experiments 

In this study, the specimens utilized are polyester, glass fleece, and glass paper spacers which are 

commonly applied in either combustible or non-combustible MLI insulations, as detailed in Table 1.  

Table 1. Spacer samples specifications 

A superscript (*) denotes the base material from which the spacer is fabricated. 

 

To prevent bending of spacer at the center and holding the spacer as flat as possible, all samples are 

supported with a steel ring, as depicted in Fig. 1. The experimental setup shown in Fig. 1 involves 

subjecting the sample to thermal loads within a Low Temperature Thermal Vacuum Chamber 

(LTTVC). This chamber is equipped with a gas-tight lid, to which temperature and pressure sensors, 

as well as a vacuum pump, are connected. The LTTVC is engineered to maintain a moderate vacuum 

condition of around 1.2 mbar to simulate the degraded vacuum and creating an appropriate test 

environment. Since for analysing fire scenarios, all insulating materials cause a degradation of the 

vacuum (Eberwein et al., 2024). Thermal loading is achieved through an electrical heating system on 

which the chamber is placed. The bottom of the chamber is equipped with a thermocouple to report 

the time dependent temperature of the bottom part which from now on is termed the ‘Radiative Source 

(RS)’. 

 A vertical rod supports an insulation screen that is positioned parallel to the radiative source (heating 

system in Fig. 1) and is adjustable in height. Heat flux measurements are facilitated by a 0.05 mm 

thin rectangular steel plate 50 to 80 mm2 designated as the Measurement Plate (MP), which is 

mounted on the screen. A thermocouple is attached to its surface via spot welding to monitor 

temperature changes. 

Property  Symbol Unit Spacer 

Material  - - Glass fleece Glass paper Polyester 

Thickness  Dx m 6.27×10-4 - 2.88×10-4 

Fiber Diameter 𝑑  m 1.6×10-5 - - 

Density  𝜌  kg/m3 2500* 2500* 1180-2200 

Thermal Conductivity  𝑘  W/ (m K) 0.8* 0.8* 0.195 

Specific heat capacity  𝑐  J/ (kg K) - - 1100 

Relative density   𝑓 - 0.0176 0.011 0.0358 
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Fig. 1. LTTVC, spacer, and measurement plate 

 

To ensure precise boundary conditions for the experimental setup, both the RS and one side of the 

MP (faced down toward the RS) are coated with high emissivity paint to bring the surface emissivity 

of 0.82 in applied temperature range of the LTTVC. Insulation screen is aimed to minimize heat loss 

of the non coated side of the MP, by using 10 layers of non-combustible MLI. Furthermore, the 

chamber's inner sidewall was insulated with 20 mm thick PROMAGLAF®. This insulation reduces 

thermal dissipation by radial radiation and build the support of the sample holder, which can be 

adjusted at a desirable height relative to the RS.  

3. Method 

The investigation is focused on the various types of spacers used in both combustible and non-

combustible sets of MLI insulation. Therefore, polyester type spacer is used in case of combustible 

MLI materials whereas glass fleece and glass paper spacers are chosen in case of non-combustible 

MLI materials. Previous experimental investigations conducted by Eberwein et al. (2024) have 

shown, in terms of non-combustible MLI insulation, its spacers can withstand fire conditions even 

after the degradation of their underlaying reflective layer. As a result, during the MLI degradation 

process and reflective layer deterioration, the spacers may directly be exposed to radiation from the 

radiative source.  

To assess the contribution of a single spacer to the overall heat transfer, calibration of LTTVC system 

is initially required. The experimental setup facilitates the indirect determination of the heat stored in 

the measuring plate at any moment, referred to as the ‘Experimental heat flux (𝑞𝑒𝑥𝑝  )’ which can be 

seen in Eq. 1. This determination is based on the measurement plate's temperature and its thermal 

capacity per unit area 𝐶 (Eq. 2). In LTTVC, a part of energy is considered to be dissipated through 

the lateral wall as it is connected to the RS. Hence, the calibration test only considers the radiative 

heat transfer from the radiative source as well as gas conduction heat transfer and excludes the 

dissipated portion of energy flow that happens through the wall. Since the area of the MP is relatively 

small in comparison to the radiative source, some heat is also expected to be dissipated through the 

background screen behind the measuring plate which is accounted in the calibration test as well. 

As mentioned above, within a moderate vacuum environment of approximately 1.2 mbar, the 

dominant heat transfer modes are assumed to be radiation and gas conduction (Daryabeiygi, 2011). 

Hence, by comparing the theoretical heat transfer (𝑞𝑡ℎ) from Eq. 3 with the experimental data, it is 

possible to calculate an overall dissipation heat transfer coefficient (hdiss), which reflects all possible 

dissipation of heat in calibration experiments. This coefficient is obtained using the least squares 

method to analyse the discrepancy between theoretical and calibration experiment in Eq. 4. Roles of 
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radiation 𝑞𝑟𝑎𝑑, and gas conduction 𝑞𝑔,𝑐𝑜𝑛𝑑 in the system's heat transfer are outlined in Eq. 5 and Eq. 

6, respectively. 

Table 2. Equations used in the analysis. 𝑞𝑒𝑥𝑝  = 𝐶 𝑑𝑇𝑑𝑡          (1) 

𝐶 = 𝛿 𝐴 𝜌 𝐶𝑝𝐴           (2) 

𝑞𝑡ℎ = 𝑞𝑟𝑎𝑑 + 𝑞𝑔,𝑐𝑜𝑛𝑑       (3) 

∆𝑞 = 𝑞𝑡ℎ − 𝑞𝑒𝑥𝑝  − (ℎdiss ∗ ∆𝑇)  (4) 

𝑞𝑟𝑎𝑑 = 𝜎( 1𝘀𝑅𝑆 + 1𝘀𝑃 − 1) (𝑇𝑅𝑆4 − 𝑇𝑃4)  (5) 

𝑞𝑔,𝑐𝑜𝑛𝑑 = 1
(𝐷𝑥𝑘𝑔 + 2 − 𝜃𝜃 · √𝜋𝑀𝑇𝑀2𝑅(1 + 𝘁4) 𝑃𝑟) (𝑇𝑅𝑆 − 𝑇𝑃)  (6) 

𝜑 = ∆𝑞 + 𝑞𝑒𝑥𝑝 − 𝑞𝑔,𝑐𝑜𝑛𝑑 + (ℎdiss ∗ ∆𝑇)𝑞𝑟𝑎𝑑  
(7) 

 

The reduction in heat transfer by imposing each spacer is primarily due to two mechanisms: the 

attenuation of incident radiation, known as radiation resistance, and the reduction of gas conduction 

heat transfer. Comparing the experimental heat transfer in the presence of a spacer with that of the 

calibration test enables the determination of an attenuation factor (𝜑), that accounts for any means of 

heat flow attenuation. In this study, it is suggested that the spacer's contribution to conduction heat 

resistance is negligible compared to radiation resistance. Eq. 7 is used to calculate the attenuation 

factor that directly applied on radiation heat transfer. Sequentially, the effective portion of heat that 

meets MP is assumed to equal to 1-𝜑 of the total radiation heat transfer. It is important to note that 𝜑 

varies with the number of layers and the medium's temperature. 

 

4. Results and discussion 

Fig. 2 to Fig. 5 display the temperature profiles of the RS with solid lines, and the temperature of the 

MP with dashed lines, to offer insight into temperature variations of glass fleece spacer across four 

experiments. Each figure includes three trials under the same experimental conditions, with the 

calibration test being the only scenario without a spacer. The analysis begins when the MP's 

temperature reaches 25°C. The temperature increasement trend of the other specimens is also the 

same trend as in glass fleece spacer specimen. 
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Fig. 2. RS temperature vs MP temperature in 

the calibration experiment 

Fig. 3. RS temperature vs MP temperature for 

experiment with one glass fleece spacer layer 

 

  

Fig. 4. RS temperature profile vs MP 

temperature profile for experiment with 3 glass 

fleece spacer layers 

Fig. 5. RS temperature profile vs MP 

temperature profile for experiment with 6 glass 

fleece spacer layers 

 

Due to the RS's higher heat capacity, its temperature profile initially rises gradually, in contrast to the 

MP's temperature profile, which increases more steeply. However, after 200 seconds of the 

experiments, both the RS and MP profiles exhibit comparable temperature increase trend across all 

experiments. Notably, the MP's temperature profile in the calibration experiment shows the highest 

temperature peak, closely mirroring the RS's profile. Introducing spacer layers leads to a gradual 

reduction in the slope of the MP's temperature profile. A comparison of the MP's maximum 

temperatures across different experimental scenarios indicates that adding spacer layers reduces the 

MP's peak temperature. 

It's important to note that one potential reason for observing minor differences in temperature profiles 

across different trials in an experiment could be due to variations in the orientation of the fibres within 

the glass fleece material. Additionally, the way that the spacer layers are stacked on top of each other 
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might not be consistent, leading to changes in the fibre geometry from one sample to another. This 

could result in slight variations in temperature profiles. Building on the research of Caps et al. (1996), 

the radiative conduction coefficient is related to the radiation incident that directly connected to the 

design of fibres in spacers as mentioned above, see Eq. 8. 𝑘𝑟𝑎𝑑 = 163 𝑛2𝜎 𝑇3𝑒 𝑓  
(8) 

Where 𝑒  refers to the effective extinction factor [kg/m2], 𝑓 represents the relative density of a spacer 

[kg/m3],  𝑇 is the spacer temperature [K], 𝑛 is the effective refractive index of the insulation medium 

and 𝜎 is the Stefan Boltzmann coefficient 5.67×10-8 [W/m2K4]. Both refractive index and extinction 

coefficient are depending on the incident radiation wavelength and the temperature of the medium. 

In line with the outcome of the experimental evidence, the radiative coefficient of the spacer material 

depends on the relative density which in turn can be shown by the number of layers. 

 

 

Fig. 6. Average heat transfer shown with polynomial fitted line for experimental cases for glass 

fleece. 

 

Consistent with these observations, Fig. 6 illustrates the time dependent average experimental heat 

flux through glass fleece spacer for various trials over the experimental duration. An initial drop in 

heat flux is observed due to a delay in the temperature increasement of the RS. However, as the RS 

approaches its maximum heat capacity, the temperature rise becomes dominant, resulting in a linear 

increase in experimental heat flux. When the RS temperature approaches the MP's temperature 

profile, consequently, the temperature difference across the MP decreases, leading to a reduction in 

absorbed heat over time. Analysis of the average heat flux absorbed by the MP indicates that 

increasing the number of spacer layers reduces overall heat flux. Moreover, comparing the slope of 

the heat fluxes between 200 s and 400 s reveals that the effect of adding spacer layers on the 

attenuation factor is not linear. 
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 The attenuation factor, indicative of the portion of heat flux mitigated by additional radiative thermal 

resistance, is calculated by analysing two distinct experimental time frames separately. Despite 

varying trends in heat flux between 0 to 300 s and 300 s to 400 s, the experimental attenuation factor 

shows up to 20% variation in the results for the case of glass fleece and 10% in the results of glass 

paper as well as polyester spacers between two different time frames. 

Fig. 7 and Fig. 8 detail the attenuation factor attributed to the number of spacer layers. In calibration 

experiments, where no sample is present, the attenuation factor 𝜑 is zero. As the number of layers 

increases, the resistance grows. The error bars indicate the variability in additional heat resistance 

across different trials, with resistance contributions reaching approximately 50% in scenarios with 

the maximum number of spacer layers. This finding aligns with the earlier analysis of the average 

heat flux slope. 

 

 

Fig. 9. Comparison of different time frame for 

glass paper spacer and its impact on attenuation 

factor 

 

Fig. 10. Comparison of different time frame for 

polyester spacer and its impact on attenuation 

factor  

 

Fig. 7. Attenuation factor vs the number of 

spacer layers of glass fleece for time frame of 0 

to 300s 

Fig. 8. Attenuation factor vs the number of 

spacer layers of glass fleece for time frame of 

300s to 400s 
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Similarly, Fig. 9 and Fig. 10 are illustrated the impact of glass paper and polyester spacer on the 

overall heat transfer in two different time frames of experiments, respectively. There is slightly 

variation with respect to the time frame in both cases that are not exceeding 10% regarding the 

maximum predicted value. As the range of the time of analysis increases, the measured heat resistance 

is being slightly higher than when the time frame is being smaller. However, in the case of polyester 

spacer it can be seen that even 5 layers of those spacers can bring the same resistance as the glass 

paper imposes in the system.  

Interpreting the results for all spacer materials has led to the development of an empirical correlation 

that can predict the amount of additional heat resistance in terms of the number of layers, which also 

depends on the temperature range. The experimental results suggest that the attenuation factor, 

represented by the 𝜑 value, is not a linear function of the number of spacer layers but instead follows 

an exponential trend. Consequently, an exponential model (Eq. 9) is proposed, fitted to the data using 

the least squares method. 

 𝜑𝑚𝑜𝑑 = 𝑒−𝛼𝛤 (9) 

 

This model, which predicts the attenuation of radiative heat transfer based on the number of layers 

(Γ), incorporates a fitting parameter α to minimize the difference between the model and the 
experimental least square attenuation factors that you can find the fitted value in Table 2. 

 

Table 3.  α value for all spacer materials in the specific time frame 

Spacer material Time range α 

Glass fleece 300s to 400s 0.1121 

Glass paper 300s to 400s 0.1154 

Polyester 300s to 400s 0.092 

 

 

Fig. 11 Comparison of polyester, glass fleece and glass paper spacers 
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In summary, Fig. 7 to Fig. 11 present for all tested samples, that with the increasing number of 

spacers the heat resistance increases which also results in an increasing attenuation factor.  

Furthermore, from all samples glass paper spacers have the lowest attenuation factor. This result 

aligns with the findings of Eberwein et al. (2023), where lower damage in the test regarding MLI 

with glass paper was observed compared to the test regarding MLI with glass fleece. As previously 

mentioned, the relative density of the material, the geometry of fibers in these spacers, and optical 

properties may play a crucial role in reducing radiative heat transfer from the RS. Note that for 

higher temperature beyond the pyrolysis temperature of polyester it is expected that the polyester 

spacer cannot withstand for all the duration and become completely deteriorate similar to the results 

of Eberwein et al., as mentioned before. 

It is worth noting that in real conditions, there is an optimum ratio of spacer thickness (in term of 

number of spacer) to insulation thickness. However, using a spacer with higher density may increase 

the attenuation of radiation; it may also increase solid and gas conduction within the spacer material 

and lead to an increase in the overall heat transfer coefficient. 

5. Conclusions 

This study focuses on analyzing spacer materials used in MLI insulation systems either combustible 

or non-combustible, particularly their impact on radiation transmission from a heat source through 

the spacer after thermal deterioration. Utilizing systematic experimental methodologies, the behavior 

of glass fleece, glass paper and polyester spacers under thermal loads are explored. The experiments, 

conducted in a LTTVC simulating a moderately degraded vacuum condition, assess heat transfer 

mechanisms, including radiation and gas conduction, and evaluate the spacers' effectiveness in 

attenuating heat flow.  

Comparative analysis of temperature profiles and heat flux measurements across various 

experimental setups for different types of spacers reveals that spacers not only modify the thermal 

gradient within the system but also may lower the peak temperature on the Measurement Plate (MP). 

Variations in temperature profile observed in each test trial of an experiment may occurred due to the 

orientation and geometry of the fibers; however, multiple trials indicate that this deviation does not 

exceed a 20% variance from the average value in case of glass fleece or polyester spacers. 

Furthermore, experiments with glass paper also shown even smaller deviation in their temperature 

profile. 

Importantly, comparing the effect of radiation versus gas conduction point to the fact that the 

reduction in heat transfer in case of MLI layer thermal deterioration is primarily due to the attenuation 

of incident radiation, with a secondary effect from diminished gas conduction heat transfer. This 

attenuation, however, does not scale linearly with the number of spacer layers but instead follows an 

exponential trend. 

The result of attenuation factor shows that introducing even a single spacer layer to the direct radiation 

can reduce thermal radiation transmission toward the MP by less than 8% for both glass paper and 

polyester spacer whereas glass fleece shows slightly lower value. Moreover, this attenuation for both 

glass paper and polyester spacer as well as glass paper spacers are potentially increasing to around 

50% and 25%, respectively, as the number of layers increases up to six. Based on this research, 

radiation heat flux especially at higher temperature may decrease using thicker spacers (more spacer 

layers) in order to increase the safety margins. Nevertheless, increasing the spacer material in the 

insulation system may negatively impact the vacuum pressure by introducing more pyrolyzed 

material in the mentioned space during MLI thermal deterioration. 

This research underscores the importance of considering the properties and configuration of spacer 

materials in design and optimization of insulation for cryogenic conditions and high-heat-flux 

environments. The empirical modeling approach based on the material and number of spacer layers 

represents a significant understanding in the thermal dynamics within MLI systems. Moreover, it can 
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cover the way for prediction of durability of an insulation system under high thermal loads. Supported 

by experimental data, this model highlights the crucial role of spacers in enhancing the insulation 

efficiency of MLI systems against direct radiative heat transfer. However, the thermal behavior of 

different spacer materials within insulation systems needs more investigation on inception of spacer 

and reflective material in degradation mechanism.  
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Abstract 

Experiments were performed in a 12.7 cm by 7.6 cm rectangular channel to study the interaction of a 

fast-flame with an obstacle mounted on the channel bottom wall after a back-facing step. A fast-flame 

was generated upstream of the back-facing step by passing a CJ detonation wave through a perforated 

plate and then the diffracting shock-flame complex interacted with the obstacle. Two obstacle heights 

(2.54 cm, 3.81 cm) and standoff distances from the back-facing step (6.35 cm, 11.43 cm) were 

investigated. The test mixture was stoichiometric hydrogen-oxygen and nitrogen-diluted 

stoichiometric ethylene-oxygen. The fast-flame velocity was varied via the initial pressure in the 

range of 15 and 24 kPa. High-speed side-view schlieren, chemiluminescence visualization, and soot 

foils were used to study the interaction. For all obstacle configurations, two detonation initiation 

modes were observed: one directly due to shock reflection from the obstacle face (strong ignition) 

and the other due to the interaction of the obstacle-reflected shock with the trailing flame. For the 

shorter obstacle standoff position, shock focusing resulted in strong detonation initiation at the bottom 

internal corner of the obstacle. For the larger obstacle standoff position, strong detonation initiation 

occurred following normal reflection of a Mach stem shock with the obstacle face. Because the Mach 

stem height was smaller than the obstacle height, the reflection of the incident shock with the obstacle 

top external corner produced a shock traveling down the obstacle face that affected the critical 

condition for strong detonation initiation compared to that reported in other studies for a planar shock. 

Keywords: detonation, shock, shock reflection, DDT 

Introduction 

Explosions occur in industries that process, store, and transport flammable gas. The increased interest 

in the use of hydrogen, and hydrogen-enriched fuels for transportation and power generation has 

brought this concern to the forefront (Midilli et al. 2005). The worst-case explosion scenario involves 

the ignition of a flame via a weak energy source, and its subsequent acceleration and transition to 

detonation. For deflagration-to-detonation transition (DDT) to occur the flame accelerates to a 

velocity of roughly the speed of sound of the combustion products. At this velocity a shock wave 

precedes the turbulent flame, and the shock-flame complex is referred to as a fast-flame. This 

magnitude of flame acceleration is possible if the flame is laterally confined and the flow path 

contains obstructions that can distort the flame and generate turbulence ahead of the flame (Ciccarelli 

and Dorofeev, 2008). This phenomenon is typically studied in a cylindrical tube equipped with orifice 

plates (Cross and Ciccarelli, 2015). Hashemi Mehr and Ciccarelli (2023) showed that in this geometry 

the transition to detonation is driven by shock reflection from the orifice plate face. If the orifice plate 

diameter, d, is equal to or smaller than 13 detonation cells, i.e., d<13, the detonation wave fails due 

to diffraction as it passes through the orifice. The shock, trailed by the decoupled reaction zone (i.e., 

turbulent flame), subsequently interacts with the next orifice plate potentially leading to detonation 

re-initiation. Shock interaction with an obstacle is thus an important phenomenon both in terms of 

DDT as well as detonation propagation in an obstructed channel.  

Voevodsky and Soloukhin (1965) used streak schlieren photography to study detonation initiation at 

a wall following normal shock reflection using in a stoichiometric hydrogen-oxygen mixture. They 

reported two types of detonation initiation modes. Strong ignition was found for high-reflected shock 
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temperatures where a detonation initiated from a single ignition site, and mild ignition occurred at 

lower temperatures at multiple flame ignition sites that merge and transition to detonation some 

distance from the end wall. Meyer and Oppenheim (1971) used full channel-height high-speed 

schlieren visualization to study strong and weak detonation initiation in great detail. Theys showed 

that for the highest reflected shock temperatures ignition was homogeneous across the end wall 

producing a planar detonation that overtakes the reflected shock wave. For lower temperatures, weak 

detonation initiation involved a loci of ignition sites at the end wall (referred to as mild ignition in 

(Voevodsky and Soloukhin, 1965)) that resulted in an accelerating flame that transitioned to 

detonation. They observed that weak detonation initiation typically occurred where multiple flame 

fronts converged and hypothesized that initiation was driven by converging compression waves ahead 

of the flame (Meyer and Oppenheim, 1971). They proposed a criterion for the transition from strong 

to weak detonation initiation based solely on chemical kinetics. For a planar incident shock interaction 

with an obstacle, Thomas et al. (2002) showed that expansion of the doubly shocked gas next to the 

obstacle increases the minimum (or critical) incident shock Mach number required for strong 

detonation initiation compared to a wall reflection. They proposed a detonation initiation limit that 

took into account the ratio of the chemical reaction time-scale at the reflected shock temperature and 

pressure and the time for an acoustic wave to transit across the obstacle face. Thomas et al. only 

reported strong ignition. Recently, Yousefi Asli Mozhdehe et al. (2024) performed similar shock tube 

experiments and reported a new type of weak detonation initiation mechanism linked to the reflected 

shock bifurcation stagnation bubble. 

 

For DDT in an obstacle-laden channel, the shock wave preceding the turbulent flame approaches the 

obstacle obliquely.  Gelfand et al. (2000) performed experiments in a shock tube with a symmetric 

90o wedge reflector (90o re-entrant corner). They showed that shock focussing greatly enhances the 

initiation process due to the higher pressure and temperature generated in the wedge. Direct 

detonation initiation (strong ignition) occurred at the wedge apex, but mild ignition could also lead 

to detonation initiation outside the wedge, i.e., weak detonation initiation (Meyer and Oppenheim, 

1971). Chan et al. (1995) studied the detonation initiation process when a Mach stem forms before a 

2.54 cm obstacle. They showed that for stoichiometric hydrogen-oxygen the critical Mach number of 

the Mach stem ranged from 2.5-2.8. They also studied the initiation process when a steady-state Mach 

stem collides with an obstacle mounted onto a variable angle ramp. They found that detonation occurs 

if the post reflected shock temperature exceeded 1150 K. They did not report weak detonation 

initiation, as in (Gelfand et al., 2000). Recently, Rudy et al. (2023) investigated detonation initiation 

in a 90o wedge reflector, where the shock was generated ahead of a flame. Experiments were 

performed with hydrogen-air at 1 atm with pressure transducers and ionization probes but no 

visualization. Based on the ignition delay time obtained from the pressure measured at the apex of 

the wedge, strong and weak detonation initiation was reported.  

 

The objective of this study is to investigate the interaction of a fast-flame that diffracts at a backward 

facing step and then interacts with an obstacle. This simulates an obstacle laden channel experiment 

but removes the variability of the orientation and the strength of the shock-flame before the diffraction 

on the downstream-side of each obstacle. The distance from the back-facing step to the obstacle was 

varied and the effect of the trailing flame in promoting or mitigating detonation initiation was sought.  

1. Experimental details 

A test channel composed of four sections arranged in series was used to investigate the interaction of 

a fast-flame with an obstacle after it diffracts over a back-facing step, see Fig. 1. The first section, 

consisting of a 1.22 m long, 7.6 cm inner-diameter round tube with repeating 50% blockage ratio 

orifice plates spaced at 7.6 cm, was used to generate a detonation wave. A spark plug mounted on the 

endplate was used for ignition of the mixture at different sub-atmospheric initial pressures. The 

detonation exiting the round tube section stabilized in an obstacle-free 61 cm long, 7.6 cm square 
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cross-section. The third section was also 61 cm long, and 7.6 cm square cross-section and housed a 

perforated plate 15 cm downstream from the beginning of the section. The perforated plate, consisted 

of thirty-six uniformly distributed 6.4 mm diameter holes, quenched the detonation producing a fast-

flame. Note that a fast-flame is velocity based and can be produced at any scale. 

The final 12.7 cm by 7.6 cm rectangular test section had a 2.54 cm back-facing step followed by a 

12.7 cm thick fence-type obstacle that spanned across the channel width where detonation initiation 

occurs. Obstacle heights of 2.54 cm and 3.8 cm were used in experiments. The obstacle stand-off 

position from the back-facing step was set to 6.35 cm and 11.4 cm. Tests with the 3.81 cm tall obstacle 

were only performed at the further stand-off position. This section was equipped with two acrylic-

windows on either side through which schlieren video was recorded. The schlieren system included 

a 25.4 cm diameter parabolic mirror and either a Shimadzu HPV-X2 or Photron SAZ camera to 

capture the diffraction of the fast-flame and subsequent interaction with the obstacle. Soot coated 0.5 

mm aluminium foils were used on the floor and rear window of this section to record the detonation 

initiation cell structure evolution. Regular photography at a 45-degree angle to the channel axis 

captured the flame chemiluminescence as it enters the section and diffracts over the back-facing step, 

providing insight on the consistency of its shape. The shock velocity was measured by dividing the 

distance travelled in three consecutive schlieren video frames by the elapsed time before shock 

collision with the obstacle, the spatial resolution resulted in a 3% uncertainty in the measurement. 

The test mixtures for this study were 2𝐻2 + 𝑂2 and 𝐶2𝐻4 + 3𝑂2 + 3𝑁2. The hydrogen mixture was 

selected to compare to Mach stem reflection studies reported in (Chan, 1995) and the ethylene mixture 

was selected to compare with the wall and obstacle reflection studies in (Yousefi Asli Mozhdehe et 

al., 2024). The incident shock velocity just before the back-facing step was varied via the initial 

pressure between 15 kPa and 24 kPa. 

2. Results and discussion 

      2.1. Obstacle stand-off position of 6.35 cm downstream from the back-facing step 

Experiments were only performed with the 2.54 cm obstacle at the 6.35 cm standoff position. The 

schlieren video and soot foils captured for both mixtures were similar; select schlieren images 

showing strong detonation initiation for 2𝐻2 + 𝑂2 at an initial pressure of 20 kPa are provided in Fig. 

2a). Images 1 and 2 show the shock-flame complex as it diffracts over the back-facing step. The Mach 

number of the incident shock (I) as it diffracts is 2.3 (measurement location corresponds to the red 

arrow in image 3). The flame (F) that trails the shock wave is highly turbulent and non-planar as it is 

more advanced at the bottom and the top of the channel. Direct photography of the 

chemiluminescence from a 45-degree angle to the channel axis confirmed that the flame consistently 

takes this profile as it propagates into the test section. The top half of the shock remains largely planar, 

and diffraction makes the bottom half curved, reflecting obliquely off the bottom wall in image 3, 

and off the obstacle in image 4. Image 6 captures the instance when the incident shock reaches the 

vertex of the obstacle-floor internal corner. A bright spot (see arrow) appears in the corner indicative 

of strong detonation initiation. Significant luminescence appears due to the high temperature and 

pressure behind the detonation front. Importantly, initiation occurs before the reflected shock interacts 

Fig. 1. Schematic of experimental set-up where the last section has the back-facing step and obstacle. An 

isometric view of the experimental configuration is also provided. 

758



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

with the trailing flame. Image 7 shows the interaction of the detonation front with the flame and image 

8 shows the evolution of the curved detonation front.  

The soot foil provided in Fig. 3a) shows the development of the cell structure for strong detonation 

initiation obtained for 2𝐻2 + 𝑂2 at an initial pressure of 21 kPa. The right-most edge of the foil 

corresponds to the downstream face of the back-facing step, and the left-most edge of the floor foil 

corresponds to the obstacle face. The ‘step’ cutout in the rear-window foil accommodates the 

obstacle. The floor foil shows that the onset of detonation is relatively uniform across the width of 

the obstacle. A white horizontal line (see arrow) on the foil appears due to the collision of two local 

detonation waves, which merge to form a singular detonation. Very fine cells, characteristic of an 

overdriven detonation, are imprinted on the foil immediately upon initiation, which grow as the 

detonation propagates away from the obstacle. After the detonation encounters the flame the cell 

structure is no longer visible on the floor foil. The measured cell size just before this interaction is 

1.4 mm, slightly smaller than the CJ cell size calculated for the post-incident shock conditions (PR = 

171 kPa, TR = 667 K. The location of the obstacle-reflected shock when it is overtaken by the 

detonation is imprinted on the rear-window foil (see arc highlighted by the arrow). The detonation 

overtakes the reflected shock over a short period of time, but due to the low velocity of the reflected 

shock relative to the detonation wave, the imprint on the foil gives the impression that it is overtaken 

at a single instance. The cell structure inside the arc is suppressed due to the detonation overdrive 

corresponding to the post-reflected shock conditions of 777 kPa and 1093 K. The cells outside the 

arc near the top of the obstacle grow in size with vertical distance indicating a decrease in strength of 

the detonation as it diffracts over the obstacle. The axial location of the detonation front when it 

reaches the flame corresponds to the white dotted line on the rear window foil. The dotted line leans 

forward partly because of the flame shape and the fact that the flame propagates forward as the 

detonation propagates vertically.  The soot to the right of the white dotted line has been scrubbed out 

by the flame. Cells are imprinted on the foil far downstream from the interaction of the detonation 

with the flame, indicating that the detonation is sustained although the cell size has not yet stabilized. 

Fig. 2. Fast flame interaction with a 2.54 cm height obstacle with 6.35 off-set in 2H2+O2: a) Strong 

detonation initiation for 𝑃𝑖 = 20 𝑘𝑃𝑎, 𝑀𝑠 = 2.25, 7 μs between frames, b) Detonation initiation via shock-

flame interaction for 𝑃𝑖 = 18 𝑘𝑃𝑎, 𝑀𝑠 = 1.95, 10 μs between frames. 
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Fig. 3b) shows the soot foil from Fig. 3a) overlayed with light emission recorded by direct 

photography. Only the parts of the video frame displaying light emissions are provided so that the 

rest of the foil was not obscured. The passage of the incident shock lofts some of the fine soot particles 

off the foil surface. The lofted soot particles are heated by the combustion products yielding intense 

incandescence that dominates the chemiluminescence from the gas. In image 1 the leading edge of 

the illuminated area corresponds to the flame, a similar profile to that observed in the schlieren image 

3 in Fig. 2a). The strong detonation initiation event is seen in image 2, where a bright incandescence 

appears in the corner between the obstacle face and channel floor (see white arrow). As observed in 

Fig. 2a) this event occurs before any interaction between the reflected shock and the flame. Image 3 

depicts when the detonation front encounters the flame which aligns perfectly with the imprint on the 

soot foil (white dotted line in Fig. 3a). After the detonation encounters the flame, a shock wave 

continues to propagate in the products increasing the intensity of the light illuminated from the hot 

particles and gas behind the flame, see image 4.  

 

Side-view schlieren video showed that strong detonation initiation always occurs in the corner 

between the obstacle face and channel floor. Top-view schlieren was used to visualize the uniformity 

of detonation initiation across the channel width. Fig. 4 shows select images from a test for 2𝐻2 + 𝑂2 

initially at 24 kPa. This initial pressure was selected because of the repeatability of strong detonation 

initiation. The downstream edge of the back facing step and the obstacle are seen on the right-hand 

and left-hand side of each image respectively. Image 1 shows the decoupled incident shock and flame 

as they diffract over the back-facing step. The shock front has a finite thickness due to shock 

curvature. This image also shows that the shock is not perfectly planar with respect to the width of 

the channel, i.e., it is further downstream at the bottom of the image. The interaction of the incident 

shock and the channel floor is assumed to correspond to the smooth red dotted line in image 2. This 

assumption is supported by the location of regular reflection observed in side-view schlieren at the 

same initial pressure. The interaction of the flame with the channel floor corresponds to the turbulent 

region upstream from the red dotted line. Image 2 corresponds to the time of collision of the incident 

shock with the obstacle. The bottom half of the reflected shock can be seen in image 3 and the entire 

reflected shock can be seen in image 4. Detonation initiation occurs in the 7μs between images 4 and 

5. In image 5 the detonation overtakes the reflected shock. The bright spot in image 5 (red arrow), 

could be the result of the collision of the two detonation waves initiated on either side of the obstacle. 

Image 6 shows evidence that detonation initiation took place at two locations resulting in two 

Fig. 3. a) Soot foil for strong detonation initiation of  2𝐻2 + 𝑂2 (𝑃𝑖 = 21 kPa). Post-incident shock CJ cell 

size =1.85 mm. b) Recorded luminescence overlaid on rear-window foil in a). Right- and left- edges of the 

foil correspond to the back-facing step and obstacle respectively. Video was captured using a 430 nm 

narrowband filter. 7μs between frames. 

4 

3 

2 

1 

Rear window 

Propagation direction 

Floor 

 7
.6

 c
m

  

(a) (b) 

760



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

interacting detonation fronts that propagate along the bottom wall, just below the flame surface. Based 

on the cell structure recorded on the foil in Fig. 3a), the detonation fronts in image 6 of  Fig. 4 are 

close to reaching the flame on the bottom wall.  

Select side-view schlieren images showing detonation initiation via shock-flame interaction of 2𝐻2 +
𝑂2 at a lower initial pressure of 18 kPa are provided in Fig. 2b). The shock structure in the first few 

images looks like that observed at the higher initial pressure; however, the shock in this test is weaker, 

the Mach number of the incident shock (in the normal propagation direction at the obstacle height) 

was calculated to be 1.95. The gap between the shock and flame is also more significant. The incident 

shock interacts obliquely with the obstacle in image 1. The incident shock reaches the bottom of the 

obstacle in image 2 and diffracts around the downstream external corner of the obstacle in image 3. 

The reflected shocks from the obstacle and the bottom wall cross each other in image 3. This results 

in a very high temperature and pressure region between the reflected shocks (see arrow) but does not 

result in ignition. Image 4 shows the earliest instance of interaction between the obstacle-reflected 

shock and the bottom part of the flame. The reflected shock interacts with more of the flame in image 

5, and in images 6 and 7 there are indications of detonation initiation (see arrow). Detonation initiation 

due to the interaction of the obstacle-reflected shock and the flame is different from the weak 

detonation initiation mode observed in (Voevodsky and Soloukhin, 1965; Meyer and Oppenheim, 

1971) that occurs due to flame ignition at the obstacle face followed by DDT; rather, it is a result of 

Richtmyer-Meshkov interface instability that perturbs the flame surface that results in rapid mixing 

of unburned mixture with hot products leading to detonation initiation (Scarinci et al., 1993). The 

expanding detonation front is clearly seen in image 8. 

2.2. Obstacle stand-off position of 11.43 cm downstream from back facing step 

This section discusses the results from experiments performed with 2.54 cm and 3.81 cm obstacles at 

a stand-off position of 11.43 cm downstream from the back-facing step. The schlieren photography 

and soot foils for both mixtures, regardless of obstacle height, were similar so only the results for 

2𝐻2 + 𝑂2 will be described. 

            2.2.1. Detonation initiation mechanism 

Schlieren video images showing strong detonation initiation at an initial pressure of 20 kPa (obstacle 

height of 2.54 cm) are provided in Fig. 5a). The shock-flame complex that diffracts over the back-

facing step looks identical to that exhibited in Fig. 2, where the trailing flame front is turbulent and 

non-planar. For an obstacle stand-off distance of 11.43 cm the incident shock (I) reflection off the 

channel floor develops a transverse-reflected shock (T) and Mach stem perpendicular to the bottom 

wall; also evident in images 1 and 2 is the shear layer coming off the triple point that curls at the floor 

in image 2. The Mach stem grows in height as it propagates; upon collision with the obstacle, it is ~ 

1.25 cm tall (roughly half the obstacle height). The Mach number of the Mach stem was calculated 

to be 2.7 for this test. The transverse-reflected wave bends up as it travels faster through the 

combustion products. Between images 2 and 3, the Mach stem reflects normally from the obstacle 

face and detonation initiation occurs at the bottom half of the obstacle face, i.e., below the triple point 

collision point. Detonation initiation occurs before the obstacle-reflected shock interacts with the 

flame, the detonation front is clearly visible in Image 4. The detonation front diffracts around the 

Fig. 4. ‘Top view’ schlieren photography for strong detonation initiation of  2𝐻2 + 𝑂2 (𝑃𝑖 = 24 𝑘𝑃𝑎). 7 μs 

between frames. 
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external corner of the obstacle (see arrow in image 5); the other part of the detonation front that 

encounters the flame continues as a shock wave (see arrow in image 6). 

The soot foil imprint obtained for a 2𝐻2 + 𝑂2 test at an initial pressure 17 kPa (obstacle height of 

3.81 cm) is provided in Fig. 6. The floor foil shows that detonation initiation occurs relatively 

uniformly across the face of the obstacle. The red dotted line on both foils represents where the 

detonation overtakes the obstacle-reflected shock, and where cell structure appears; there are no 

discernible detonation cells between the obstacle and the red dotted line. This is because the 

detonation is severely overdriven because it propagates into the gas at the reflected shock state of 135 

kPa and 658 K, compared to the post incident shock state of 605 kPa and 1075 K after the red dotted 

line. The size of the detonation cells grow as the detonation propagates upstream from the red dotted 

line. The measured cell size when the detonation front reaches the flame (see arrow location) is 

roughly 2.2 mm. The calculated detonation cell size for the post incident shock state is 2.75 mm using 

the Ng et al. (Ng, Ju, and Lee, 2007) correlation and SD Toolbox (Shepherd, 2021). On the rear 

window foil cell structure disappears where the detonation reaches the flame (denoted by the white 

dotted line). This suggests that the flame profile was relatively planar for this test. The detonation cell 

size increases around the top of the obstacle as it decreases in strength due to diffraction. The cell 

size stabilizes to the CJ cell size downstream from the detonation-flame interaction line, indicating 

that the detonation is sustained. 

Select schlieren video images showing detonation initiation via shock-flame interaction at a lower 

initial pressure of 17 kPa (obstacle height of 2.54 cm) are provided in Fig. 5b). The flame front is 

more separated from the incident shock compared to the strong initiation test shown in Fig. 5a). In 

image 2 the Mach stem collides with the obstacle face, coincidently the incident shock interaction 

with the top external corner of the obstacle produces a curved reflected shock. The Mach number of 

the Mach stem was measured from consecutive video frames to be 2.4, compared to 2.7 for the test 

in Fig. 5a). For this test the Mach stem reflection results in flame ignition at the internal corner vertex; 

because there is no detonation initiation, more details of the incident shock reflection off the obstacle 

are observed. Specifically in image 3 the reflected shock formed at the obstacle external corner 

propagates down the obstacle face while the transverse-reflected shock travels up (see zoom-in image 

inset). This obstacle external corner reflection produces high pressure that mitigates the expansion 

Fig. 5. a) Strong detonation initiation of 2𝐻2 + 𝑂2 (𝑃𝑖 = 20 𝑘𝑃𝑎, 2.54 cm obstacle), 𝑀𝑠=2.7. 7 μs between 

frames. b) Detonation initiation via shock-flame interaction of 2𝐻2 + 𝑂2 (𝑃𝑖 = 17 𝑘𝑃𝑎, 2.54 cm obstacle), 

𝑀𝑠 = 2.4. 15 μs between frames. A zoomed-in view of the obstacle face interaction is provided in image 3. 
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that occurs down the face of the obstacle following normal shock reflection (Thomas et al., 2002; 

Yousefi Asli Mozhdehe et al., 2024).  

Because of the large gap between the incident shock and flame, the transverse-reflected shock 

interacts with the flame much further back, see image 3. Images 4 and 5 show the propagation of the 

obstacle-reflected shock as it approaches the flame. Detonation is initiated when the obstacle-

reflected shock interacts with the flame, between images 6 and 7. Note, the transverse-reflected shock 

had previously (uneventfully) traversed this part of the flame in images 4 and 5. In image 8 a curved 

detonation (see arrow) is clearly observed that can be tracked back to a bright spot (see arrow) that is 

surrounded by what could be interpreted as a detonation kernel originating at a point on the flame 

surface. Since the detonation kernel size is much smaller than the channel width, the unaffected part 

of the flame is observed in the image 7 since schlieren integrates cross the channel width. 

      2.3. Detonation initiation transition data 

            2.3.1. Critical incident shock Mach number for the shorter obstacle stand-off distance 

Detonation initiation data for 2𝐻2 + 𝑂2 and 𝐶2𝐻4 + 3𝑂2 + 3𝑁2 at an obstacle stand-off distance of 

6.35 cm are summarized in Fig. 7. The shock velocity, measured from schlieren video, was taken 

before reflecting off the obstacle external corner. There was significant variability in the incident 

shock strength for a given initial pressure. For example, for the four 𝐶2𝐻4 + 3𝑂2 + 3𝑁2 tests 

performed at an initial pressure of 20 kPa, three different Mach numbers were obtained. The 

variability can be attributed to the uncertainty in Mach number calculation, but more importantly the 
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Fig. 6. Soot foils for strong detonation initiation of  2𝐻2 + 𝑂2 (𝑃𝑖 = 17 kPa, 3.81 cm tall obstacle).   

Fig. 7. Summary of initiation behaviour for 2𝐻2 + 𝑂2 and 𝐶2𝐻4 + 3𝑂2 + 3𝑁2 at an obstacle stand-off 

position of 6.35 cm. 
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irreproducibility of the fast-flame generation using the perforated plate. The critical incident shock 

Mach number range for the transition between detonation initiation modes for 2𝐻2 + 𝑂2 and 𝐶2𝐻4 +
3𝑂2 + 3𝑁2 are (1.8 - 2.1) and (2.2 - 2.3) respectively. Regardless of mixture, strong detonation 

initiation was observed for all tests performed at an initial pressure of 21 kPa or greater. The critical 

Mach number for strong detonation initiation is greater for 𝐶2𝐻4 + 3𝑂2 + 3𝑁2 compared to 2𝐻2 +
𝑂2 which is expected because of the lower reactivity of the nitrogen-diluted ethylene mixture. 

2.3.2. Detonation initiation criterion for the larger obstacle stand-off distance 

At an obstacle stand-off position of 11.43 cm from the back-facing step, strong detonation initiation 

resulted from the normal reflection of the Mach stem from the obstacle face. The normal reflected 

shock state was calculated using SD Toolbox (Shepherd, 2021) with the ‘Sandiego’ mechanism.  

The detonation initiation data for both mixtures with respect to calculated reflected shock temperature 

and pressure (Mach stem Mach number provided on upper x-axis) are provided in Fig. 8. The filled 

in symbols represent strong detonation initiation, open circles represent shock-flame interaction 

driven initiation, and X’s are no detonation initiation. The vertical dotted lines correspond to the 

weakest (or critical) shock strength that produced strong initiation for each obstacle height. Note there 

are some random tests that produced shock-flame interaction driven detonation initiation for shock 

Fig. 9. Detonation initiation results in terms of reflected shock temperature and pressure for (a) 2𝐻2 + 𝑂2 

and (b) 𝐶2𝐻4 + 3𝑂2 + 3𝑁2. Vertical dotted lines correspond to the critical temperature for transition 

between initiation modes. 

Fig. 8. Detonation initiation results for the 2.54 cm obstacle in terms of incident shock velocity and initial 

pressure for (a) 2𝐻2 + 𝑂2 and (b) 𝐶2𝐻4 + 3𝑂2 + 3𝑁2.   
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Mach numbers larger than the critical value. The difference in critical strong detonation initiation for 

the two obstacle height is negligible.  The critical shock Mach number for 2𝐻2 + 𝑂2 and 𝐶2𝐻4 +
3𝑂2 + 3𝑁2 are 2.5 and 3.1 respectively, and the critical reflected shock temperature are roughly 1020 

K and 1140 K, respectively. The larger critical Mach number for the nitrogen-diluted stoichiometric 

ethylene-oxygen mixture is expected as it is less reactive than the hydrogen-oxygen mixture. 

The detonation initiation data for the two standoff distances can also be plotted together in terms of 

the incident shock velocity measured before the back-facing step, see Fig. 9. For 2𝐻2 + 𝑂2, strong 

detonation initiation was observed for incident shock velocities greater than roughly 1300 m/s (within 

the ±20 m/s uncertainty) measured before the step for both obstacle standoff distances, indicating that 

the nature of the shock focusing (i.e., Mach stem or not) is not important. For 𝐶2𝐻4 + 3𝑂2 + 3𝑁2, 

the minimum velocity range was 1000-1050 m/s for the longer standoff, and 970-975 m/s for the 

shorter standoff, considering the ±15 m/s measurement uncertainty these are also similar. The 

minimum step incident shock Mach number for hydrogen is roughly 2.4, and for ethylene it is 2.8. 

            2.3.3. Mach stem detonation initiation comparison with other studies 

The hydrogen-oxygen critical strong initiation condition for a 2.54 cm obstacle from this experiment 

(see Fig. 8a)) is compared to results obtained by Chan (1995) in Fig. 10. The Chan 15o wedge-baffle 

experiments were performed with the same mixture and obstacle height.  Chan found that the strong 

initiation critical condition corresponded to a reflected shock temperature of 1150K, and the critical 

reflected temperature increased with decreasing obstacle height. For the current experiment, the 

critical Mach number for detonation initiation ranged from ~2.45-2.55 (blue shaded region in Fig. 

10) corresponding to a reflected temperature of just over 1000K. This implies that a weaker Mach 

stem is required in the present experiment than that found in (Chan, 1995). A significant between 

experiments is that in the present experiment the triple-point contacts the obstacle at roughly mid-

height, whereas in (Chan, 1995) the Mach stem height at the time of collision was larger than the 

obstacle height. As a result, in the Chan experiment there is an expansion fan that travels down the 

face of the obstacle, cooling the gas, whereas in the present experiment a shock traverses the obstacle 

face (see inset of image 3 of Fig. 5b) increasing the temperature. This also explains why Chan 

observed an effect of the obstacle height that was not observed in the present experiments. 

Fig. 11 shows the 𝐶2𝐻4 + 3𝑂2 + 3𝑁2 detonation initiation data for the two obstacle heights in terms 

of the calculated induction time versus the reflected shock temperature. The transition from strong 

initiation to no initiation for the 2.54 cm and 3.81 cm obstacles corresponds to the blue and orange 

bands on each plot respectively. The red vertical bands denote the transition between strong and weak 

detonation initiation reported in (Yousefi Asli Mozhdehe et al., 2024) for the reflection of a planar 

shock from an obstacle. The black horizontal dotted line corresponds to the Thomas et al. criterion 

Fig. 10. Detonation initiation data for 2𝐻2 + 𝑂2 in terms of the calculated reflected shock temperature 

versus the Mach stem Mach number for tests with 2.54 cm obstacle. Strong to no initiation transition 

highlighted by blue band, also shown is the critical Mach stem reflected temperature of 1150K  (Chan, 1995). 
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where the calculated reaction induction time equals the transit time for an expansion wave to travel 

the height of the obstacle at the reflected shock temperature. As per Fig. 11a), the critical reflected 

shock temperature for strong detonation initiation for the 2.54 cm obstacle falls in the range 1140 K 

- 1169 K. This is lower than the critical temperature range for the planar normal-shock reflection  

reported in (Yousefi Asli Mozhdehe et al., 2024) of 1223 K - 1251 K. From Fig. 11b), the critical 

temperature range for strong detonation initiation for the 3.81 cm obstacle was found to be 1139 K - 

1166 K. Much like the case of the 2.54 cm obstacle, this range is lower than the 1190 K - 1250 K 

range reported in (Yousefi Asli Mozhdehe et al., 2024). Further, in the current experiment strong 

detonation initiation was realized even when the induction time was longer than the acoustic transit 

time across the obstacle height. As explained above, when the incident shock reflects off the obstacle 

external corner it not only mitigates the generation of an expansion wave, that cools the gas at the 

obstacle face limiting strong initiation, but also a shock travels down the obstacle face increasing the 

temperature above the Mach stem reflected temperature. As a result, strong detonation initiation in 

the present experiment is possible at a lower reflected shock temperature and longer ignition time 

calculated based on the measured Mach stem Mach number. The strong initiation criterion proposed 

by Thomas et al. (2002) is non-dimensional and is thus applicable at any scale. So the mitigation of 

the expansion fan by the reflected shock at the obstacle external corner resulting in strong initiation 

when the ignition time is longer than the acoustic transit time across the obstacle height is an expected 

result if the current study was performed at a larger scale.  

3. Conclusion 

We studied detonation initiation via the interaction of a diffracting shock-flame complex with an 

obstacle. Strong detonation initiation was observed for the highest incident shock Mach numbers. For 

the longer obstacle standoff distance, detonation initiation resulted from Mach stem reflection off the 

obstacle face. For the shorter obstacle standoff distance, a Mach stem did not form; symmetric shock 

focusing resulted in detonation initiation at the internal corner at the bottom of the obstacle face, 

uniformly across the width of the obstacle. At both obstacle standoff positions, weak detonation 

initiation occurred due to the interaction of the obstacle-reflected shock and the trailing flame, driven 

by Richtmyer-Meshkov interface instability. 

A comparison of the measured strong ignition critical condition for the large standoff distance (where 

a Mach stem forms) with previous studies (Chan, 1995; Yousefi Asli Mozhdehe et al., 2024) showed 

that the reflected shock formed at the obstacle external corner that propagates down the obstacle face 

has an impact on detonation initiation. The obstacle external corner reflection produces high pressure 

at the top of the obstacle that mitigates the expansion that occurs for a planar shock reflection (Yousefi 

Fig. 11. Detonation initiation data for 𝐶2𝐻4 + 3𝑂2 + 3𝑁2 for the a) 2.54 cm and b) 3.81 cm obstacles 

plotted in terms of the calculated induction time versus the reflected shock temperature. The transition range 

from strong to weak initiation is highlighted in blue and orange, and in red for normal planar shock 

reflection (Yousefi Asli Mozhdehe et al., 2024). 
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Asli Mozhdehe et al., 2024), and for Mach stem reflection when the triple-point height is greater than 

the obstacle height (Chan, 1995).  

The study shows that for oblique shock reflection, in the diffraction geometry tested, shock focusing 

plays an important role in detonation initiation. For the large obstacle standoff position, this focusing 

is manifested as a Mach stem that reflects normally off the obstacle producing a high temperature 

region that extends up to the triple-point collision. This is amplified if the Mach stem is shorter than 

the obstacle height as in the present experiment. For the shorter obstacle standoff position, the 

focusing is more symmetric, where regular reflection off both the floor and obstacle surfaces produces 

a hot spot at the vertex of the internal corner. Based on the critical incident shock velocity measured 

before the back-facing step, the exact nature of the shock focusing is not important. 
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Abstract 
This study aims at studying the sensitizing effect achieved by the addition of IPN (iso-propyl nitrate) 
on propane in the presence of oxygen and the dilution with nitrogen in the framework of Pulsed 
Detonation Engine (PDE) applications. It consists of studying the shock-to detonation-transition 
(SDT) process in a 78 mm diameter tube in order to reduce the distance and transition time. The shock 
to detonation transition is monitored via 22 fast shock and pressure transducers. The stoichiometric 
C3H8/O2 and C3H8/O2/N2 were studied at 2 different initial pressure, 6.7 kPa and 13.3 kPa. The 
addition of IPN proved to be very efficient in increasing the sensitivity of propane mixtures. 
Detonation cell size were measured for non-diluted mixture. 

Keywords: PDE, detonation, Propane, IPN 

 Introduction 
Scientific studies of detonation phenomena date back to the end of the 19th century and persist as an 
active field of investigation  (Glassman, 2015). An abundant literature has developed during this 
period, particularly on hydrocarbons containing less than five carbon atoms. The aim of this work is 
to experimentally and numerically study the feasibility and interest of a detonation wave propulsion 
mode in the context of space applications. The developments of Pulsed Detonation Engines (PDE), 
Rotary Detonation Wave Engines (RDWE) or Oblique Detonation Wave Engines (ODWE) lead to 
increased demand for detailed characteristics of fuel combustion. The detonation properties of 
propane are close to those of heavy hydrocarbons such as JP-10 and Kerosene which are suitable 
fuels for use in pulsed detonation engines (Penyazkov et al. 2005). For this reason, a complete study 
(detonation properties, laminar flame behavior, etc.) based on propane is of fundamental interest for 
safety reasons and also for applications, such as automotive industries and detonation engines. The 
work presented below has specifically focused on the detonation of propane (C3H8) under 
stoichiometric conditions using both pure oxygen and oxygen + nitrogen dilution rates up to 1.5 and 
the impact that an addition of 10% concentration of IPN as a promoter (Iso-propyl nitrate: C3H7NO3) 
has on the sensitivity of these mixtures to detonation.  

Numerous studies have been carried out on the detonation of propane, but never with the addition of 
promoters. The literature data includes studies on the delay of the transition to detonation for propane-
oxygen mixture diluted with nitrogen and argon in a 76 mm shock tube (Brown et Thomas 1999). 
Penyazkov also conducted experiments in a 50 mm shock tube to determine the self-ignition delay 
behind reflected shock of propane in air at different riches (Penyazkov et al. 2005). Frolov et al. 
studied the influence of propane as an additive on the characteristics of the hydrogen-air mixture 
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(Frolov et al. 2020). Finally, Silvestrini et al. studied the propane flame acceleration in the presence 
of obstacles (Silvestrini et al. 2008). 

Unlike propane, only two studies of the detonation properties of IPN have been carried but in a two-
phase medium (Liu et al. 2011; Zhang et al. 2001). The study of IPN as a promoter fuel on propane 
is thus of interest. 

Detonation sensitivity can be measured in several different ways, the most common of which is the 
size of the detonation cell. In addition, the pressure and temperature behind an incident shock wave 
required to cause a combustion reaction leading to detonation can be determined by measuring the 
velocity of the initial impulse shock wave before the transition to detonation. Changing these 
parameters can also indicate whether the initiation energy required for detonation increases or 
decreases with the addition of a promoter such as IPN.  

A gas phase detonation can be initiated either directly by a strong shock wave such, often generated 
by powerful explosives driving the shock-to detonation-transition (SDT) mechanism, or by a weak 
energy source which accelerates the flame to create detonation wave via the deflagration-to 
detonation-transition (DDT) mechanism. In SDT experiments, initiation energy is provided by a 
shock wave generated by the bursting of a diaphragm separating a high-pressure region of non-
reactive gas (helium in the present study) and a low-pressure region containing the mixture of interest. 
The high-pressure region can be increased to identify the P4 required to cause a shock to detonation, 
which will vary depending on the mixture conditions and fill pressure. In this work, the critical 
conditions for shock to detonation transition have been investigated for 2 initial pressure 6.7 and 
13.3 kPa, at ambient temperature for stoichiometric mixtures in pure oxygen and for a N2/O2 =1.5 
with and without iso-propyl nitrate (IPN). 

 

1. Experimental methodology 
1.1. Shock tube 

The experimental set-up consisted of a stainless-steel shock tube shown in figure 1. It consists of a 
driver section (high pressure with an internal diameter of 115 mm over a length of 165 cm), a working 
section (low pressure with an internal diameter of 78 mm and a length of 4.3 m) and a removable 
intermediate volume, called a double diaphragm (internal diameter of 78 mm, length 78 mm). The 
two sections, low and high pressure, are separated by two polyester membranes and are designed to 
be quickly ruptured after sudden depressurization using a vacuum tank. This double diaphragm is 
initially filled with an inert gas, generally helium at half the pressure of the motor tube (P4/2). Thus, 
the initial pressures in the driver section and working section, P4 and P1 respectively, can be adjusted 
with precision without breaking the membranes in order to obtain the selected pressure behind the 
precursor shock wave. The working section is equipped with twenty shock detectors (SD1 to SD20) 
of very small sensitive area (0.5 mm²) spaced with precise distances. Eight among the SD (SD: Shock 
Detector) are piezoelectric pressure (PCB), which record the pressures after the passage of the shock 
wave. These sensors are introduced into the tube and connected to two acquisition cards through 
amplifiers. A soot sheet covering a 21 cm x 27 cm area of the inner side wall of the shock tube was 
placed against the end flange and was placed behind SD17 of the shock tube to not disturb the 
recordings. 
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Fig. 1. Shock tube configuration for SDT 

 
1.2. Experimental conditions  

The experiments are carried out with mixtures of C3H8/O2 with N2 dilution rates between 0 and 1.5 
at stoichiometric conditions (ER = 1), for two initial pressure conditions (P1 =6.7 and 13.3 KPa). The 
initial temperature (T1) is roughly 293 K at conditions both with and without the addition of 10% 
IPN. The mixtures were prepared and injected into the tube through two processes: using mass 
flowmeters or by using partial pressure method. The pressure P4 varies from 2 to 19 bars in order to 
study the self-sustaining detonation. Fourteen shock detector (Chimie-Metal) and 8 pressure 
transducers (PCB 113B24) are mounted flush with the inner wall of the tube connected to 7 
oscilloscopes for shock wave and detonation velocity measurements. 

The purity of the reagents used as constituents of the reaction mixture for this study is as follows: 

• Propane (Propane N25, Air-liquid, purity greater than 99.5%) 
• IPN (Iso-propyl nitrate, Sigma Aldrich and matrix fine chemicals company, purity less than 

98%) 
• Oxygen (alpha gas 1 O2, liquid air, purity greater than 99.995%) 
• Nitrogen (alpha gas 2 N2, liquid air, purity greater than 99.9999%) 

 

2. Results and discussion 
2.1. Methodology 

The wave velocity is measured by the SDs within the tube and is marked by a very rapid rise in 
voltage. The very small sensitive area (rise time of 0.4 µs, 0.75 mm2) of the SDs allows the reduction 
of the uncertainty associated with the wave speed measurements. However, they are very sensitive to 
heat transfer and as such cannot be used to measure the pressure behind the waves. Instead, pressure 
profiles are captured using the PCB detectors. Figure 2 illustrates an example of recording the 
pressure profiles measured by the piezoelectric sensors PBC10 to PCB13 on the 4-channel memory 
oscilloscope (Rohde & Schwarz RTB2004; 2.5 GSa/s). For each sensor, the pressure peak detected 
also corresponds to the passage of the incident shock wave.  
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Fig. 2. Example of the signals produced by the pressure sensors with non-reactive shocks up to 3 m followed 
by a transition to a detonation wave in a C3H8-O2 mixture initially at 13.3 kPa. 

 

The time of arrival of the shock wave or the detonation wave is determined from the instantaneous 
rise of the electrical signals recorded by the sensors. Knowing the positions of the sensors, a 
polynomial fit is used to describe the trajectory (xSDi or xPCBi = f (tSDi or tPCBi)). From the trajectory 
fit the velocity of the waves (shock or detonation) is deduced (Speed=dx/dt) at each sensor position. 
 

2.1. Identification of the shock to detonation transition 
From the trajectory fit the velocity of the waves (shock or detonation) is deduced (Speed=dx/dt) at 
each sensor position. Using the classical gas dynamic equations (COSILAB software), the conditions 
behind the incident shock, P2 and T2, are calculated for each shock speed. For an explosive mixture 
given at an initial pressure P1, greater than the limit pressure of detonation, a transition from a non-
reactive shock wave to a detonation wave occurs when the incident shock wave exceeds a given 
strength. This transition can be characterized by plotting the wave speed versus the driver pressure 
P4, or versus the ratio 𝑃𝑃2−𝑃𝑃1

𝑃𝑃1
 which both represents the shock wave strength.  

When a selfsustained detonation is obtained, thee experimental detonation speed is compared to the 
Chapman-Jouguet detonation speed. This was determined using the chemical equilibrium code 
"Equilibrium" using the chemical kinetics software Cosilab. 
The influence of the composition of the mixture on the detonation properties was investigated in terms 
of dilution and the impact of adding IPN. Four stoichiometric mixtures were studied: (i) C3H8/O2, (ii) 
{0.1IPN-0.9C3H8}/O2, (iii) C3H8/O2/N2, (iv) {0.1IPN-0.9C3H8}/O2/N2 with N2/O2=1.5. Two different 
initial pressures are investigated: 6.7 and 13.3 kPa. 

The results are plotted in Figure 3 which shows the variation of the speed of the wave (Vexp for the 
experimental speed and DCJ for the theoretical speed of the detonation) versus P4 (Fig. 3 (a) and (b)) 
and 𝑃𝑃2−𝑃𝑃1

𝑃𝑃1
 (Fig. 3 (c) and (d)) for an initial pressure of 6.7 kPa. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. Wave speed versus P4, (a) and (b), and 𝑃𝑃2−𝑃𝑃1
𝑃𝑃1

, (c) and (d), for P1 = 6.7 kPa. The mixtures are (i) 
C3H8/O2, (ii) {0.1IPN-0.9C3H8}/O2, (iii) C3H8/O2/N2, (iv) {0.1IPN-0.9C3H8}/O2/N2 with N2/O2=1.5. The blue 
and green dots correspond to the speed (Vexp) of the wave (experimental data) while the the orange and red 

dot line show the theoretical speed of the Chapman-Jouguet detonation (DCJ). 

As one can see for C3H8/O2 mixtures, non-reactive shock waves are observed for P4 below 9 bars. 
When the driver pressure exceeds this critical value, a detonation is formed and propagates at CJ 
conditions. When IPN is added to the mixture, this critical driver pressure drops to 4 bars. The 
addition of IPN favors the transition to detonation at lower Mach numbers. When the mixtures are 
diluted with N2, the critical driver pressure is 10 bars for C3H8/O2/N2 and drops to 8 bars when IPN 
is added to the mixture. The limit between non-reactive shock waves and the transition to detonation 
is much clearer when the wave speeds are reported versus 𝑃𝑃2−𝑃𝑃1

𝑃𝑃1
 as it is shown in Fig. 3 (c) and (d). 

Indeed, one has to keep in mind, that P4 is a good indicator of the shock strength but, close to the 
limit, the effect of the opening of the membrane becomes important and will be responsible for a 
larger discrepancy in the definition of the limit between conditions leading to pure non-reactive waves 
and leading to the onset of a detonation wave. The same characterization was also done at an initial 
pressure of 13.3 kPa. The addition of IPN reduces the P4 required to drive the detonation under all 
conditions. These reductions were significant for Fuel + O2 conditions, but less dramatic under 
conditions using a nitrogen dilution of 1.5. The impact of adding IPN on key parameters is 
summarized in Table 1, showing how P4,c, T2,c and P2,c required for detonation with respect to and 
without the 10% fuel concentration of the IPN. 
 

Table 1. Comparison of P4 critique shock temperatures and pressures required for stoichiometric C3H8/O2 
detonation with and without N2 dilution. 

Pini (kPa) Mixture P4,c (bar) T2,c (K) P2,c (bar) Cell size (mm) 

6.7 C3H8/O2 9 806.2 1.22 11.6±3.13 
C3H8/O2+IPN 4 727.6 1.02 9.29±2.31 

13.3 C3H8/O2 5 610.6 1.38 4.83±1.32 
C3H8/O2+IPN All Detonation 3.73±0.82 

6.7 
C3H8/O2/N2 10 972.6 1.31  
C3H8/O2/N2+IPN 8 924.2 1.22  

13.3 
C3H8/O2/N2 11 832.2 2.00  
C3H8/O2/N2+IPN 8 794.5 1.88  
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2.2. Cell structure: sensitivity to detonation 
The three-dimensional structure of the self-sustaining detonation wave was recorded on a soot foil. 
Cell size λ is a measure of the sensitivity to detonation for a given mixture and allows comparison 
with other mixtures. Cell size measurements were taken under stable detonation conditions for all 
conditions studied. Unfortunately, cell size and resolution of cell size measurements under nitrogen 
dilution conditions were inconclusive due to their large cell size. A few cells could be measured, but 
not enough to draw statistically significant conclusions. Therefore, the only cell size results presented 
here are for the Fuel + O2 experiments. Figure 4 shows the change in measured cell width caused by 
adding IPN to mixtures.  

 

Fig. 3. Measurements of cell width versus concentration of addition P1 and IPN for C3H8. 

 

There is a marked decrease in the average cell width at 6.7 and 13.3 kPa and Table 1 summarizes the 
average cell width and standard deviation for the four Fuel + O2 conditions. Figure 4 also shows the 
change in measured cell width caused by adding IPN to mixtures. In the case of pure C3H8/O2 
mixtures, the cell sizes are in good agreement with the literature (Knystautas, Lee, et Guirao 1982) 
(Kaneshige, 1999). 

3. Conclusions 
The results presented above indicate that IPN, even at 10% fuel concentration, increases the 
sensitivity of propane to detonation. Its addition resulted in a decrease in the P4, P2 and T2 required 
to initiate detonation as well as a decrease in the average cell size observed in the detonation shock 
experiments. 

The next steps in this work involve the kinetic analyses of the IPN role in promoting the detonation 
of propane, in particular in the calculations of the auto-ignition delays behind different shock 
conditions, the length of formation of the detonation wave and more detailed accounting. transition 
characteristics for each of the conditions of interest. Beyond this, DDT experiments at comparable 
concentrations and mixing conditions are continuing and will complement existing work to provide 
a more detailed view of the impact of IPN as an additive for the detonation of propane. . Ideally, cell 
size measurements under DDT conditions will produce more conclusive results for the N2 dilution 
conditions of interest. Finally, these results will be compared to the impact of adding IPN on propene 
to provide a comparison on how it interacts with non-NTC (negative temperature coefficient) fuel 
and on weather, any significant difference can be observed. 
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Abstract

The analog system of detonation with loss and the chemical reaction of two step reaction model is
constructed, wherein an induction zone is followed by a energy and heat release zone.Steady state of
detonation wave structures are obtained by analytic method. Linear stability analysis is carry out
under the condition of the ideal and non-ideal (with loss) analog system of detonation. The influence
of reaction rate parameter and loss parameter on the stability is analyzed.

Keywords: detonation, analog system, two step, chemical reaction, stability

1. Introduction

The original Euler system which simulates behavior of detonation contains too much physical
details, these will cause mathematical difficulties because of the nonlinearity of the equations. To
simplify the reactive Euler equation in the theory of detonation, the analog system of detonation
which contains one or more partial differential equations is obtained. The analog system of
detonation as a simple model to study detonation behavior, can capture a rich set of detonation
phenomenon.
The Euler system which simulates behavior of detonation contains too much physical details, these
will cause mathematical difficulties because of the nonlinearity of the equations. To simplify the
reactive Euler equation in the theory of detonation, the analog system of detonation which contains
one or more partial differential equations is obtained. The analog system of detonation as a simple
model to study detonation behavior, can capture a rich set of detonation phenomenon.

2. Analog System of Detonation

On the basis of the Fickett(1979,1985) model, consider the effect of the loss term (Faria et al 2014)
and establish a new detonation simulation system as follows:
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(1)

Analog quantities u can represent such as speed, pressure, temperature. The reaction term is used to
simulate the reaction rate in the Euler equation, where the form of the simplified combustion model
is chosen. In the reaction term, q is the exothermic coefficient of the reaction, that unit of

775

mailto:corresponding@author.com


chemical reaction to release energy, and λ is the reaction progress variable that records the
completion of the reaction, λ = 0 in the case of no reaction, λ = 1 in the case of completion of the
reaction.
In the loss term, κ is the loss parameter, which represents the curvature of the detonation wave front.

The loss index m represents the sensitivity of the loss term to the local thermal state, and CJu is a

constant based on the CJ state. The chemical reaction is a two-step induction-reaction model(Tang
et al 2013) with independently controlled induction and reaction stages in the form:
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In the chemical reaction, λi is the process variable of the induction zone, λr is the process variable of
the reaction zone,  is the reaction order, H ( ) is the Heaviside function,  is the reaction rate
induction parameter, and the reaction rate index n is the sensitivity of the reaction rate to the local
thermal state.
The detonation simulation system which takes into account the loss and the two-step reaction is
obtained by integrating the specific forms of all equations:
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(3)

The coordinate system is rewritten to follow the wave coordinate system:
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(4)

Assuming that the detonation wave is already in a stable propagation state, the partial derivative
with respect to time t is zero, then the equation of the change of the u in the reaction zone and the
reaction zone is deduced:
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Assuming the state of the wave front is known, the initial conditions of the equation are obtained
according to the Rankine-Hugoniot condition:

( 0) 2 , ( 0) 1, ( 0) 0i ru x D x x       (6)
The ideal state CJ speed is:

2CJ CJu D q  (7)
A shock wave velocity is arbitrarily selected, and the steady-state equation is numerically integrated.
If the numerator and denominator of the governing equation are not zero at the same time, the
singularity of the velocity of sound occurs when u-D → 0. The criterion solution requires that
when the speed of sound is singular, the numerator is 0, which is the generalized CJ criterion.
Steady - state detonation wave structure can be obtained.

Figure 1 Steady - state detonation wave structure

3. Criticality of detonation

Based on the generalized CJ criterion, the relationship between detonation velocity and curvature is
drawn. With the increase of the curvature, the steady - state detonation velocity decreases gradually.
The turning point that appears on the curve corresponds to the maximum permissible curvature
above which the detonation fails. Since the value of n is small, the reaction term can not compensate
for the increase in curvature, so the curvature increases monotonically without turning points. As
the value of n increases, the steady-state detonation curve is shifted to the left.
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Figure 2 Detonation velocity~curvature curve with (a) different n (left); (b) different m(right)

Each different response rate index n corresponds to a different maximum loss coefficient κ, so a

linear boundary of detonation propagation and failure can be made.

Figure 3 Linear boundary of detonation propagation and failure
The inflection point required for the relationship between n and m. Where the reaction rate of the
local thermal state of the sensitivity of n than the loss rate of the local thermal state of the sensitive
m degree of 0.2 and above the case will appear inflection point.

Figure 4 The diagram of m and n when the inflection point

4. Linear model analysis
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The linear stability problem is observed by applying the unsteady small perturbations in the
steady-state ZND solution to observe the perturbation growth or decay process.

         0 0 1 0 1exp , exp , expD D t u u u x t x t             (8)
By introducing the disturbance into the steady-state equation，the higher order term and the steady
state solution are obtained, and the binomial theorem is used：
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(9)

The initial boundary conditions of the equation variables are obtained by bringing the steady-state
solution with small perturbations into the initial shock condition:

   1 10 2 , 0 0u x x     (10)
In order to determine the eigenvalues of the frequency eigenvalue σ, we can get the following result
by suppressing the perturbation on the front-finger characteristic line of the steady-state wave,

   1 0 0

1

2 0

1

0

0
D i a i
u

D au u


 


 


 (11)

In order to determine the frequency eigenvalue σ in the stability equation, we first need to satisfy the
dispersion condition. The absolute value of the dispersion relation Y (σ) is calculated by setting the
frequency eigenvalues of different real and imaginary parts, and the distribution condition is
satisfied only when its value is equal to zero, and then the logarithm of the absolute value is made in
the complex complex plane high - line chart.

Figure 5 Stability results under ideal conditions
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The local minimum value (purple point) in the contour plot represents the frequency eigenvalue
satisfying the dispersion condition. If the frequency eigenvalues satisfying the condition are present
only in the negative region of the real part of the eigenvalue, the perturbation of the steady- With
time and gradually increase, that detonation simulation system is stable.
The region of the detonation steady-state solution will decrease gradually, but it still does not appear
in the positive region of the real part of the eigenvalue. The steady-state solution of the detonation
simulation system is a one-dimensional The linear perturbation is stable. When the value of the
reaction rate index n is equal to or greater than 5.8, no matching frequency characteristic value can
be found in the contour map of the existing area.
Under the non-ideal condition, let the loss item parameter, the loss item exponent, other parameters
remain unchanged, to make the response rate index contour chart as shown.

Figure 6 Stability results under non-ideal conditions

The frequency characteristic value satisfying the dispersion condition does not appear in the contour
plot, and even if the value of the reaction rate index n and the loss term exponent m are changed, the
dispersion condition can not be satisfied. Therefore, the steady state solution of the detonation
simulation system is always unstable for one-dimensional linear perturbations due to the existence
of the loss term under non-ideal conditions.

5 Conclusions

An analog system of detonation with two step chemical reaction model is is built. This simple
detonation analog system with losses captures the critical behaviour of detonation propagation: If
the state-dependence of the reaction rate is more sensitive than that of the rate of losses, i.e.

2.0 nm ，the system exhibits a critical point in the D-κ relation . And , linear stability analysis

shows that the ideal steady state detonation is stable to small perturbations even with large n.
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Abstract 
The handling of combustible dust poses inherent risks, potentially leading to dust explosions whose 
strength and consequences hinge on various factors. Computational Fluid Dynamics (CFD) 
simulations of dust explosions can effectively incorporate these factors, contributing to the design of 
safer processes and equipment. The FLACS DustEx CFD code has demonstrated notable efficacy in 
simulating explosions in organic dusts such as maize starch, even in substantial structures like a 236-
m³ silo. This code, formerly known as DESC, has been utilized by multiple industries for over a 
decade. The accurate functioning of the DustEx code relies on the combustion properties of the dust, 
influenced by factors like dust concentration and particle size. These crucial properties are derived 
from Pmax and (dP/dt)max values obtained through standardized experimental tests conducted in 20-
liter and 1-m³ environments. 
The enhanced combustion modeling in DustEx comprises three key components. First, the burning 
rate is linked to an Arrhenius reaction rate based on the product temperature. Second, the impact of 
particle size distribution and dust concentration on the burning rate is considered by making it a 
function of the total surface area of all particles. Third, a substantial database at Gexcon is leveraged 
to formulate the burning rate model across a spectrum of dust types, particle sizes, and dust 
concentrations. These models are fine-tuned through optimization using least square fitting to align 
with experimental data. 
In contrast to previous iterations of DustEx, which necessitated experimental tests for all 
combinations of dust concentrations and particle size distributions for each dust sample, the new 
models significantly reduce the need for such extensive testing. This innovation facilitates a more 
streamlined process, wherein experimental testing of dusts before CFD simulations can be minimized. 
The efficacy of these new models has been validated through simulations of large-scale explosion 
experiments, as well as experiments conducted in 20-liter and 1 m³ spherical bombs. This 
comprehensive testing approach ensures the reliability and applicability of the improved combustion 
model across a range of scenarios and conditions.  
 

 

Keywords: FLACS DustEx, industrial dust explosions, Arrhenius reaction rate 
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1. The FLACS DustEx CFD code 

Handling combustible dust presents inherent risks, which can result in dust explosions of 
varying strength and severity, contingent upon numerous factors. Computational Fluid 
Dynamics (CFD) simulations offer an effective means to account for these factors, thereby 
enhancing the design of safer industrial processes and equipment. Notably, the FLACS DustEx 
CFD code has demonstrated significant effectiveness in modeling explosions involving organic 
dust types, such as maize starch, even within large-scale structures like a 236-m³ silo. FLACS 
DustEx is based on the gas explosion simulator FLACS and were presented early in the PhD 
thesis of Arntzen (1998) and by Arntzen et al. (2003). The dust explosion CFD code were 
originally known as DESC (Skjold et al. 2005) and has been extensively employed across 
multiple industries for more than two decades. 

 

1.1. Dust explosion parameters needed for calculation of dust explosions 

The accurate performance of the DustEx code hinges on the precise characterization of combustion 
properties inherent to the dust, which are influenced by factors including dust concentration and 
particle size distribution. These pivotal properties are deduced from standardized experimental tests, 
involving determination of pmax and (dp/dt)max values, conducted within both 20-liter and 1-m³ 
spherical explosion vessels as function of dust concentration, particle size distribution and dust 
type. Figure 1 show an example of the pressure time history of such test 
 

 
 

Fig. 1.  Pressure-time history for a typical explosion test, from Skavland (2018) 

 

1.1. The turbulent burning velocity from spherical bomb experiments 
In FLACS DustEx, the turbulent burning velocity ST as function of dust concentration is found from 
(dp/dt)max and pmax values by the relation presented  by Skjold (2007) 

𝑆𝑇#𝑡𝑖𝑝' =
(𝑑𝑝𝑑𝑡)𝑚𝑎𝑥
3(𝑝𝑓−𝑝𝑖)

(3𝑉
4𝜋
)
1/3
(
𝑝(𝑡𝑖𝑝)

𝑝𝑖
)
−1/𝛾

81 − (
𝑝𝑓−𝑝(𝑡𝑖𝑝)

𝑝𝑓−𝑝𝑖
)(
𝑝(𝑡𝑖𝑝)

𝑝𝑖
)
−1/𝛾

9
−2/3

Eq 1 

 

Where tip is the time for the maximum time dependent pressure gradient (dp/dt)max, pf is the 
maximum total pressure, pi is the initial total pressure and g is the compressibility factor (1.4 for 
air). With pmax=pf-pi , pi =1 atm and  p(tip)=0.6pf , the expression for ST (Eq 1) can be simplified to 

𝑆𝑇 ≈ 0.3
(𝑑𝑝𝑑𝑡)𝑚𝑎𝑥
𝑝𝑚𝑎𝑥
7/4   Eq 2 
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The maximum (dp/dt)max for all dust concentrations is named Kst value, where V is the volume of 
the bomb 

𝐾𝑠𝑡 = (𝑑𝑝
𝑑𝑡
)
𝑚𝑎𝑥

𝑉1/3 Eq 3 

Constant volume dust explosion test should be done in as large volume as possible to minimize the 
effect of chemical ignitors and heat loss to the walls per volume. Two chemical ignitors with 
2x10kJ will alone give a pressure rise of 1.6 barg in a 20 liter bomb, but only 0.032 barg in a 1 m3 
bomb. Explosion pressure pex obtained in the 20-litre bomb is corrected to give similar pm as in the 1 
m3 bomb. For pex>5.5 the correction is done by equation 4 (Østgård 2022) 

𝑝𝑚 = 0.775𝑝𝑒𝑥
1.15 Eq 4 

 

1.2. The turbulent burning velocity model in FLACS, including DustEx 
The turbulent burning velocity model in FLACS DustEx is given by equation 5.  

𝑆C = 0.875𝑢´𝐾𝑎GH.IJK Eq 5 

where u´ is the turbulent RMS velocity fluctuation and the Karlowitz number is given by Eq 6. 

𝐾𝑎 = 𝜏MN
O´P

QRS
 Eq 6 

In addition to the burning model in equation 5 is two correction models which reduces the burning 
rate for high Ka and secure that 𝑆C O´→H

U⎯W 𝑆X  (else ST would be 0). SL is the laminar burning velocity. 

In present version of FLACS and DustEx the chemical time scale tc has been modeled as function 
of the thermal diffusivity a and SL,  

𝜏𝑐 = 𝛼/𝑆𝐿2 Eq 7 

The model requirs that SL as function of dust concentration, Cdust[g/m3] has to be estimated through 
Eq 1, 5 and 6, from (dp/dt)max, pm and the turbulent parameters u´and lm at tip. As described by 
Skjold et al (2005) these turbulence parameters vary with the time tip and are likely to depend also 
on dust type, concentration and size of experiment. A longer tip results in a lower u´and thereby a 
lower (dp/dt)max (named hereafter (dp/dt)m). 
 

2  Reaction rate bases on an Arrhenius based chemical time scale 
The new approach is to set the inverse chemical time scale proportional to both an Arrhenius based 
reaction rate multiplied and the dust concentration. 

𝜏𝑐−1 = 𝐴𝑑𝑢𝑠𝑡𝐶𝑑𝑢𝑠𝑡𝑒−𝑇𝐴/𝑇𝑃  Eq 8 

where TP is the product temperature (estimated from Pmax), TA is the activation energy for the dust 
and Adust is a constant specific for each dust sample. 

𝜏MG_ = NO´P

QRS
` ab
H.cdeO´

f
K.ee

 Eq 9 

With u´=1.6, thermal diffusivity a=2 10-5 and a turbulent mixing length lm=2.7mm inserted 

𝜏MG_ = N _.g´P

K	_HijH.HHKd
( ab
H.cde	_.g

)K.ee = 3692𝑆CK.ee Eq 10 

By combining equation 4 and 10 an expression for the chemical time scale is found as function of 
(dp/dt)m and pm. 

𝜏MG_ = 171.4 m
(nonp)	Sqr

sS
t/u v

K.ee

 Eq 11 
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If only the Kst value is known (and no other (dp/dt)max values for other dust concentrations), a 
typical TA value for the dust type is used and the constant Adust is calculated by combining equation 
8 and 11 to get equation 12 

𝐴wOxy =
_d_.z{b|/b}

~n��p
� ��p
sS
t/u�

K.ee
Eq 12 

If (dp/dt)max values are known for a range a dust concentrations, Adust and TA are chosen so  

𝐾xy(𝑑𝑝/𝑑𝑡)� = sS∗
t/u

d.e_
#𝐴wOxy𝐶wOxy∗𝑒GC|/C}∗'

H.IJK
Eq 13 

where values marked with * are values from the concentration with maximum (dp/dt)m (=Kst). A 
value for TA can be found by e.g. a least square fit by minimizing the expression below, Eq 14. 

∑ �(𝑑𝑝/𝑑𝑡)𝑚 − 𝐾𝑠𝑡 �
𝑝𝑚
𝑝𝑚∗
�
7/4
` 𝐶𝑑𝑢𝑠𝑡
𝐶𝑑𝑢𝑠𝑡∗

𝑒𝑇𝐴/𝑇𝑃∗−𝑇𝐴/𝑇𝑃f
0.392

�
2

𝐴𝑙𝑙	𝑑𝑢𝑠𝑡	𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛𝑠  Eq 14 

The constant Adust is found by inserting the TA found into equation 12. 
 
TA could also be found from report values in the literature. Ogle(2016) reports TA≈8000 for coal 
dust. Reding (2021) report in Table 2.4 in his PhD thesis Ea values of 20,4 [kJ/mole] and 60.3 for 
two different corn starch, 41.9 for Zinc powder and 32.4 for Iron powder. TA values is obtained by 
dividing EA with the universal gas constant R (=8.3145 J/K*mole) which results in TA=0.1203EA 
 
Regarding the validity of an Arrhenius reaction rate, Bardon et al (1983) argue for coal and similar 
carbonaceous material: combustion of volatiles’ is controlled by diffusion of oxygen for particles 
greater than 65um and by chemical reaction below 15 um. After all volatiles is consumed chemical 
reaction is most important for all particle sizes 
 
Using an Arrhenius reaction base formulation has several advantages: 
Less need to find coefficients for the turbulent or laminar burning velocity dependency with 
pressure, reactant temperature or oxygen concentration in air.  
 
 
2.1 The effect of scale on the reaction rate 
 
Van Wingerden (2019) reports that Kst values for metal dusts typically are twice as high in 1m3 
sphere as in the 20 litre sphere and argue for use a twice as high value if Kst is obtained in 20 litre 
tests for metal dusts. 
In FLACS DustEx the turbulent burning velocity is proportional to lm0.196 as can be seen from 
equation 5 and 6. With lm typical set proportional to the flame radius, the maximum turbulent 
burning velocity will be 50% higher in the 1m3 sphere than in the 20 litre sphere due to a 6 times 
larger radius. 
 
Our master student, Skavland (2018), performed explosion experiments with aluminum dust in both 
a 20- and a 500-liter vessels. As can be seen in figure 2, (dp/dt)max were significant higher in the 
smaller 20 liter vessel an not opposite which was expected. The reason for the lower (dp/dt)max value 
in the 300 vessel may be due to lower turbulence velocity fluctuation or that dusts start to settle out 
of the cloud before the flame arrives.  
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Fig. 2.  Experimental test results for Aluminum dust. From Skavland 
 
 
2.2 The effect of particle size on the reaction rate 
 
Eckhoff (2003) present experiments which shows that Kst is inverse proportional to the average 
particle diameter for a range of fuels. Since the reaction rate is typical proportional to Kst squared, 
the reaction rate (=inverse chemical timescale) should have a d-squared dependence as shown in 
equation 17. 

𝜏𝑐 ∝ 𝑑3,2
2 + 𝑑𝑥

2 Eq 15 

where d3,2 is the volume to surface weighted diameter, also known as the Sauter diameter. dx is a 
dust type dependent parameter with value around 1 µm for metal dusts like aluminium and larger 
for organic dusts, which secure a maximum value for the burning rate for very small dust particles. 
 
However, when inserting the particle size dependence into equation 8, one must consider that TP 
decreases with increasing particle diameter. Equation 18 will therefore have a d3,2 dependence 
instead of a d23,2 dependence. The reaction rate (=inverse chemical timescale) with d3,2 dependence 
will there be proportional to the total surface area of all particles in the dust cloud as shown by 
equation 18. 

𝜏𝑐−1 = 𝐴𝑑𝑢𝑠𝑡
𝐶𝑑𝑢𝑠𝑡
𝑑3,2+𝑑𝑥

𝑒−𝑇𝐴/𝑇𝑃 Eq 16 

 
Castellanos et al. (2014) reports pmax and (dp/dt)max values for 7 different particle size distributions 
for a range of dust concentrations  for aluminum in a 36 liter vessel. These data show the same 
trends, that (dp/dt)max decrease with particle diameter, as shown in Figure 3.  
 
Skavland (2018) reports particle size from sieving d50=56µm and d3,2=46µm and maximum 
explosion pressure around 10 barg in both 20- and 200-liter vessels. Castellanos et al (2014) got 10 
barg for d3,2=d50 = 5µm from Mastersizer 3000 analyzer. Most likely the particle of Skavland has 
similar size, but since aluminum particles often are flat with very small size in on direction, 
measurements by sieving can typically give 10 times larger d3,2 since spherical particles is assumed. 
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Fig. 3.  Experimental results from aluminum dust with 7 different d50. From Castelleano (2014) 
 
. 

3 Estimation of fraction burned (l) and product temperature (TP) 
 

Fraction dust burned, l, as function of dust concentration is needed by DustEx to perform 
calculations.  It is calculated with basis in pm , the ideal gas law and an  Enthalpy balance as shown 
in Figure 19 

 ℎ𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 = ℎ𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 + −𝑄𝑤𝑎𝑙𝑙𝑠 + 𝑄𝑖𝑔𝑛𝑎𝑡𝑜𝑟 + 𝑝�𝑉  Eq 17 

The two last terms, heat loss to the walls and energy from ignition is negligible for the 1m3 bomb 
and are adjusted for by equation 4 for 20 litre experiments. In the calculations we also assume that 
the volume of the dust is negligible compared to air since it is not likely to occupy more than 0.1% 
of the volume. 
Estimation of of fraction burned, l, and product temperature, TP, have up to now been done by 
adjusting the fraction burned for each dust concentration with experimental pmax values so the 
enthalpy released from combustion is equal to the enthalpy needed to heat all products up to the 
product temperature TP. Unburned dust is assumed not to be in gas phase but have temperature TP. 
To have the product temperature is likely if the particles are small, but if they are big their 
temperature are more likely lower. Unburnt organic dusts may not be in gas phase, but e.g. metal 
dusts can obtain much higher temperatures and may be in gas phase. 
 The ideal gas low must also hold. 

𝑝� = 𝑝H(
C}
C�

���𝑝+���𝑝�����+�������
�������

− 1)  Eq 18 

This model has sometimes problem finding a value for l, typical if the heat of formation for dust 
are wrong. If the particles are large the heat/enthalpy loss to unburned particles will be lower than 
estimated, since they may have a lower temperature than TP. If the particles are small the 
enthalpy loss may be higher than estimated since the unburned particles may melt and evaporate. 

Figure 4 shows the burnable fuel fraction, l, as function of dust concentration typically used in 
DustEx. The figure shows that l has a maximum value of 0.7 for concentration 125g/m3 and drops 
to o for concentration 65 g/m3. This must be corrected so a decrease in dust concentration always 
lead to a value of l which newer decrease. As it is now, if burned dust with concentration 125g/m3 
mixes with an equal volume with air, the concentration falls to 62g/m3. Then all burned fuel will be 
converted to reactants again (since l =0) and strange unphysical simulation results will occur. 
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Fig. 4.  Laminar burning velocity and fraction burnable fuel to be used in DustEx. From Skjold et al. (2005) 

 

In the new approach it is assumed that all oxygen is consumed if it is enough burnable dust to do 
so and the distance between the dust particles (which is a function of d3.2

3/Cdust) is small enough, 
Else there will be some oxygen left (typically for low dust concentrations and large particles) The 
value of burned dust, l, is then known. The enthalpy released will then only depend on TP and the 
enthalpy of formation for the hdust which may need adjustment to give a correct pmax. 

The heat loss to unburned reactant will be hunburned = g Cp,dust(TP-T0) where g=1 if the hole particle 
get the product temperature, else g <1. g  can be used as an adjustment factor to get reasonable good 
pmax values for all dust concentrations. 

The enthalpy in FLACS DustEx is given as a second order polynomial relationship, h=aT+0.5bT2-
d. At temperatures around 2000K the enthalpy can be represented by h≈a*T-d. Table 1 gives the 
values of a,b, d and a* used in FLACS DustEx for the gases in the products where enthalpy is in 
J/mole. 

A product temperature is found by solution of the second order equation. The temperature is used in 
the ideal gas law to find pm. hdust and x are adjusted so pmax fits well with experimental values. 

 
Table 1. Constants for the enthalpy formula for the gases in the products  

 hf298 [kJ/mole] a b 103 d 10-3 a* (=Cp) M [g/mole] 

N2 0 29.0 3.304 8.68 34 28 

O2 0 30.4 3.584 9.28 38 32 

CO -110.628 29.4 3.22 119.56 36 28 

CO2 -394.108 46.64 6.908 408.32 60 44 

H2O -241.74 32.04 9.27 252 50 18 

C6H10O5 products -3432 431.4 86.0 3565.54 598 346 
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For the 1 m3 sphere the following assumptions can be assumed. The number of mole air is given by 

𝑛��� =
� 
¡C
= _¢e		_

c.I_ze		KJc	
= 40.36	𝑚𝑜𝑙𝑒 Eq 19 

- The number of moles oxygen is:   nO2 = 0.2095nair = 8.455 mole  
- The number of moles inert gas, nitrogen and argon: nN2 = nair - nO2 = 31.905 mole 
- The number of moles dust (with V=1m3) is ndust = CdustV/Mdust = Cdust/Mdust 
- The number of moles product nprod in gas phase will depend on the chemical composition of the 
dust and the fraction l of the dust which have burned, nburnt = l ndust   
  
The ideal gas law gives the relation between pressures, temperatures and number of moles in the 
gas fraction before and after combustion  

s��sS
s�

= C}
C�

�}
�£

Eq 20 

For aluminium (Al) the product Al2O3 will be liquid (eventually solid) since the enthalpy of 
formation of the gas phase at the boiling temperature is positive (more energy is needed than is 
released in the combustion process) TP can therefore not be higher than the boiling temperature 
which is 3250K at atmospheric pressure and some hundred degrees higher at 10 barg. According to 
Cashdollar and Zlochower (2007) the boiling temperature is 4060K at the maximal theoretical 
pressure ratio pmax/p0=12.4. To obtain above 11 barg as shown in Figure 3, some of the unburned Al 
must be in gas phase when the temperature is is above the boiling temperature of Al (around 
2467K) to satisfy the ideal gas law (equation 20). 
 
Cashdollar and Zlochower (2007) gives a lot of useful information for a range of metals which will 
be needed in FLACS DustEx to implement these metals as reactants in the code. The chemical 
formula is needed for all metal oxides, as well as melting- and boiling temperatures as function of 
pressure and enthalpy as function of temperature for all actual phases for both the metals and their 
oxides. This is needed to give a good estimate on both product temperatures (TP ) and number of 
moles in the products, to give accurate explosion pressures. TP will also be needs in to calculate 
burning velocities based on the chemical time scale as shown in equation 16. 
 
To do simulation of e.g. corn starch dust explosion the chemical reaction balance must be set up to 
find the mole ratio, oxygen consumption and products from the reaction: 
 
C6H10O5 +5.75O2 -> 5.5CO2 + 0.5CO + 5H2O   
  
The mole ratio between products and reactants in the gas phase for corn starch needed in equation 
20 is: nP/nR=(5.5+0.5+5)/5.75/3.774+0.79056=1.113 In dustEx it is assumed that unburned dust are 
not in the gas phase. 
 
The enthalpy balance gives 

𝑛¤O��{w(ℎ¤O��{w − ℎwOxy) + 𝛾𝐶s(𝑇� − 𝑇H)𝑛O�¤O��y + 𝑛¥Kℎ¥K = 𝑝�10e𝑉 Eq 21 

where enthalpies can be found from table 1. 
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Conclusions 
Using a Arrhenius reaction based formulation based on the product temperature has several 
advantages. First, no need to to find coefficients for the turbulent or laminar burning velocity 
dependency with pressure and reactant temperature. Second, the impact of particle size distribution 
and dust concentration on the burning rate is included by making the reaction rate a function of the 
total surface area of all particles. The formulation make is possible to do DustEx explosion 
calculations if only the Kst value is known. In the earlier model (dp/dt)max values must be known for 
a range of dust concentrations to be able to perform the dust explosion simulations. 
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Abstract 

Burning velocity is a key parameter of main flame propagation models. However, its experimental 

determination while studying propagating dust flame is still challenging. In this work, aluminum 

flame propagation in a vertical tube is studied. Two aluminum powders with different particle size 

distributions with a median diameter of 6.2 and 20.7 µm are analyzed for different equivalence ratios 

with air. The main objective of this work is to compare the methods commonly used in the literature 

to determine the burning velocity in the case of propagating flames. One of these methods is based 

on the estimation of the thermal expansion coefficient. This article focuses first on the estimation of 

this coefficient and presents the limits of considering the adiabatic flame temperature for its 

estimation; this coefficient is here deduced from preliminary experiments presented in this article. As 

detailed in the paper, these methods have some limitations and are therefore compared with an 

innovative method based on a local direct determination of the burning velocity. This local method 

is based on the measurement of the unburned flow velocity just ahead of the propagating flame front 

by Time-Resolved Particle Image Velocimetry (TR-PIV). The methods commonly used in the 

literature mainly underestimate the burning velocity when compared with the local method. The local 

method is then used to study the influence of the particle size distribution and the equivalence ratio 

on the turbulent burning velocity. Firstly, we observe that the turbulent burning velocity increases 

while the flame is propagating in the vertical tube. Furthermore, the turbulent burning velocity with 

the 6-µm powder is higher than with the 20-µm powder. 

Keywords: dust explosion, burning velocity, Particle Image Velocimetry, aluminum combustion, 

flame propagation 

 Introduction 

Metal combustion, especially aluminum dust combustion, is widely studied as it is involved in 

different scientific fields (process safety, aerospace propulsion, defense). Fundamental understanding 

of dust combustion is therefore required to prevent accidental explosions and improve the 

performance of propulsion systems (Han et al., 2017). However, modeling metal dust flame 

propagation is still challenging due to the complex processes governing this multi-phase combustion 

and the inherent difficulties in performing experiments on dust flame propagation (Goroshin et al., 

2022). Modeling flame propagation is mandatory to predict the consequences of accidental 

explosions. One key parameter of these flame propagation models is the burning velocity, i.e. the 

consumption rate of the reactants by the flame front. Besides, modeling the flame propagation 

requires modeling the combustion dynamics but also the induced flow and turbulence. Thus, the 

evolution of the turbulent burning velocity while the flame is propagating has to be determined.  
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Experimental determination of this turbulent burning velocity is challenging, particularly for metallic 

flames. A first setup commonly used to estimate the burning velocity is the burner. In this case, the 

burning velocity is deduced from the visualization of the shape of the stationary flame (Goroshin et 

al., 1996; Julien et al., 2017). A confined explosion sphere can also be used to obtain the burning 

velocity in case of propagating flames. The burning velocity is deduced from pressure data (Dahoe 

and de Goey, 2003); as highlighted by Faghih and Chen (2016), the estimation of the burning velocity 

from the evolution of the pressure is based on some assumptions. Furthermore, the flame propagation 

process inside the explosion sphere is difficult to observe and study. 

To develop and validate flame propagation models, the propagation of flames inside tubes can be 

studied. Andrews and Bradley (1972) proposed a method for estimating the burning velocity while 

studying propagating flames inside tubes, called the “tube method” in this article. This method is 

based on the visualization of the flame propagation, the estimation of the flame surface area and the 

measurement of the mean unburned flow velocity averaged over the tube cross-sectional area. Other 

authors adapted this method to estimate the burning velocity without measuring the unburned flow 

velocity (Di Benedetto et al., 2011; Khalili, 2012). This method is based on the estimation of the 

thermal expansion coefficient; this coefficient is defined as the ratio between the unburned mixture 

density and the burned mixture density. This method is called the “thermal expansion method” in this 

paper. The estimation of the thermal expansion coefficient is an important point, detailed in this paper. 

For both methods, the accurate estimation of the 3D flame surface area is tricky and can lead to errors 

up to 20 % (Andrews and Bradley, 1972). An innovative direct local method has been proposed in a 

previous paper (Chanut et al., 2022), called the “direct method” in this article. This method is based 

on the measurement of the unburned flow velocity just ahead of the propagating flame front by Time-

Resolved Particle Image Velocimetry (TR-PIV). This method consists of a local estimation of the 

burning velocity at the top of the flame front, whereas the two other methods are global estimations 

of the burning velocity assuming a constant burning velocity over the tube cross-sectional area. 

In this article, aluminum flame propagation in a vertical tube is studied. Two aluminum powders with 

different particle size distributions with a median diameter of 6.2 and 20.7 µm are analyzed for 

different equivalence ratios with air. This article focuses first on the estimation of the thermal 

expansion coefficient. Results from preliminary experiments are presented to estimate this 

coefficient; these results are compared with previous estimations proposed in the literature. Then, the 

turbulent burning velocity is obtained by using the three methods: “tube method”, “thermal expansion 

method” and “direct method”. Finally, the results obtained with the direct method are detailed and 

discussed to investigate the influences of particle size distribution and equivalence ratio. 

1. Experiments 

1.1. Experimental setup 

The setup is a square-cross section vertical tube divided into three different sections of 700 mm height 

and 155 x 155 mm cross-section (Fig. 1). The walls are made of glass to allow the visualization of 

the flame propagation process. During the experiments, dust is injected in the two lower sections by 

discharge of pressurized vessels connected to four injection tubes located in the corners of the section. 

Special attention has been paid to the design of the injection tubes to obtain a homogeneous cloud, 

especially along the vertical axis (axis of flame propagation). Details about the design of the injection 

tubes and the method for characterizing the initial dust cloud can be found in (Chanut et al., 2020). 
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Dust concentration is determined by weighting the dust inside the injection tubes before and after 

each experiment. Dust is ignited by an electrical spark between two tungsten electrodes located inside 

the lower section of the prototype. After ignition, the flame propagates upward from the closed bottom 

end to the open upper end of the prototype. More details on the setup can be found in (Chanut et al., 

2022). 

 

Fig. 1. Experimental setup and particle size distributions of the powders 

In these experiments, two powders of aluminum are studied. Fig. 1 shows the particle size 

distributions of the two powders. The median diameters of each powder are 20.7 µm and 6.2 µm; 

characteristic diameters describing these particle size distributions are detailed in Table 1. In the 

following, the two powders are called “20-µm powder” and “6-µm powder” respectively. 

For each particle size distribution, three dust concentrations are studied. They are defined in terms of 

equivalence ratio, which corresponds to the ratio of the actual dust concentration and the 

stoichiometric concentration. The value of the stoichiometric concentration is here estimated to be 

about 310 g.m-3. For the 20-µm powder, fuel-rich mixtures are studied corresponding to equivalence 

ratio of 1, 1.2 and 1.4. With fuel-lean mixtures, difficulties for igniting the 20-µm powder mixtures 

are observed. For the 6-µm powder, fuel-lean mixtures are studied corresponding to equivalence ratio 

of 0.8, 0.9 and 1. For each experimental configuration (defined by a particle size distribution and an 

equivalence ratio), two tests are carried out. 

Table 1. Characteristic diameters of the particle size distributions of the powders 

 d10 d50 d90 

6-µm powder 3.2 µm 6.2 µm 10.8 µm 

20-µm powder 5.6 µm 20.7 µm 39.8 µm 
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1.2. Optical setup 

Two optical techniques are implemented to analyze the flame propagation process: the direct 

visualization technique and the PIV (Particle Image Velocimetry) technique. The direct visualization 

technique records the light emitted by the flame front by using a high-speed camera. The PIV 

measures the velocity of the flow field, seeded with the aluminum particles, by using a high-speed 

camera synchronized with a laser. Direct visualization technique is widely used to visualize the 

propagating flame. However, the flow field ahead of the flame front is rarely studied in experimental 

works, especially in front of dust flames, because of the difficulty to implement this technique. 

Nevertheless, a TR-PIV (Time-Resolved PIV) setup has been successfully implemented to study the 

unburned flow just ahead of the luminous flame front. 

A first high-speed camera (Photron SA3) records the flame propagation process by direct 

visualization technique on the two lower sections of the prototype. The resolution of this camera is 

set at 1024 x 128 pixels with a frequency of 10,000 fps (frames per second). A second high-speed 

camera (Photron SA5) records the flame propagation process on the third upper section. The 

resolution of this camera is set at 1024 x 1024 pixels with a frequency of 7,000 fps (frames per 

second). Using these two cameras the flame front is detected during the propagation along all the 

height of the prototype.  

In addition to this direct visualization technique, two zones of TR-PIV measurement have been 

implemented. The first zone corresponds to the middle of the second section. For this measurement, 

a Litron TR-PIV 30-1000 laser (30 mJ at a frequency of 1 k Hz) is synchronized with a Phantom 

V711 high-speed camera. The second zone corresponds to the top of the prototype. For this 

measurement, a Litron TR-PIV 15-1000 laser (15 mJ at a frequency of 1 k Hz) is synchronized with 

a Phantom V2512 high-speed camera. For each PIV measurement, the time between each double 

image (time between two successive velocity vectors) is 1 ms. The size of each PIV measurement 

zone is around 15.5 cm x 10 cm. The resolution of the images is 1280 x 800 pixels. 

2. Methods: Determination of the burning velocity 

The objective is to determine the turbulent burning velocity from these experimental data. Three 

methods are compared: the “tube method”, the “thermal expansion method” and the “direct method”. 

These three methods are presented on the next subsections. 

2.1. “Tube Method” 

In our case of a flame propagating from the open bottom end to the closed top end of a vertical tube, 

the "tube method" is based on the following expression (Andrews and Bradley, 1972): 

𝑆𝑢 =
𝑎

𝐴
. (𝑉𝑝 − 𝑈𝑔) 

where 𝑆𝑢is the burning velocity, 𝑉𝑝  is the flame propagation velocity (i.e. the flame speed in the 

laboratory referential), 𝑈𝑔  is the mean unburned flow velocity averaged over the tube cross-sectional 

area, 𝑎 is the tube cross-sectional area, 𝐴 is the 3D flame surface area. For our experiments, the 3D 

flame surface area is deduced from the images of flame propagation obtained by direct visualization 

of the light emitted by the flame front. 2D images are obtained; therefore, the flame shape in the 

perpendicular plan is approximated with ellipses as explained in details in (Chanut et al., 2020)  
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𝑈𝑔 is deduced from the PIV data. It is defined as the vertical component of the mean flow velocity 

averaged over the line located at the top of each PIV zone. This method is implemented only for the 

experiments with the 20-µm powder. With the 6-µm powder, velocity vectors on all the depth of the 

PIV zones are not obtained due to the quality of the TR-PIV images. Indeed, the laser light is 

attenuated while passing through the highly concentrated cloud of aluminum particles; thus, velocity 

vectors are difficult to deduc by the PIV algorithm in the highly attenuated zones.  

2.2. “Thermal expansion method” 

The “thermal expansion method” is adapted from the “tube method”. For this method, the unburned 

flow velocity is not measured. This method is based on the following expression (Di Benedetto et 

al., 2011): 

𝑆𝑢 =
𝑉𝑝

𝜒
.
𝑎

𝐴
 

where 𝜒 is the thermal expansion coefficient defined as: 

𝜒 =
𝜌𝑢
𝜌𝑏

 

To implement this method the thermal expansion coefficient has to be estimated. Di Benedetto et al. 

(2011) studied the flame propagation of nicotinic acid dust. They calculated this thermal expansion 

coefficient as the ratio of the burned mixture temperature to the unburned mixture temperature. 

However, this equality is not exact for such solid powders devolatilizing before combustion. These 

authors approximated the burned mixture temperature to the adiabatic flame temperature. 

Altman and Pantoya (2024) discussed the estimation of this thermal expansion coefficient for metal 

particles. They explained that thermal expansion coefficient is overestimated while considering 

adiabatic flame. Furthermore, the discrete nature of the aluminum dust flame leads to another 

overestimation of the thermal expansion coefficient in literature. These authors estimated the thermal 

expansion coefficient from previous experiments conducted by Lomba et al. (2019). They obtained a 

thermal expansion coefficient of about 5.5 from these experiments, much lower than the value of 

about 12 obtained while considering an adiabatic flame. 

Preliminary experiments were conducted to estimate this thermal expansion coefficient. For this 

purpose, one section of the prototype has been isolated and slightly modified. With this new 

experimental setup, upward flame propagations from the open bottom end to the closed top end of 

the tube were studied. From a mass balance, the following expression is used to determine the thermal 

expansion coefficient: 

𝜒 =
𝜌𝑢
𝜌𝑏

=
𝑉𝑝 + 𝑈𝑔

𝑉𝑝
 

Here, 𝑈𝑔 is the flow velocity of burned mixture exiting the bottom of the prototype and is estimated 

by performing the PIV algorithm on the combustion products exiting the bottom end of the prototype. 

This equation is obtained by assuming a constant propagation velocity and unburned flow velocity 

over the cross-section of the prototype. For these experiments, with the 6-µm powder, a thermal 
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expansion coefficient of about 5.5 is obtained, in accordance with the value proposed by Altman and 

Pantoya (2024).  

2.3. “Direct method” 

The “direct method” is based on the measurements of the propagation velocity and of the unburned 

flow velocity just ahead of the propagating flame. At the top of the flame front, the vectors are colinear 

thus the burning velocity is defined as the difference between these two velocities. One main difficulty 

of this method is the accurate measurement of the unburned flow velocity just ahead of the 

propagating flame, especially in case of metallic dusts. Here, the TR-PIV technique is used to 

determine the most probable movement of particles between two images separated by a known time 

delay. With this technique, velocity vectors on a plane of the flow are obtained. The software 

Dynamic Studio (Dantec Dynamics) is used to perform the PIV analysis.  

 

Fig. 2. Examples of raw TR-PIV images with the 20-µm powder (delay between images: 1 ms) 

Fig. 2 shows an example of raw TR-PIV of a propagating flame of the 20-µm powder. A first step of 

pre-treatment is mandatory to improve the quality of the images before performing the PIV algorithm. 

Indeed, because of the presence of a dense dust cloud, the laser light is attenuated while passing 

through the prototype. Moreover, the power of each of the two laser cavities (used to obtain the pair 

of images analysed by the PIV algorithm) are not exactly equal. For these two reasons, a first pre-

treatment step is performed to uniform the grey levels of the images. 

An adaptative PIV algorithm is used to modify the size and shape of the interrogation areas depending 

on the velocity and concentration gradients. The quality of the images obtained with the powder 20 

μm is better for performing the PIV algorithm as the laser light is less attenuated by these larger 

particles present inside the unburned mixture. Thus, input parameters for the PIV algorithm are 

slightly different for the images corresponding to this powder. For the images corresponding to the 

powder 20 μm, the distance between two velocity vectors is 0.5 mm while this distance is equal to 1 

mm for the powder 6 μm. From these velocity vectors, the burning velocity is deduced; it is defined 

as the difference between the propagation velocity and the unburned flow velocity just ahead of the 

flame front. 

3. Results and discussion 

3.1. Comparison of the different methods 

The “tube method” is first compared to the “thermal expansion method” for the experiments with the 

20-µm powder (Fig. 3). On this figure and on the following figures, the dotted lines correspond to +/- 

20 % of variations from the ideal curve 𝑦 = 𝑥 (continuous line).  
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The “thermal expansion method” is applied considering the two values of the thermal expansion 

coefficient (𝜒) proposed previously: 12 and 5.5. The value of 𝜒 of 5.5 gives results of burning velocity 

closer to the “tube method”. The value of 𝜒  based on the adiabatic flame temperature is thus 

overestimated leading to an underestimation of the burning velocity. It is thus important to evaluate 

first this coefficient by studying a stabilized flame on a Bunsen burner, as proposed by Altman and 

Pantoya (2024), or by studying the upward flame propagation from the open bottom end to the closed 

top end of a vertical tube, as proposed in this paper. 

 

Fig. 3. Comparison of the burning velocity calculated from the “thermal expansion method” and the “tube 

method” 

The “thermal expansion method” gives results in accordance with the “tube method”. Measuring the 

unburned flow velocity can be challenging, therefore the “thermal expansion method” can be 

preferred. This method is compared to the estimation of the local burning velocity with the “direct 

method” (Fig. 4). These two methods are applied on the experimental data with the two granulometric 

distributions. Taking the “direct method” as reference, the “thermal-expansion method” mainly 

underestimates the burning velocity.  

With the “thermal expansion method”, a global estimation of the burning velocity over the flame 

surface is obtained, whereas the “direct method” is a local estimation of the burning velocity at the 

top of the flame front. The “thermal expansion method” assumes a constant burning velocity over the 

flame surface area. However, as mentioned by Andrews and Bradley (1972), this burning velocity is 

reduced close to the walls. Thus, the “thermal expansion method” underestimates the value of the 

burning velocity at the top of the flame front. 
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Fig. 4. Comparison of the burning velocity calculated from the “thermal expansion method” (𝜒 = 5.5) and 

the “direct method” 

Moreover, the evaluation of the real 3D flame surface area is challenging. Fig. 5 shows an example 

of a zoom on the flame front of an image of the propagating flame. It is difficult to define the real 

“reactive area” of the flame front, i.e. the flame height (H1 or H2 or another value). This value is 

important for estimating the flame front area. If we consider all the flame surface area until the flame 

reaches the tube walls (H2), a high value of the flame surface area is obtained resulting in a lower 

value of the burning velocity. 

Due to the difficulties for estimating the flame surface area and the global nature of the burning 

velocity calculated with the “thermal expansion method”, the local “direct method” is preferred for 

estimating the burning velocity at the top of the flame front. 

 

Fig. 5.  Zoom on the flame front of the aluminum propagating flame 
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3.2. Analysis of the turbulent burning velocity: “direct method” 

The “direct method” is used to determine the burning velocity for the different experimental 

configurations. First, Fig. 6 shows the relation between the burning velocity and the propagation 

velocity for all the experimental configurations and for both PIV measurement zones. The black line 

represents the best fit of these experimental points with an affine function. An increase of the 

propagation velocity corresponds to an increase of the burning velocity. 

Analysing separately the results of both powders, we can observe that the coefficient of the best fit 

for each granulometric distribution is slightly different. For the 20-µm powder, the value of the slope 

is 0.121 while this value is 0.156 for the 6-µm powder. This difference can be due to the difference 

of granulometric distribution. However, this difference could also be due to the difference of 

equivalence ratio for both granulometric distribution; indeed, fuel-lean mixtures of the 6-µm powder 

are studied while fuel-rich mixtures of the 20-µm powders are studied. 

 

Fig. 6.  Relation between burning velocity and propagation velocity 

Fig. 7 shows the values of the turbulent burning velocity determined with the “direct method” for all 

the experimental configurations and for both PIV measurement zone. As expected, the burning 

velocity with the 6-µm powder is higher than with the 20-µm powder. This observation can be 

explained by an increase of the specific surface area, corresponding to an increase of the reactive 

surface, with finer particles. This result is in accordance with other results from the literature (Danzi 

et al., 2021). 

Moreover, the values of burning velocity determined while the flame passes on the PIV measurement 

zone 2 are higher compared to the PIV measurement zone 1. The PIV zone 1 is located at the center 

of the second section while the PIV zone 2 is located at the top of the third section of the prototype. 

Thus, the burning velocity increases while the flame propagates inside the vertical tube. This increase 

could be due to an increase of turbulence due to the induced unburned flow ahead the flame front. 
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With this TR-PIV setup, measurements of the local turbulence while the flame propagates is possible 

as already proposed in a previous paper (Chanut et al., 2022). 

Analyzing the fuel-lean mixtures of the 6-µm powder, an increase of the burning velocity with the 

equivalence ratio is observed; this increase can be due to an increase of the quantity ofdust 

participating to the combustion, increasing the global reactivity of the mixture. On the contrary, a 

quite constant behavior of the burning velocity with the equivalence ratio is obtained while analysing 

the fuel-rich mixtures of the 20-µm powder; in this case, additional powder does not increase the 

global reactivity of the mixture and can absorb some part of the energy of the combustion. 

 

Fig. 7. Turbulent burning velocity as a function of the equivalence ratio for both granulometric distribution 

4. Conclusions 

Aluminum flames propagating in a vertical tube have been studied. The main objective of the present 

study was to study the turbulent burning velocity of these propagating flames. Indeed, the burning 

velocity is an important input parameter of numerical models used for predicting the consequences 

of accidental explosions. For this purpose, a novelly developed method has been implemented to 

determine this burning velocity: the “direct method”. 

Two other methods usually used in the literature have also been implemented: the “global method” 

and the “thermal expansion method”. One method is based on the thermal expansion coefficient. This 

paper discusses the determination of this coefficient and its influence on the burning velocity results. 

An experimental method for estimating this coefficient was proposed; this method is based on the 

observation of the propagation of the flame in an open tube. The results from this method are equal 

to the results obtained in the literature while studying stabilized flames. The comparison of the results 

obtained with the “thermal expansion method” and the “global method” confirms the importance of 

using the value of the thermal expansion coefficient proposed in this paper. The method generally 

used in the literature for determining this coefficient is based on the hypothesis of a uniform flame 
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front with a temperature equal to the adiabatic flame temperature. This method leads to an 

overestimation of the thermal expansion coefficient and an underestimation of the burning velocity. 

The innovative “direct method” is promising to determine the local burning velocity of propagating 

dust flames. Indeed, the two other methods used in the literature are based on the hypothesis of a 

constant burning velocity over the flame surface, while this velocity is lower close to the walls 

(Andrews and Bradley, 1972). Moreover, the 3D flame surface area has to be evaluated to implement 

these methods. Due to the complex geometry of the flame front and the difficult definition of the 

burning zones, this estimation is challenging. 

The “direct method” is here based on a TR-PIV (Time-Resolved Particle Image Velocimetry) setup. 

With this setup, the evolution of the local unburned flow velocity and of the local turbulence can be 

obtained. These values are mandatory for accurately validate future numerical simulations of 

propagating flames. Moreover, the local turbulence just ahead the flame front can be deduced from 

these TR-PIV data. Therefore, the relation between turbulence and burning velocity can be 

determined. This relation is an important input parameter of numerical models of flame propagation. 
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Abstract 

ISO containers are increasingly used to house processes involving a potential explosion risk such as 
Battery Energy Storage Systems or hydrogen-based systems. For both examples, explosions may be 
powerful because of the potentially large obstruction in the container promoting flame acceleration 
and/or the high dynamics of the hydrogen flames.  

An important part of the modelling strategy for predicting residual pressure effects of an explosion in 
an ISO container is the knowledge of the mechanical behaviour of the structure initially confining the 
flammable cloud.  

In order to improve knowledge regarding the mechanical behaviour of the container and get a 
database suitable for validation purposes of the modelling tool, hydrogen explosions tests in 20-foot 
ISO containers were performed at INERIS testing facilities. The goal was to generate distinctive 
pressure signals and to collect comprehensive measurements related to the mechanical behaviour of 
the doors and walls.  

The paper details the experimental set-up, the metrology dedicated to mechanical measurements and 
the main results. First conclusions of the experimental campaign are also supplied.  

Thus, the comparative analyses of dynamic explosion load tests (20%, 22%) highlight the significant 
differences in the intensity of the stress imposed on the structure of the container. The 20% test 
presents less severe conditions with reduced deformations and recorded stresses compared to the 22% 
test. These results underline the importance of considering the variable nature of dynamic loads when 
evaluating container resistance and offer valuable insights for improving the design of protective 
barriers (like explosion vent panels for example) in similar conditions. 

Keywords: container, explosion, hydrogen, walls, doors 

Introduction 

ISO containers are used to house processes or parts thereof which may accidentally produce 
flammable gases in quantities sufficient to fill the entire free volume or a large part of it with a 
flammable cloud. Indeed, Batteries arranged as racks can be placed in ISO containers. In the case of 
thermal runaway, a flammable mixture of gases can be released at one or several battery vents and 
mixed with air. If the obtained flammable mixture is ignited, a flame will propagate in a medium 
obstructed by the racks. Electrolyzers or hydrogen compressors can also be placed in ISO containers. 
Such systems could undergo high pressure hydrogen leaks. The potential flame would propagate in a 
medium occupied with reservoirs and complex pipework. For battery and hydrogen applications, the 
explosion may be violent because of obstruction, obstacles, and the initial turbulence of the 
flammable cloud before ignition. An important parameter limiting the internal pressure of a confined 
explosion is the mechanical resistance of the confinement walls. They are basically the double door 
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and the container walls, and sometimes an additional access door, ventilation grid and explosion vent 
panels.  

A previous experimental work was dedicated to the study of the response of metal plates to pressure 
signals generated by deflagrations (Pini et al., 2019) in an about 1 m3 enclosure. The maximum 
displacement, measured with a Laser, was then compared to the peak pressure.  

Explosions tests were in ISO containers also documented by Sommersel et al. (2017), Skjold et al. 
(2019) and Hao et al. (2021). Sommersel et al. carried out 39 tests in total in 2005 in a 20-foot 
container. The flammable mixture was made with the injection of hydrogen. The door was open. For 
the 37 first tests, the container was empty. The peak pressure was then limited to a few dozens of 
mbar. For the two last tests, euro pallets were placed in the container to promote flame acceleration. 
The strongest explosion was characterized by an unmeasured pressure peak but estimated at around 
1 bar. The welded seams along a wall and the roof were ruptured. Skjold et al. report results of more 
than 60 explosion tests. They were carried out during the HySea project that aimed at gaining 
knowledge on vented deflagrations in containers and enclosures for hydrogen energy applications. 
The parameters of the campaign include notably: the position of the double door before ignition, the 
ignition source location, the value of the mean hydrogen mole fraction in the flammable mixture, the 
vent surface area … Concerning measurements, the focus was put of the pressure field 
characterization with the use of eight pressure sensors. The structural response of the container was 
obtained with two Lasers for measuring the displacement of the points at the centre of the large walls. 
A more recent work was proposed by Hao et al. with 48 explosion tests in a 40-foot container. This 
specific container with substantial horizontal and vertical stiffeners was designed for the hydrogen 
explosion venting experiments. A series of experiments including roof vented and end-vented 
explosions were conducted to investigate the effects of the hydrogen concentration, ignition position, 
and obstacles on the structural dynamic responses. Pressure probes, eddy current displacement 
sensors and piezoelectric acceleration sensors were used. Nevertheless, the maximum internal 
pressure was limited to a few dozens of mbar. 

The current paper presents the first results of an experimental campaign designed to produce a 
validation database for a finite element modelling tool for predicting the global response of a 20-foot 
ISO container to an internal explosion.  

Second-hand 20-foot ISO containers were used in the campaign. The pressure signals were generated, 
as in the previous works, with the internal explosion of hydrogen-air mixtures. The pressure fields 
inside and outside the container were measured.  

The tests presented were extensively instrumented concerning the deformation of a sidewall and the 
doors with a Laser, accelerometers, strain gauges and several high-speed cameras. The large 
instrumentation of the door is particularly original compared to the explosion tests in the literature.  

The experimental set-up, metrology and main results concerning the generated pressure fields and 
container deformations are detailed in what follows. 

1. Strategy, experimental set-up, and tests carried-out  

Three second-hand 20 ft ISO containers were bought for the tests. Fig. 1 shows one of them. Zones 
with plastic deformation are visible on the large wall, probably due to shocks received during the life 
of the container. Each door is closed with two turning bars (Fig. 1). When the bars are rotated, their 
lower and upper extremities are locked or unlocked to the container hooking system. 
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Fig. 1. Left: general view of the container N°1. Right: detailed view of the upper part of the closing system of 

the doors. 

The experimental campaign aims to study in detail the temporal response of container walls and doors 
to pressure signals.  

Explosion computations are performed with the open-source CFD code OpenFoam (Weller et al., 
1998) to determine conditions leading to this maximum overpressure, assuming that the double door 
remained closed during the explosion. A peak of 800 mbar was calculated with an ignition point close 
to the ground center, a 1 m² opening located at the center of the roof, and a hydrogen-air mixture at 
rest with a hydrogen mole fraction of 22 %.  

A preliminary explosion test (Test 1) with a targeted hydrogen volume fraction of 14 % was 
performed in Container 1. Test 3 is then performed in Container 1 with a hydrogen mole fraction of 
20 %. Test 4 is performed in Container 2 with a hydrogen mole fraction of 22 %.  

To prepare the chosen flammable mixture in the container, a 50 L bottle of high-pressure hydrogen 
is discharged in the container through two nozzles, directed towards the ground, 50 cm away from 
this latter. The nozzles diameter is 2 mm. The bottle pressure is adjusted to inject the required amount 
of hydrogen. The mixture homogeneity and the hydrogen content are checked with a Servomex 
oxygen analyser and three probes positioned across the container.  

The 1m² square hole in the container roof is closed with a plastic sheet held in place with four sand-
filled plastic tubes. The weight of each tube is about 5 kg (Fig. 2).  

 

Fig. 2. Inner and outer views of the vent on the container roof. 

The ignition device is a 60 J pyrotechnic match located 50 cm below the roof opening. This location 
was chosen to limit explosion effects outside the container. 

Two columns, each made up of four 1 t concrete blocks, are placed just behind the wall opposite of 
the double door to limit the movement of the container when this latter opens. Six braided steel cables 

1 m 
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were used to wrap the side walls and the roof of the container and retain the doors (Figure 1). This 
setup prevents the projection of wall elements or doors. The cables are sufficiently loose to permit 
free deformation of the walls.  

Six piezoresistive Kistler pressures sensors are used (Fig. 3). Three of them are placed inside the 
container, on the symmetry plane of this latter. One probe is located near the doors, 1 m above the 
ground, two probes next to the wall opposite the doors, one on the ground, the other 1 m above. A 
probe is located 1.5 m above the roof vent. Two probes are placed 1 m above the ground in front the 
container doors: 2 m and 5 m away for Container 1 and 5 m and 7.8 m away for Container 2.  

 

a)  b)  

c)  

Fig. 3. a) Global view of the pressure probes inside the container. b) Detailed view of the two pressure 
probes close to the wall opposite to the door. c) View of the three external pressure probes. 

 

Four accelerometers have been strategically placed on a large wall, a door, and its hooking system to 
measure local stresses. In addition, around twenty Kyowa strain gauges are distributed across the 
same components. An Optimess MLC Laser is also employed to measure the distance between its 
emission point and the middle of the sidewall. The locations of some of the measurement points are 
shown in Figure 4. 

Between 2 and 4 high-speed cameras were used for each test. They framed a sidewall and parts of the 
double door. 3 high-definition cameras also filmed the experiment, two on the ground oriented on 
each side of the container and the last one was mounted on a flying drone. 
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Fig. 4. Locations of some strain gauges (green), accelerometers (yellow) and the point aimed by the Laser 

(red) on the lateral wall and the door. 

2. Results obtained with container N°1 

2.1 Test 1: preliminary test with a hydrogen volume fraction of 14 %  

Test 1 is performed with an ignition device located 50 cm below the vent. The pressures measured in 
the container and in front of the roof vent are shown in Figure 5. A first peak at 1 mbar can be seen. 
It corresponds to early venting of the burned gases. It is followed by a pressure rise and a plateau 
whose mean value is about 20 mbar. The end of the explosion leads to a pressure peak of 100 mbar 
(after filtering the raw signal). The pressure peak at the vent is negligible. A peak displacement about 
70 mm is measured by the laser in the middle of the sidewall, with the residual displacement being 
approximately of 10 mm. Additionally, the container roof appears slightly deformed, and the double 
door was kept closed. 

 
Fig. 5.  Left: internal pressure (line) and pressure in front of the vent (dash-line) for Test 1. Right: 

displacement measured by the Laser for Test 1.  

 

2.2 Test 3: nominal test with a hydrogen volume fraction of 20 %  

The Container 1 is reused for the nominal test with a hydrogen volume fraction of 20 %. 

The internal pressure signal in Figure 6 shows a first pressure peak, about 70 mbar (t~70 ms) related 
to a venting at the roof. At the vent, the pressure remains moderate (Δp~26 mbar). Then the internal 
pressure keeps on increasing until a peak about 500 mbar (t~180 ms) is reached. A gap starts to appear 
between the two doors at t~160 ms (Δp~400 mbar). The internal upper hooking point of the right door 
is sufficiently deformed and does not hold in place anymore at t~170 ms. At this instant, the 

807



 

overpressure is about 475 mbar and the pressure impulse about 21 bar.ms. The other upper hooking 
point of the right door is no more held at t~175 ms (Δp~510 mbar). The other door is fully unlocked 
in the upper part between t~178 ms and t~182 ms (Δp~535 mbar). The lower part of the double door 
is free at t~200 ms. A 90° opening angle is observed for the left door at t=228 ms and at t~218 ms for 
the other one. The external explosion at the door leads to pressure peaks about 450 mbar and 270 
mbar 2 m and 5 m from this latter.  

The Figure 7 shows some key instants of the explosion sequence. The overall deformation of the 
container during the pressure rise can be seen. When the door opened, the container moved 30 cm 
away from the two concrete columns. 

 

Fig. 6. Left: pressure signal inside the container (blue), 1.5 m from the vent at the roof (orange), 2 m (red) 
and 5 m (green) from the double door. Case of Test 3. Right: displacement measured by the Laser for Tests 3 

(blue) and 4 (red). 
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Fig. 7. Temporal evolution of the explosion from the left side of the container for Test 3. 

The Laser (Figure 6) measured a peak displacement of approximately 500 mm in the middle of the 
sidewall and a residual displacement of approximately 250 mm. 

Figure 8 shows some temporal signals of elongation rate obtained on the wall and the door of the 
container. 

 
Fig. 8. Temporal signals of elongation rates for strain gauges representative of the behaviour of the wall 

(left) and the door (right). Case of Test 3. 

t = 0 ms t ~ 140 ms 

t ~ 190 ms t ~ 230 ms 

t ~ 330 ms t ~ 1000 ms 

t ~ 1800 ms t ~ 2800 ms 
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Strain measurements at mid-height of the sidewall (G3) show values of around 0.25%.  Although 
some plastic deformation was observed, the strain values remain significantly lower than the 
minimum admissible deformation of 20% for the steel studied, type S355. 

Regarding the door, the maximum elongation rates on the closing bars (G16 and G18) are 
approximately equal to 1.6% during the pressure rise, just before the door opens. These values suggest 
more substantial strain compared to the wall measurements. 

Figure 9 presents the temporal evolution of the stress calculated from the acceleration measurement 
at location 1 on the door (Figure 2). The stress is higher at location 1 than at location 2. 

 
Fig. 9. Temporal signals of stress at location 1. Case of Test 3. 

The maximum stress value at mid-height of the door is of the order of 410 MPa, falling within the 
plasticization range of the S355 material (Forni et al., 2016). This confirms the permanent 
deformations observed. 

3. Results obtained with container N°2 

For this test, the mean hydrogen volume fraction before ignition is 22 %. Figure 10 shows the pressure 
signals. The internal pressure signal is qualitatively similar to that of Test 3. However, in this case, 
the peak pressure when the flame reaches the vent is about 120 mbar and the overall peak pressure is 
750 mbar.  

 
Fig. 10. Pressure signals inside the container (blue), 1.5 m from the vent at the roof (orange), 5 m (red) and 

7,8 m (green) from the double door. 

Figure 11 exhibits the qualitative response of the container to the explosion. Significant wall 
deformation is visible before the door opens. At t~115 ms (time at which Δp~470 mbar), a gap 
between the two doors is created and its width increases with time. At t~130 ms (Δp~670 mbar), the 
left door is sufficiently deformed to unlock the upper hooking system. The lower hooking system of 
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this door is open at t~140 ms (Δp~750 mbar). The opening angle for the left (resp. right) door is 90° 
at t~160 ms (resp. t~175 ms). Three of the four hinges of the left door are ripped off between t~150 
ms and t~215 ms. Additionally, the junction between the left wall and the roof starts to tear at 
t~140 ms and is completely open at t~160 ms. The surface area left for gas exhaust in this location 
changes over time and depends on the deformation of the roof. The peak pressure inside the container 
is reached at t~140 ms when the discharge effects start to compensate for the volume production of 
burned gases. During the explosion, the container moves 60 cm away from the concrete columns. 

In front of the roof vent, the peak pressure during the first venting is 30 mbar. After the door opens, 
a peak pressure of 330 mbar is reached 5 m away from these latter. 7.8 m away, the peak pressure is 
180 mbar. 

When the upper hooking system of the left door is unlocked, a pressure impulse about 22 bar.ms is 
reached. This value is close to the pressure impulse reached when the first hooking system was open 
in Test 3, while in this case, the pressure reached was way lower than in Test 4. 

A wall rupture is also observed for a peak pressure of 750 mbar. This is consistent with previous 
experiments (Skjold, 2019) for which wall rupture was noticed for peak explosion pressures of 
approximately 575 mbar. 

 
Fig. 11. Temporal evolution of the explosion from the left side of the container for Test 4. 

t = 0 ms t ~ 70 ms 

t ~ 130 ms t ~ 160 ms 

t ~ 200 ms t ~ 270 ms 

t ~ 900 ms t ~ 1400 ms 
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According to the Laser (Figure 10), the peak displacement at the middle of the side wall is about 530 
mm.  

Figure 12 shows some temporal signals of elongation rate obtained on the door of the container. 

 

Fig. 12. Temporal signals of elongation rates for strain gauges representative of the behaviour of the door. 
Case of Test 4. 

The measurements align with the deformations and damages observed on the doors and walls. 
Notably, Test 4 exhibits greater damage than Test 3, which can be attributed to the intensity of 
pressure signals felt by the doors or walls. The elongation gauges manifest these significant 
deformations by higher measured values. For example, the maximum elongation rate at one of the 
door hinges (Gauge 7) is around 8.5%.  

The Figure 13 presents the time evolution of stress calculated from the acceleration measurement at 
location 2 on the door. In this Test, the stress is higher at location 2 than at location 1. 

 

Fig. 13. Temporal signals of stress at location 2. Case of Test 4. 

Stress levels observed on the door are significantly pronounced before the door openings. The 
recorded stress exceeds 430 MPa, which can be attributed to the limitations of the accelerometer 
factors at this magnitude.  This elevated value indicates the permanent deformation of the door (Forni 
et al., 2016). 

4. Conclusions 

Some results of an experimental campaign aimed at better characterizing the response of the walls 
and doors of a 20-foot ISO container to an explosion have been presented in this article. A large 
database consisting of similar tests has already been generated by Skjold et al. (2019). In the current 
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work, extensive instrumentation has been used to measure the behavior of walls and doors, with 
numerous strain gauges, accelerometers, and high-speed cameras. 

Preliminary explosion tests with a hydrogen mole fraction of 14% led to moderate container 
deformation and no door opening. Nominal tests with a hydrogen mole fraction of approximately 
20% showed significant qualitative effects with opening the door and moving the container back. No 
wall rupture was observed at a mole fraction of 20%, but this was no longer the case when it increased 
to 22%. 

The comparative analysis of the two tests (20% and 22%) reveals a significant difference in the 
intensity of the dynamic loads imposed on the container. The first test is clearly characterized by less 
severe conditions than the second test, both in terms of deformations and recorded stresses. 
Elongation rates, maximum stress values, and critical moments of plasticization all suggest that the 
first test imposes less violent loads on the container structure. 

This study underlines the importance of considering the variable nature of dynamic loads and pressure 
impulses when evaluating container structural performance. It also provides valuable insights for 
improving the design of protective barriers (like explosion vent panels for example) under similar 
conditions. 

The data generated during the experimental campaign will be thoroughly post-processed in future 
work, enabling to better understand the container response to explosion and will be used as reference 
data for improving a finite element model of an ISO container. 
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Abstract 

Since the hydrogen flame only radiates in the UV and IR spectrum, it 

cannot be seen. The emission of the hydrogen flame can be observed by 

our prepared ZnO-based camera, and the peak of the corresponding OH 

emission is between the spectral range of our prepared ZnO-based image 

sensor, and the background is imaged in the visible range using a silicon-

based camera, which cannot observe the presence of the hydrogen flame. 

The flame images were extracted using the differences in image intensities 

in different bands. The differential pictures were subjected to (1) threshold 

intensity level digitization and (2) Gaussian blurring in order to suppress 

pseudo-speckles brought on by the grainy appearance of the images 

produced by the image intensifier. Imaging in the visible wavelength range 

can be removed using this technique. The flame zone can operate up to 20 

meters in the open during daylight hours. We anticipate that our findings 

will shed light on and offer guidance for the development of highly 

sensitive hydrogen flame detection methods. 
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Introduction 

In reaction to the depletion of fossil fuels and tightening regulations 

on CO2 emissions, hydrogen energy is being introduced more and more. 

For widespread usage of fuel cell vehicles, which are among the hydrogen 

energy sources that are closest to commercialization, it is necessary to 

construct hydrogen refueling stations. Detecting hydrogen flames is crucial 

for safety precautions at hydrogen refueling stations since hydrogen is 

explosive and combustible. 

Flame detectors currently in use that operate in the UV region can 

detect UV radiation over a wide-spectrum range and include mainly UV 

photomultipliers, imaging-type UV transistors, UV intensifiers, and 

silicon-based UV detectors.[1-3] Among them, photomultiplier tubes and 

silicon-based UV photodiodes are commonly used. Photomultiplier tube 

has the advantages of high sensitivity and insensitivity to photons larger 

than the cutoff wavelength, but it is easy to damage and needs to work 

under high voltage, which makes the system bulky and costly. Silicon-

based UV phototube can avoid the above shortcomings, but it has low 

quantum efficiency, been sensitive to infrared-visible spectral range 

photons, and has a serious radiation aging effect.[4-6] To exclude visible-

IR light interference it is necessary to include expensive and troublesome 

filters. Flame detectors that operate in the ultraviolet (UV) portion of the 

electromagnetic spectrum are prone to false alarms brought on by transient 
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UV radiation, such as sunlight reflections and arc welding.[7,8] 

Additionally, since these flame detectors can only detect the presence of 

hydrogen flames by radiation and cannot see hydrogen flames, manual 

identification of flame zones is required. 

The wide band width (2.5 to 6.2 eV) of third-generation broadband 

semiconductors makes it possible to detect hydrogen flames in the 

ultraviolet region.[9-14] Among them, zinc oxide (ZnO) is a broadband 

direct bandgap semiconductor with high UV response because of its similar 

lattice structure and optical properties to GaN.[15,16] Simultaneously, 

because of the advantages of high melting point, low epitaxial growth 

temperature, low cost, non-toxic material, easy etching, and convenient 

process handling, ZnO shows a greater development potential than GaN. 

Therefore, ZnO UV detectors have a very promising future.[17-19] 

This research aims to visualize hydrogen flames by using Zno-based 

camera to obtain images of hydrogen combustion flames that can be 

observed in the wide spectral response range of the ultraviolet with 

conventional visible silicon-based cameras to extract flame regions from 

images that cannot be observed in the same scene. Since the hydrogen 

refueling station is located outdoors, it is expected that sunlight and its 

reflection will cause problems for the extraction of flame regions. By 

extracting flame images in the difference of image intensities at different 

wavelengths in the same scene, the pseudo-speckles caused by the grainy 
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appearance of the images obtained by the image intensifier are suppressed 

by using digitization of threshold intensity levels and Gaussian blur applied 

to the differential images. This method eliminates the effect of false alarms 

such as reflected sunlight. The method is also used to image hydrogen 

flames in different wavelength ranges. Under outdoor daylight conditions, 

the flame region can be operated at a distance of up to 20 m. 

According to Fig. 1, the A2Σ–X2π  electron leap of the hydroxyl 

radical (OH) is what causes the emission of the hydrogen flame in the UV 

region, with emission maxima between 306.5 nm and 309 nm. Numerous 

rotating lines make up the sharp peaks at 306.5 and 309 nanometers, 

however, they are not resolved in Figure 1.[20] The dashed line in Figure 

1 illustrates the UV-Vis absorption spectra of ZnO. The ZnO films exhibit 

significant UV absorption from 300 to 380 nm and weak visible absorption 

from 400 to 800 nm (not fully shown in Figure 1). The absorption edge of 

ZnO is visible in the figure at a wavelength of 375 nm, which corresponds 

to the material's prohibited bandwidth. It can also be seen that the 

absorption edge of ZnO in the absorption spectrum is steep, which 

indicates that the prepared ZnO has a good UV response. All emission 

spectra were obtained by an Ocean Optics QE65PRO spectrometer. 

 

Experimental Instrument 

The experimental instrument that can image the hydrogen flame was 
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constructed and the schematic diagram of the instrument is illustrated in 

Figure 2. The ultraviolet radiation from the hydrogen flame is cellularized 

by the ultraviolet camera lens (Nikon 105mm/F4.0) and divided into two 

paths by the beam splitter. Path one leads to a channel incorporating a 400 

nm filter, an interference filter, an image intensifier (Hamamatsu C9016), 

a relay lens (Hamamatsu A2098),  and a silicon-based camera. Path two 

leads to a channel consisting of a ZnO-based camera. These components 

are installed on optical rails that are fixed on an aluminum optical stage 

that is 800 mm long and 500 mm wide to make beam alignment and 

position modification easier. 

The UV light that is passing through the interference filter is amplified 

by the image intensifier and changed to visible light, which is captured on 

the silicon-based camera. A video capture device is used to store these 

images on a personal computer. The silicon-based camera's video output is 

employed to modify the image intensifier's gain when it is operating in 

continuous mode. The silicon-based camera and ZnO-based cameras have 

a shutter speed of 1/60 second and operate at a video rate of 30 frames per 

second (interlaced). Grayscale 800 x 600 pixels, 8-bit (256 colors) image 

obtained. 

 

Result and Discussion 

1. UV-filtered visualization of hydrogen flames 
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A UV filter (400 nm) was employed in channel 1 to acquire the 

background image at the specified wavelength. In channel 2, a ZnO-based 

camera was employed to capture the background image based on the UV-

Vis absorption properties of ZnO. A hydrogen burner was located at a 

distance of 5 m from the instrument and images were obtained at both 

wavelengths. About 15 liter/min of hydrogen gas flowed through the 

system. 

A section of 400 x 400 pixels was isolated from each image for the 

experimental results, which are displayed in Figure 3. Images at 309 nm 

and 400 nm are shown in Figures 3a and 3b, respectively. Figure 3(c) 

displays the outcomes of pixel-level differentiation of Figures 3a and 3b. 

In Figure 3c (brightness 128/255), pixels having the same brightness as 

those in Figures 3a and 3b are depicted in gray. Figure 3a shows the 

building's reflection on both sides of the flame (the reflection on the right 

side is more pronounced), whereas Figure 3c shows the reflection fading 

and being nearly black. The results of binary digitizing Figure 3c at a 75% 

threshold level (luminance 191/255) are shown in Figure 3d. The 

reflections of the building have been eliminated, but some false pixels 

appear. These outcomes are a result of the image's graininess, which was 

caused by the image intensifier. 

To get rid of the fake speckles that grainy photos cause, employ spatial 

averaging. Since the luminance of the surrounding pixels in the flame zone 
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is identical, averaging has no effect on it. Conversely, in the case of pseudo 

speckle, the luminance is greatly lowered after averaging because the 

neighboring pixels have lower luminance. Pseudo dots can thus be 

eliminated after spatial averaging by utilizing binary digitization with the 

appropriate threshold level. 

Gaussian blur is a typical technique for spatial averaging, as stated by 

I(i, j) = ∑I(k, l)Cexp [−
(i − k)2 + (j − l)2

σ2
]

k,l

 

 

The brightness of pixel (i,j) is weighted using a Gaussian function to 

create a spatial average over its nearby pixels. The complete width at the 

1/e2 points, d=2σ, provides the blur's level. The constant C is chosen to 

preserve the overall brightness (the sum of all pixels). 

The use of Gaussian blur eliminates the effect of pseudo-spotting, 

which is a state of 255 brightness at one pixel and 0 brightness at 

surrounding pixels when the total brightness is constant and can be reduced 

by Gaussian blurring. This helps to use threshold levels for subsequent 

deletion by binary digitization. Figure 4a demonstrates the outcomes of 

applying the 5-degree Gaussian blur to the pixel-level differential image of 

the hydrogen flame from Figure 3d. There is no significant change in the 

flame region, but the luminance of the pseudo-light spot is significantly 

reduced. The results of applying binary digitization to Figure 4a with a 

threshold level of 50% (luminance 128/255) are displayed in Figure 4b, 
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where the flame zone is effectively retrieved and the pseudo-spots are 

eliminated. 

Gaussian blur causes a reduction in the area of the flame region, as 

the brightness of the disconnected pixels is significantly reduced and is 

eliminated during the digitization process. Several flame images were 

captured using pixel level difference splitting. The results of the Gaussian 

blur and the binarization with a threshold of 50% are shown in Figure 5 to 

have an assessment of the error concerning this operation. By acquiring 

images under different wind conditions to verify the universality of our 

adopted method, it is observed that the direction and size of the flames in 

each image are different. 

The quantity of pixels in the differential image for each image in 

Figure 5 that are brighter than 75% of the threshold is added together and 

split into the number of pixels that belong to the flame area (F) and the 

pseudopoints (S). Similar to this, the total of all the bright pixels in the 

processed image is considered when determining which pixels belong to 

the flame region (F'). There are no pseudopoint-belonging pixels in the 

processed image (S'=0) because all pseudopoints were eliminated. Table 1 

provides a summary of the results. F=F' should be optimal, however, some 

variations are owing to the granular exteriors of the flame in some images. 

For instance, in the six images in Figure 5, the average relative 

difference in pixel count caused by the utilization of Gaussian blurring is 
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0.72%. The inaccuracy is significantly less than 1% in images C through F, 

where the flame boundary is clearly defined. Since the bright pixels in 

image A's upper portion of the windy flame are disconnected due to 

granularity, the Gaussian blur causes an area reduction of 1.42%. The 

reduction in area is allowed even if some of the flames appear to be spread 

because the 1% inaccuracy is acceptable when setting off an alert in 

accordance with the region of the flame. 

 

2. Simplified hydrogen flame imaging apparatus 

UV filters can be applied to view hydrogen flames, as demonstrated 

by the obtained results in the preceding section. Nevertheless, the inclusion 

of image intensifiers and relay lenses increases the manufacturing cost. The 

material cost of the detection instrument could be decreased if it is possible 

to filter the image created from visible light using simply the filter and yet 

acquire the hydrogen flame's emission position. It is vital to determine 

whether the previous pixel linear difference imaging approach is still 

effective for recovering the flame zone without including the higher 

transmission of certain background light due to the structure's simplicity. 

Figure 6 displays the results of hydrogen flame imaging tests employing a 

400 nm filter in channel 1 and a ZnO-based camera in channel 2. Figures 

6a and 6b show the images at 309 and 400 nm, respectively. The outcomes 

of the pixelwise difference of Figures 6a and 6b are displayed in Figure 6c. 
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Figure 6d exhibits the outcomes of manipulating a Gaussian blur and a 50% 

threshold level for binary digitization. The increase of the partially visible 

background can be observed in Figure 6b (compared to Figure 3b), of 

which the hydrogen flame range has been successfully extracted in Figure 

6d, leaving no background or false spots. The reduplicate experimentations 

produced analogous findings, manifesting that the designed modified 

structure to inspect the hydrogen flame is still valid, and the simplified 

structure is shown in Figure 7. 

 

3. Visualization of a distant hydrogen flame 

Additional tests were conducted to check the capabilities of the device 

to detect hydrogen flames at wider distances. Using the condensed 

structure of previous section, the hydrogen burner was placed 20 meters 

away from the equipment and photographed. The outcomes are illustrated 

in Figure 8. Here, Figure 8a shows the image at 309 nm and Figure 8b 

presents the background image at 400 nm. Figure 8c illustrates the pixel 

difference between Figures 8a and 8b, and Figure 8d demonstrates the 

consequences of employing both Gaussian blur and binary digitization 

employing threshold levels. The flame area extracted in Figure 8d is 

smaller than in Figure 8a, but a bright image of the flame can still be 

extracted, suggesting that the simplified device for the capture of hydrogen 

flame is still feasible. A lens with a higher magnification can be employed 
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to enhance this but at the expense of a limited field of view. Using a zoom 

lens to change the magnification when flames are detected is useful in 

practical applications when a vast area needs to be observed. 

 

Summary 

It is possible to see hydrogen fires by using UV emission. The 

experimental results demonstrate that the hydrogen flame can be detected 

at a distance of 20 m in daylight using our prepared ZnO-based camera. 

The background light can be reduced using a UV filter, and pseudo-spots 

caused by image granularity can be removed using a combination of 

threshold-level binarization and Gaussian blurring.  
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Figure 1. Emission spectrum of hydrogen flame (solid line) and UV-Vis 

absorption spectrum of zinc oxide (dashed line) 
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Figure 2. Schematic diagram of hydrogen flame imaging instrument 
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Figure 3. Results of photographing a hydrogen flame include (a) an 

image at 309 nm, (b) an image at 400 nm, (c) pixelwise differential of (a) 

and (b), and (d) the outcome of binary digitizing (c) with a threshold level 

of 75% 
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Figure 4. Result of application of Gaussian blur to the pixelwise 

differential image of hydrogen flame: (a) Gaussian blur applied, (b) 

binary digitization of (a)  
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Figure 5. Hydrogen flame images taken under different wind conditions 
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Figure 6. Experimental results of the simplified instrument: (a) image at 

309 nm, (b) image at 400 nm, (c) pixelwise differential of (a) and (b), (d) 

processed image after applying Gaussian blur and binary digitization to 

(c)  
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Figure 7. Schematic diagram of the simplified hydrogen flame imaging 

instrument 
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Figure 8. Experimental result with hydrogen flame at 20 m distance: (a) 

image at 309 nm, (b) image at 400 nm, (c) pixelwise differential of (a) 

and (b), (d) processed image after applying Gaussian blur and binary 

digitization to (c) 
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Table 1. Number of pixels in flame region in differential image and 

processed image  
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Abstract 

In large scale accident scenarios of nuclear power plants core meltdown and molten-core-concrete-

interaction can occur. Large amounts of syngas mainly consisting of hydrogen (H2) and carbon 

monoxide (CO) might be formed and mixed with the surrounding air, developing a potentially 

explosive mixture. The ignition of the flammable mixture might lead to flame acceleration and in 

worst cases to the destruction of the reactor building, causing the detachment of radioactive 

substances to the environment. To prevent future accidents, the understanding of flame accelerating 

conditions of syngas-air mixtures, in specific the understanding of the flame topology, must be 

improved. To the authors’ knowledge, insufficient data on flame topology investigating ignition and 

early stages of flame propagation in lean H2-CO-air mixtures is available. Therefore, in this study 

experiments are carried out to analyze the ignition and slow deflagration of a 50/50 H2/CO fuel 

mixture with fuel-to-air concentrations between 13.0 vol.-% - 29.5 vol.-%. A model calculating the 

flame acceleration in early stages of flame propagation is suggested. The GraVent explosion channel 

located at Technical University of Munich is used for the experiments in this study in its configuration 

of 1300 mm in length and a rectangular cross section of 300 x 60 mm. OH-PLIF measurements are 

used to determine flame front speed, flame acceleration and flame front length. Wrinkling factors are 

determined by the division of the wrinkled flame front length caused by intrinsic flame front 

instabilities and the smooth flame front length to quantify the influence of intrinsic flame front 

instabilities on early stages of flame acceleration. The optical experimental data contains the ignition 

of the gas mixtures as well as early stages of flame propagation. In conclusion, the results gathered 

in this study provide information on the topology of H2-CO-air flames under lean conditions 

enhancing the understanding of syngas flame acceleration and extending experimental data provided 

in former studies with relevance to large scale accident scenarios of nuclear power plants. 

Keywords: H2-CO-air, flame topology, lean combustion, intrinsic flame instabilities, flame 

acceleration 

1.  Introduction 

The syngas mixture of H2 and CO plays an important role in large scale accident scenarios of nuclear 

power plants. It might be produced during the ex-vessel phase through the interaction of molten fuel 

rod materials with the surrounding water and concrete (Kumar et al. 2000; Kusharin et al. 1998). For 

example, studies reconstructed the Fukushima Daiichi accident and were able to trace back the 

destruction of the nuclear power plant to syngas explosions (Gauntt et al. 2012). After the power 

plant’s energy supply collapsed, cooling water could not be pumped through the reactor pressure 

vessel (RPV) anymore. In the following, the cooling water’s temperature increased until the point at 

which the zirconium of coating the fuel rods oxidized with oxygen (O2) bound in the water, producing 
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large amounts of H2. Furthermore, core meltdown and the failure of the RPV occurred because of 

continuously rising temperatures. Consequently, the molten core material as well as the H2 were able 

to exit the RPV, entering the containment of the reactor building. Here, the molten core material 

interacted with the concrete of the containment in a molten-core-concrete-interaction, producing CO 

in addition to the H2 produced in the RPV. Eventually, a malfunction of pressure valves installed in 

the containment released the H2-CO mixture into the reactor building. H2 and CO mixed with the air 

the reactor building was filled with, creating a potentially flammable mixture. Finally, contact with 

an ignition source led to an explosion destroying the reactor building which caused the detachment 

of nuclear substances to the environment. 

To prevent future accidents, the flame acceleration (FA) of H2-CO combustion was the subject of 

investigation of various studies in the past. Veser et al. investigated H2-air combustion with varying 

H2-CO fuel mixtures with fuel-to-air concentrations between 11 – 15 vol.-% in an obstructed, 

rectangular channel (Veser et al. 2001). They showed that the addition of CO to an H2-air mixture 

shifts the minimum fuel concentration for reaching fast deflagration and potentially deflagration-to-

detonation transition (DDT) to higher fuel concentrations in air. Moreover, the influence of CO onto 

the flame speed can’t be neglected for fuel-to-air concentrations below 13 vol.-%. Heilbronn et al. 

extended the findings of Veser et al. using the fully modular GraVent test rig (GraVent) at Technical 

University of Munich (Heilbronn et al. 2021a, 2021b). Heilbronn et al. used the GraVent in its 6 m 

long, closed and obstructed configuration. The investigated fuel mixtures consisted of 100/0, 75/25, 

50/50 H2/CO and were mixed with air at ambient pressure with fuel-to-air concentrations between 15 

– 40 vol.-%. Heilbronn could confirm Veser’s et al. findings that the addition of CO to the fuel shifts 

the FA and detonation limits to higher fuel-to-air concentrations. Moreover, Heilbronn showed that 

pure H2-air mixtures at fuel-to-air concentrations above 30 vol.-% did not reach DDT in contrast to 

the H2-CO-air mixtures investigated. Because of that, Heilbronn concludes that H2-air mixtures can’t 

be used as a conservative model for the simulation of H2-CO-air mixtures at the same fuel-to-air 

concentration. 

Even though studies are available for FA and DDT of H2-CO-air mixtures, few data has been gathered 

on the early stages of FA. In the initial phases of FA within an unobstructed channel, intrinsic flame 

instabilities play a crucial role (G. Ciccarelli and S. Dorofeev 2008). The Landau-Darrieus (LD) 

instability is a key factor contributing to the wrinkling of the flame front, leading to an augmentation 

in flame front curvature and, consequently, an increase in the flame surface area (Darrieus 1938; 

Landau 1988). This increased surface area results in a rise of the volumetric burning rate, causing an 

acceleration of the flow velocity ahead of the flame front. Concurrently, the thermal diffusive (TD) 

flame front instability further enlarges the flame surface area for fuel-air mixtures with Lewis 

numbers below unity, facilitating continuous FA. Bauwens et al. conducted a direct investigation into 

LD instability in spherical propane-air flames, observing a notable FA effect on the flame front (C. 

Regis Bauwens et al. 2015). Additionally, the LD instability induced oscillatory velocity fluctuations, 

resulting in small-scale disturbances of the flame front surface. These small-scale disturbances are 

each of the same characteristic size, turning the flame front surface into a structure composed of a 

large number of cells. The fluctuations were attributed to the continuous growth and breakup of cells. 

Following cell breakup, a new generation of cells promptly formed, contributing to a further increase 

in the flame surface area and, consequently, promoting FA. Katzy et al. investigated the influence of 

LD and TD instabilities onto FA of H2 -air mixtures in the unobstructed GraVent by recording 

simultaneous OH-PLIF and shadowgraphy images (Katzy et al. 2017). The FA was divided into 
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different stages of FA, namely the development regime A, the flattening regime B and the propagation 

regime C. Katzy et al. determined the wrinkling factors of mixtures with different reactivities and 

developed a model predicting the effective burning velocity of the mixtures. The model was tested 

simulating the flame propagation inside the GraVent with URANS simulations. The simulated flames 

showed improved results when compared to results gathered without modelling the effective burning 

velocity of the mixtures. However, strong deviations to experimental data were still apparent. To 

close the gap between experiment and simulation, Katzy expanded the model to take several other 

factors, such as pressure influence, flame stretch, etc., into account (Katzy 2021). After the expansion 

of the model, the URANS simulations were able to reproduce experimental results accurately as well 

as computation time efficiently. To expand the physical understanding and model towards H2-CO-air 

mixtures, experimental data on H2-CO-air combustion must be gathered. In this work, the GraVent is 

used to record OH-PLIF images of the early stages of FA of H2-CO air mixtures. In the following, 

the experimental setup is described, followed by the data evaluation procedure. Then, the results are 

presented, discussed and conclusions are drawn. 

2. Experimental setup 

2.1. Geometry and measurement equipment 

The spark plug ignited GraVent with a rectangular cross-section of 300 mm x 60 mm (width x height) 

of the Technical University of Munich is used for the experiments (Fig. 1). The configuration consists 

of one segment with optical access enabling investigations on the ignition as well as early flame 

propagation and one segment without optical access resulting in a total explosion channel length of 

1.3 m. Both segments are equipped with one Kistler 601 A pressure transducer each, operating at a 

frequency of 225 kHz to measure the dynamic pressure. The channel is unobstructed in both 

segments. The optical segment (OS) is placed first. In addition, the spark plug is in the field of view 

(FOV) of the OS. This way, ignition could be observed by optical measurement techniques. For 

gathering data of the flame front morphology, an OH-PLIF system is used (Fig.1). A Sirah Credo 

Dye laser system is used to excite the hydroxyl (OH) radicals in the reaction zone. The Photron SA-

X2 camera operating at 20 kHz is used to record flame propagation. The intensity of the images is 

Fig. 1. Schematic of the OH-PLIF setup. 
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increased by a Hamamatsu C10880-03F image intensifier. To filter the light reaching the image 

intensifier, a Brightline HC 320/40 UV filter is mounted onto the lens of the image intensifier. 

2.2. Experimental procedure 

Previous to the experiments, the fuel consisting of H2 and CO is produced using the method of partial 

pressures in a separate fuel mixing unit. This way, the fuel mixture can be considered homogeneous 

by the time of injection. The quality of the fuel mixture was evaluated by gas chromatography, 

yielding in an accuracy of 1 % (Heilbronn et al. 2021a). At the beginning of each experiment, the 

GraVent is filled with air at ambient pressure and temperature. In the first step, air is partially removed 

out of the GraVent, creating a negative pressure compared to the atmospheric pressure. A first 

pressure measurement is taken, which is used in a later step for the calculation of the fuel 

concentration in air. The pressure equalization between the GraVent’s inside and its surroundings due 

to leakage is quantified to a maximum 20 % per minute. After that, fuel is injected at 800 kPa into 

the explosion channel through five fuel injection units located in the ceiling of the GraVent. 

Homogeneous fuel distribution during the injection is ensured by nine fuel injection holes distributed 

uniformly over the explosion channel ceiling per fuel injection unit, yielding in 45 injection holes in 

total. Deflection plates promoting the diffusion of the fuel in the air inside of the GraVent are mounted 

in sequence of the injection holes (Fig. 2) and result in a blockage ratio of the explosion channel of 2 

%. After the fuel injection, the diffusion time 𝑡𝑑 between the end of injection and ignition is awaited 

to enable diffusion driven mixing of fuel and air. Heilbronn et al. investigated the fuel diffusion into 

air, finding that 𝑡𝑑 = 60 𝑠 is sufficient for the assumption of a homogeneous fuel distribution in 

vertical and horizontal direction (Heilbronn et al. 2021a). For td < 60 s, fuel density gradients are 

present in z-direction. The shorter td, the greater the fuel density gradient in z-direction will be. After 

td has passed, another pressure measurement is taken and used to determine the fuel concentration in 

air before the fuel-air mixture is ignited. The ignition leads to flame propagation from the ignition 

plate to the endplate. After each experiment, the GraVent is flushed with pressurized air for four 

minutes to remove combustion products as well as possible fuel remnants, restoring the initial 

boundary conditions of the experiment. 

 

The synchronization scheme of the OH-PLIF setup is described in Fig. 3. A single pulse from the 

computer controlling the GraVent triggers to the Photron SA-X2 high speed camera is sent to start 

the recording. After that, triggers with a frequency of 20 kHz and 3 µs delay are sent from the Photron 

SA-X2 to the laser system and the image intensifier. The delay ensures that the laser sheet as well as 

the image intensifier are triggered during the 50 µs exposure time of the camera. The 8 ns laser pulse 

is fitted centrally into the 30 ns exposure window of the image intensifier to ensure capturing the 

entire pulse energy of the laser system in the images. Using the OH-PLIF setup described previously, 

flame front lengths, flame front wrinkling factors as well as flame front propagation speeds are 

Fig. 2. Fuel injection and diffusion into the GraVent (red solid lines). The 

fuel density gradients 5 to 60 s after the fuel injection are represented by 

red dashed lines. 

841



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

determined. The experiments are carried out at least three times for each fuel-to-air ratio investigated. 

Hereby, only 10 cm of the FOV of the high-speed camera are used for post processing to avoid lens 

distortion effects on the edges of the images. However, to enlarge the FOV being valid for post 

processing, the camera recorded images with its center focused at 6 cm distance from the ignition and 

is later moved to a new focus point at 14 cm distance to the ignition. For both focus points, at least 3 

valid experiments are carried out. The data recorded at the two different focus points is put together 

in post processing, enabling data analysis between 0 – 18 cm distance of the ignition. 

3. Data evaluation 

As the description of the experimental setup is concluded, the following section explains the data 

evaluation. Hereby, the post processing routines for determining the fuel concentration, the flame 

front in the OH-PLIF images and the calculation of the flame front speeds are described in detail. 

The fuel concentration 𝑥𝑓𝑢𝑒𝑙 is determined using 

𝑥𝑓𝑢𝑒𝑙 =
𝑝𝑝𝑟𝑒 − 𝑝𝑎𝑓𝑡𝑒𝑟

𝑝𝑎𝑡𝑚
 (1) 

where 𝑝𝑝𝑟𝑒 is the pressure measured just before fuel injection, 𝑝𝑎𝑓𝑡𝑒𝑟 is the pressure after injection 

and before ignition and 𝑝𝑎𝑡𝑚  is the atmospheric pressure. The error in the calculated fuel 

concentration due to leakage is determined to a maximum of 0.03 %. 

In the following, the postprocessing routine for the OH-PLIF images, originally developed for H2-air 

flames by Katzy et al. (Katzy et al. 2017) and further developed in this work, is described and visually 

presented in Fig. 4. In the first step, the raw 8-bit OH-PLIF image is imported. Inhomogeneities of 

the laser light sheet distribution may be apparent, making a vertical laser light sheet correction 

necessary (Fig. 4 a). Hereby, the mean intensity of each row of the raw image is determined. Second, 

the inverse of the mean intensity of every row is multiplied once more onto the corresponding row, 

yielding in a homogeneous light intensity distribution over the channel height. Moving on to image 

4 b), the images are binarized to enable the use of binary edge detection algorithms. To this purpose, 

a limit pixel value is chosen. Pixels with smaller values than the limit pixel value are set to zero, 

whereas pixels with values greater than the limit pixel value are set to 255. This may lead to the 

formation of white, high intensity islands without a direct connection to the flame front, so called 

white islands. Some of the white islands may belong to the flame front and thus contain information 

about the flame front structure, while others don’t contribute to the flame front. The white islands 

Fig. 3. Synchronization scheme of the OH-PLIF system. Black, squared lines indicate trigger signals, 

coloured areas mark the arrival of the laser beam in the combustion chamber and the exposure time of the 

image intensifier, respectively. 
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belonging to the flame front are now identified. In Fig. 4 c), the white islands contributing to the 

flame front are connected to the flame front at the location of their smallest distance. The rest of the 

white islands is deleted. Now, the wrinkled flame front surface 𝐴𝑒𝑓𝑓  is determined using the 

MATLAB function bwboundaries. However, for the calculation of the wrinkling factor 𝛯 , the 

determination of the smooth flame front surface 𝐴𝑠𝑚𝑜𝑜𝑡ℎ  is necessary. 𝐴𝑠𝑚𝑜𝑜𝑡ℎ  models the flame 

front surface calculated in state-of-the-art URANS simulations and is interpolated by a cubic spline 

function through 𝐴𝑒𝑓𝑓  (Fig, 4 d). Finally, 𝐴𝑒𝑓𝑓  and 𝐴𝑠𝑚𝑜𝑜𝑡ℎ  are plotted into the corrected image 

depicted in Fig. 4 a) and the analysis results are stored for further post processing. 

After completing the analysis of the OH-PLIF images, the flame front propagation speed vFF 

is determined. vFF is calculated as follows: 

𝑣𝐹𝐹 =
𝑥𝐹𝐹,𝑛+1 − 𝑥𝐹𝐹,𝑛

𝑡𝑛+1 − 𝑡𝑛
 (2) 

xFF is the flame front position, while t depicts the point in time at which the image is taken. xFF is 

determined by the flame front position with the largest distance to the ignition. This way, flame front 

speed measurements could be taken at 20 kHz, the same frequency the camera is operating with. To 

obtain xFF, images of a checkered target are recorded. The target images are used to determine the 

conversion factor between pixels and millimeters cmm,pix. xFF was then calculated by the multiplication 

of the flame front pixel position xFF,pix with cmm,pix. 

𝑥𝐹𝐹 = 𝑥𝐹𝐹,𝑝𝑖𝑥 ∙ 𝑐𝑚𝑚,𝑝𝑖𝑥 (3) 

In the last step, the wrinkling factor 𝛯 is determined by equation (4). 𝛯 is calculated by the quotient 

of 𝐴𝑒𝑓𝑓 and 𝐴𝑠𝑚𝑜𝑜𝑡ℎ extracted from Fig. 4 d). 

𝛯 =
𝐴𝑒𝑓𝑓

𝐴𝑠𝑚𝑜𝑜𝑡ℎ
 (4) 

As soon as the image processing is done, flame front lengths, wrinkling factors, flame front positions 

and the corresponding time markers are stored in text files for subsequent analysis. 

Fig. 4. Post processing routine of the OH-PLIF images. The wrinkled flame front is marked by 

the yellow line, the smoothed flame front is represented by the dashed blue line. 
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4. Results and discussion 

4.1. Evaluation of the data quality 

In this study, flame front propagation speed vFF, the FA aFF and the wrinkling factors of 50/50 H2/CO 

fuels in air are analyzed at varying fuel-to-air concentrations. First, the data quality is analyzed 

determining the standard deviation σ of the slope aFF of vFF in the v-x-plane. In addition, the so called 

relative standard deviation σrel of aFF is calculated dividing σ by the mean slope amean of vFF over all 

experiments investigated for calculating σ. 

𝜎𝑟𝑒𝑙 =
𝜎

𝑎𝑚𝑒𝑎𝑛
 (5) 

σ and σrel of aFF are depicted in Tab.1. Hereby, σ and σrel of aFF are given in the v-x-plane, leading to 

[1/s] as acceleration unit. For xFuel = 15.0 vol.-%, 17. 5 vol.-%, 25 vol.-% and 29.5 vol.-%, σrel is 

comparatively small and is in the cases with fuel concentrations equal or greater than 15.0 vol.-% 

smaller than 5 %. The measurement series with σrel > 5 % are found for xFuel = 13.0 vol.-%. This can 

be explained by intrinsic combustion instabilities. The leaner the H2-CO-air mixture gets, the lower 

its Lewis number will become and the more prone it will be to the influence of LD and TD instability 

(G. Ciccarelli and S. Dorofeev 2008; Yang et al. 2020). Because of that, a more irregular and wrinkled 

flame front develops. This finally yields in a higher mean variation compared to H2-CO-air mixtures 

with higher Lewis numbers. 

 4.2. The effect of fuel concentration on the flame front morphology 

The influence of the intrinsic flame front instabilities occurring is displayed in Fig. 5. The figure 

shows flame fronts with different fuel-to-air concentrations during their propagation through the OS 

of the GraVent. The upper image shows flame fronts with 13.0 vol.-% concentration, the middle 

image contains flame fronts with 17.5 vol.-% fuel in air and the lower image depicts a flame front 

with stoichiometric concentration at 29.5 vol.-%. The stoichiometric flame front shows a regular bow-

like shape throughout the entire FOV. Small-scale wrinkles occur on the surface, but the overall 

morphology of the flame front keeps its bow-like shape, nevertheless. At 17.5 vol.-%, the flame front 

is still of a bow-like shape. However, two differences can be spotted compared to the stoichiometric 

mixture: Slightly more flame front instabilities disturb the flame front and a tendency of a shift of the 

flame front in positive z-direction is apparent from 6 cm distance to the ignition source on. The flame 

front in the leanest case starts with the bow-like shape as well. However, first macroscopic 

morphology changes are spotted when the flame tip reaches 4 cm distance from the ignition source. 

The further the lean flame propagates in the OS, the more irregular the overall flame front shape 

becomes. Several large-scale wrinkles already develop between 6 – 8 cm distance from the ignition. 

Also, the flame front drifts to GraVent’s ceiling potentially due to buoyancy. This effect is not present 

in the data shown of the flame front with 29.5 vol.-%, because the stoichiometric flame propagates 

significantly faster than the lean flame front and already has left the FOV when the buoyancy effect 

could manifest. 

Tab. 1: (Relative) Standard deviations of aFF. 

Fuel-to-air Concentration 
[vol.-%] 13.0 15.0 17.5 25.0 29.5 

σ [1/s] 1.95 1.16 0.90 3.15 1.53 

σrel [%] 6.15 2.20 1.27 3.33 1.64 

Number of Experiments 3 3 9 3 3 
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4.3. Influence of fuel composition and concentration onto flame front speed and FA 

a) Flame front velocities of H2-air mixtures 

measured by Katzy (Katzy et al. 2017). 

  

 

b) Flame front velocities of H2-CO-air mixtures 

measured in this study. 

Fig. 6: Flame front velocities with respect to the flame front’s distance to the ignition source. 

After discussing the effect of fuel concentration on the flame front morphology in the previous 

subchapter, flame front propagation speeds of 50/50 H2/CO fuel mixtures with 13.0 – 29.5 vol.-% are 

investigated in the following. The flame front speeds of H2-air mixtures with 9.2 vol.-% and 17.6 vol.-

%, respectively, measured by Katzy (Katzy et al. 2017) are depicted in Fig. 6 a), while the flame front 

speeds of the 50/50 H2/CO fuel mixtures at fuel-to-air concentrations between 13.0 vol.-% and 29.5 

vol.-% measured in this study are plotted in Fig. 6 b). Both graphs show a linear rise in flame front 

velocity in combination with an increased amount of fuel concentration. Hereby, the flame front 

speeds with pure H2 as fuel reach significantly higher propagation speeds than the 50/50 H2/CO fuel 

mixtures investigated in this study. The maximum flame front velocities of 50/50 H2/CO mixtures 

Fig. 5. Morphological comparison of flame fronts with different fuel-to-air concentrations at different 

positions. Flashes mark the point of ignition. 
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measured are in a range between 7.5 – 25 m/s, dependent on the fuel concentration. The pure H2 fuel 

however reaches a maximum speed of 37 m/s at 16 cm distance to the ignition source. Compared to 

the maximum flame front speed of the stoichiometric 50/50 H2/CO mixture, the H2 fuel with 17.5 

vol.-% is still approximately 54 % faster. 

Regardless of fuel mixture and concentration, all velocity graphs show linear behaviour in early stages 

of FA. Comparing the flame front speeds of the fuel concentrations investigated in Fig. 6 b), it can be 

seen that an increase of the fuel concentration increases the FA in the v-x-plane of the mixtures as 

well as maximum flame front speeds at the end of the FOV. However, pure H2-air flames accelerate 

significantly faster than H2-CO-air flames with the same fuel concentration. The FA of the 9.2 vol.-

% H2-air mixture 𝑎𝐻2,9.2 % = 27
1

𝑠
 measured by Katzy shows only a slightly slower FA compared to 

the FA of the 50/50 H2/CO fuel mixture with 15 vol.-% fuel concentration in air 𝑎𝐻2/𝐶𝑂,17.6 % = 33
1

𝑠
. 

The difference becomes even larger comparing the 17.6 vol.-% H2-air mixture to the H2-CO-air 

mixtures measured in this study. The flame front speed of 17.6 vol.-% H2 in air exceeds even the 

flame front speed of the stoichiometric H2-CO-air mixture at all times. The FA of 17.6 vol.-% H2 in 

air is quantified to be approximately 𝑎𝐻2,17.6 % = 154 
1

𝑠
. The FA of the H2-CO-air mixture with 17.5 

vol.-% however is measured to be 𝑎𝐻2/𝐶𝑂,17.5 % = 67
1

𝑠
, which is less than 50 % of the FA of pure H2-

fuel at a comparable fuel-to-air concentration. Next to the strong dependency of FA on the fuel 

composition, the dependency of FA on the fuel-air concentration was examined. Fig. 7 shows the 

fuel-to-air concentration on the x-axis and the FA on the y-axis. As the flame front velocities increase 

constantly in time, the FA is assumed to be constant within the FOV. Combining the flame front 

acceleration for various fuel concentrations in Fig. 7, a clear quadratic concentration dependency on 

the FA is observed. An increase of the fuel content yields in an increase of FA until 25 vol.-% fuel 

concentration, reaching 𝑎𝐹𝐹,25.0% = 96.10
1

𝑠
. This is in accordance with Heilbronn’s et al. paper 

(Heilbronn et al. 2021b), showing that different H2-CO-air mixtures reach their maximum terminal 

velocities at 25.0 vol.-% fuel concentration in the least obstructed GraVent configuration investigated 

in their paper. Therefore, the maximum FA at 25.0 vol.-% fuel concentration seems reasonable and a 

Fig. 7. Influence of fuel concentration on FA. 
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subsequent decrease of FA for fuel concentrations above 29.5 vol.-% is expected. The FA 

development of H2-CO-air mixtures with fuel concentrations between 13.0 – 29.5 vol.-% in up to 

18 cm distance from the ignition source is eventually modelled by the polynomial fit of 2nd degree in 

equation (6). 

𝑎50/50 𝐻2/𝐶𝑂 = −0.3474
1

𝑠
∙ 𝑥𝑓𝑢𝑒𝑙

2 + 18.49
1

𝑠
∙ 𝑥𝑓𝑢𝑒𝑙 − 147.9

1

𝑠
 (6) 

In conclusion, the addition of CO to H2 yields in a strong inhibition of the combustion process, 

resulting in a significantly slower FA of H2-CO fuels compared to pure H2 fuels with concentrations 

from lean to stoichiometric mixtures. The new data gathered complements existing FA studies for 

lean H2-CO-air mixtures, investigating the early stages of FA by providing optical data of the reaction 

zone by OH-PLIF images and by providing flame front speeds measured with a high resolution. In 

addition, equation (6) proposed in this paper allows the determination of the investigated mixtures’ 

FA in a distance up to 18 cm from the ignition source. 

4.4. Influence of fuel concentration onto the wrinkling factor 𝜩 

After the analysis of the flame front speeds and the FA, the flame front wrinkling factor 𝛯  is 

determined from the OH-PLIF images. 𝛯 is determined in this study, because it describes the flame 

front enlargement due to intrinsic flame instabilities and thus affects the burning velocity of the H2-

CO-air mixture strongly. Fig. 8 shows the development of the wrinkling factor of 50/50 H2/CO fuel 

mixtures with different fuel-to-air concentrations between 0 cm and 18 cm distance from the ignition. 

All graphs are plotted using a polynomial fit of 3rd degree throughout all data points captured for 𝛯 

in each experiment. A 3rd degree polynomial fit is chosen, because FA regimes similar to the regimes 

defined by Katzy (Katzy et al. 2017) were expected. However, only the first out of the three FA 

regimes could be spotted observing the results of this study due to limited optical access downstream. 

Fig. 8. Wrinkling factors of the 50/50 H2/CO fuel mixture at 

varying fuel concentrations. 
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Gas mixtures with fuel contents of 17.5 vol.-% and higher show a linear behavior in the entire FOV. 

The leaner the mixture becomes, the stronger the graphs deviate from the linear shape. 𝛯 of 13.0 and 

15.0 vol.-%, respectively, increase initially slower than the rest of the gas mixture until a turning 

point. At 6 cm and 8 cm distance from the ignition, respectively, the 𝛯 of 13.0 and 15.0 vol.-%, 

respectively, begins to increase faster than in the rest of the gas mixtures. At the end of the FOV, both 

mixtures reach higher 𝛯s than every other mixture. The highest 𝛯 is observed for 13.0 vol.-% in air. 

The other mixtures however are hardly distinguishable, because their 𝛯s are very similar to each other 

throughout the FOV. One exception is the 25.0 vol.-% mixture, which depicts a slightly higher 𝛯 than 

the rest of the gas mixtures with fuel concentrations of 17.5 vol.-% and above. Without taking flame 

front instabilities into account, 29.5 vol.-% should be the hottest and fastest flame measured. The high 

𝛯 for 25.0 vol.-% in combination with the greatest FA of all gas mixtures measured indicates that 

there is a trade-off concerning FA between fuel concentration and flame front enlargement due to 

flame front instabilities. This trade off may lead to the increased FA of 25.0 vol.-%, potentially 

yielding in a higher explosion hazard compared to the stoichiometric mixture. Reading through 

section 4.3, it is clear that the addition of CO to H2 inhibits the combustion strongly and also affects 

the development of 𝛯. Since the combustion process is inhibited strongly by the addition of CO 

compared to pure H2-air flames, the fact that the different FA regimes can’t be spotted observing 𝛯 

might indicate that the flames in the FOV are still in the development regime. The fact that all 𝛯s are 

rising in the entire FOV supports this, because the flame surface area can’t increase indefinitely and 

thus needs to reach at least the flattening regime. In this case, the transition to the flattening regime, 

and maybe the propagation regime, would appear at later stages of FA. To answer this question about 

the further development of the flame front surface, further experiments with a larger FOV and varying 

H2 contents are needed. 

5. Conclusion and outlook 

In the present study, OH-PLIF measurements were conducted to investigate early stages of flame 

propagation of 50/50 H2/CO fuel mixtures with fuel concentrations between 13.0 – 29.5 vol.-% in air. 

The influence of the fuel concentration on the flame front morphology was discussed, finding that 

leaner fuel-air-mixtures are more prone to flame front instabilities. Apart from that, the effect of fuel 

composition and concentrations on flame front velocity and FA in early stages of FA was quantified. 

The addition of CO to H2 as fuel lead to a strongly inhibiting effect, resulting in lower flame front 

velocities and slower FA. Analyzing the fuel concentrations investigated in this study, it was found 

that increased fuel concentrations yielded in higher flame front velocities for all concentrations and 

in increased FA up to 25.0 vol.-% fuel concentration in air. A model calculating the FA of 50/50 

H2/CO mixtures with 13.0 – 29.5 vol.-% in air in the first stages of FA was proposed. Finally, 𝛯 was 

determined for H2-CO-air mixtures using OH-PLIF. A significant effect of fuel concentration on the 

development of 𝛯 could not be identified for mixtures of 17.5 vol.-% and above. An influence on 

lower concentrations was visible, as the 𝛯 curve was not linear for very lean mixtures. The three FA 

regimes for the flame front surface area found in previous studies could not be observed due to a 

limited optical observation window. 

To deepen the knowledge about flame surface evolution and flame front instabilities in early stages 

of flame propagation of H2-CO-air mixtures, additional studies have to be carried out. The constant 

rise of 𝛯 throughout the entire FOV suggests that the flame is still in its development regime and will 

eventually settle in the flattening regime. To investigate whether the propagation regime establishes 
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as well, further experiments with a wider FOV should be carried out. This way, the direct observation 

of the development of the flattening and the propagation regime might be possible. In addition, 

experiments with higher H2 contents should be conducted. The additional H2 in the fuel will increase 

the mixture’s reactivity at the same fuel-to-air concentration compared to the fuel mixture 

investigated in this study. Consequently, the combustion process will speed up and the development 

of the different FA regimes observed for H2-air flames should take place within the FOV for H2-CO-

air flames as well. If the flattening and the propagation regime can be observed for H2/CO fuels with 

increased H2 concentrations, another indication for the existence of these two regimes for 50/50 

H2/CO mixtures is found. 
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Abstract 

With the European iron and steel industry considering a shift towards environmentally sustainable 

processes, such as direct reduction leading to electric arc furnaces, the transportation and handling of 

Direct Reduced Iron (DRI) becomes crucial. However, the potential for finely dispersed iron dust to 

generate explosions poses a significant safety concern. This study investigated the explosion 

characteristics of DRI (D) dust, along with the effects of storage conditions and the presence of 

hydrogen in the atmosphere, utilizing a 20 L explosion chamber. Key findings include: Analysis of 

DRI D dust explosion characteristics, significance of storage conditions on maximum pressure and 

rate of pressure rise, observation of explosion behavior of hybrid mixtures. 

Keywords: hazards, industrial explosions, dust explosions, iron, humidity 

1.  Introduction 

The European iron and steel industry is considering a shift from blast furnace to direct reduction 

process, aiming for a more environmentally sustainable approach (Dutta & Sah, 2016). This factor 

underscores the necessity of investigating the transportation of DRI products.  Direct Reduced Iron 

(DRI) is classified into three types under the IMSBC Code: DRI (A) Hot Briquetted Iron (HBI), DRI 

(B) in lumps and pellets, and DRI (C), comprising by-product fines from manufacturing and handling 

processes of DRI (A) and/or DRI (B) (Cargo Handbook, n.d.). 

The main sources of DRI fines are twofold: 

Generation during Direct Reduction Process Handling: During the handling of DRI (B) and its 

transformation into DRI (A), fines are inevitably produced due to abrasion. Users of both DRI types 

require minimal fines content to avoid drawbacks in the EAF process. To meet this demand, DRI (A) 

and (B) undergo screening before shipment, generating Metallised DRI fines. Additionally, the 

cooling process of DRI (A) in a quench tank also produces fines, known as "quench tank fines," which 

are included with the Metallised DRI fines (International Iron Metallics Assosiation, 2020). 

Generation in Gas-Based Shaft Direct Reduction Furnaces: In these furnaces, iron ore fines reduce 

the permeability of the iron ore burden, affecting the reduction process. Screening removes fines 

before charging into the furnace (Umadevi et al., 2022). 

The current classification under the IMSBC Code as DRI (C) poses challenges due to impractical 

moisture content restrictions and the requirement for inert gas, which is more suited for a different 

classification. As a result, there are discussions underway at the IMO to introduce a new classification, 

DRI (D), which would likely address these discrepancies and improve the regulations governing the 

transport of DRI Fines. DRI (D) defined as a by-product with moisture content of at least 2% and 
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particles with an average size less than 6.35 mm, aged for at least 30 days prior to loading. DRI (D) 

poses hazards such as risk of overheating, fire and explosion during transport due to the fact that this 

cargo reacts with air, fresh water and seawater to produce hydrogen and heat (International Iron 

Metallics Assosiation, 2020). 

Understanding the explosion characteristics of DRI (D) is crucial for industrial safety (Danzi & 

Marmo, 2019a). Past research indicates a correlation between iron dust explosion behavior and 

explosion risks, influenced by various factors such as particle size, concentration, and turbulence 

conditions (Chanut & Heymes, 2022; Clouthier et al., 2019a; Danzi et al., 2021a; Guo, Ren, Huang, 

et al., 2022; Meng et al., 2023). However, research often overlooks diverse storage conditions, 

especially for DRI (D), necessitating further investigation. 

The capacity of DRI (D) to generate hydrogen underscores the importance of comprehending DRI 

(D) explosion characteristics in hydrogen-containing environments. Addressing this gap in research 

is essential for enhancing safety measures and mitigating explosion risks in industrial settings where 

iron dust is prevalent. 

2. DRI (D) dust samples characteristics 

The HBI material used in this study industrial is a by-product from the HBI Plant in Corpus Christi. 

To investigate the explosion characteristics and to obtain DRI (direct reduced iron) grade D, the input 

material was ground under nitrogen atmosphere to a particle size of less than 500 µm. Grain size 

analysis of this ground dust was conducted according to ÖNORM EN 15415-1 standards. Detailed 

results of the particle size distribution can be found in Table 1 and Fig. 1. The median value (d50) of 

the particle size distribution was determined to be 53.7 µm.Upon receiving and grinding the sample, 

the water content was determined at 105°C under vacuum until a constant mass was achieved, 

following DIN EN ISO 18134-1 standards. The sample exhibited a water content of 3.90%. 

Table 1. Particle size distribution of DRI sample 

Mesh size [µm] Residue [Ma.-%] Passage [Ma.-%] 

500 0,0 100,0 

250 2,5 97,5 

125 20,2 79,8 

71 37,2 62,8 

63 42,8 57,2 

32 68,0 32,0 

20 84,8 15,2 

0 100,0 0,0 
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Fig. 1.  Particle size distribution of DRI (D) dust 

 Given the properties of the material and the manner in which the dust was generated, it can be 

classified as DRI (D). Further, we will refer to it as DRI (D) dust. 

3.  The sample preparation  

3.1 Storing DRI dust under different storage conditions 

During the transportation of DRI (D), changes in the storage conditions of the dust may occur. 

According to the "Guide for Handling, Storage and Shipping of Direct Reduced Iron By-Product 

Fines (DRI D)" from October 2020 (International Iron Metallics Assosiation, 2020), these alterations 

may involve: 

Temporary Temperature Increase: DRI (D) might undergo a transient temperature rise of 

approximately 30°C (86°F) above ambient temperature post-bulk handling, like loading onto a ship. 

This increase results from the brief exposure of all material surfaces to air, although the material 

typically reverts to ambient temperature levels over time. 

Moisture Content Concerns: DRI (D) could liquefy if transported with a moisture content surpassing 

its Transportable Moisture Limit (TML), typically ranging from 9-12%. 

DRI (D) can be stored in diverse locations or containers, including stockyards/warehouses (covered 

or uncovered) and silos, hoppers, or other confined spaces. Hence, it's vital to evaluate the potential 

impact of various storage conditions on the material's properties and transportation safety. 

The present study aimed to simulate real-world conditions encountered by DRI (D) during handling, 

transportation, and storage, particularly focusing on short-term reoxidation conditions (1 week). The 

objective was to assess the alteration in the behaviour of DRI (D) regarding explosion characteristics. 

Five distinct climatic boxes were employed to evaluate the behaviour of DRI (D) dust samples under 

simulated conditions. 

853



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

In Box 1, DRI dust samples' explosion parameters were examined after storing as delivered in sealed 

barrels to prevent oxidation. In Box 2, the procedure entailed filling the sample with water once and 

allowing the water to evaporate under normal conditions. Following this, the sample was exposed to 

ambient lab air for one week. Samples in Box 3 were stored at 60 degrees Celsius and 80% humidity 

in a climate closet. Continuous immersion of samples in deionized water was conducted in Box 4. In 

Box 5, samples were immersed in saltwater (35 grams of salt per 1 liter of water) for one week. 

Boxes 1, 2, 4 and 5 were maintained at room temperature, ranging from 22-25°C. These boxes are 

sealable and constructed from transparent plastic. Upon completion of the storage process, the drying 

procedure was carried out using nitrogen at 105 degrees Celsius in an oven, followed by the 

assessment of explosion parameters.  

3.2 Explosion severity  

The parameters of explosion severity, including Pmax (maximum pressure) and (dP/dt)max (maximum 

rate of pressure rise), were determined using a 20 L apparatus depicted in Figure 2, following the 

guidelines outlined in ISO 6184-1/2 .  

The test chamber comprises a stainless-steel hollow sphere with a capacity of 20 liters. It features a 

water jacket designed to dissipate heat from explosions or maintain controlled temperatures during 

tests. Dust is introduced into the sphere from a pressurized storage chamber via an outlet valve and a 

nozzle. The outlet valve is operated pneumatically using an auxiliary piston, while compressed air 

valves are electrically activated. The ignition source is centrally positioned within the sphere. Two 

"Kistler" piezoelectric pressure sensors are mounted on the measuring flange (Cesana & Siwek, n.d.). 

Two pyrotechnic igniters, each with a power of 5 kJ, were utilized as ignition sources. The ignition 

delay, indicating the time between dust dispersion onset and ignition activation in the dust/air mixture, 

was standardized at 60 ms for consistent dust testing procedures. This consistency ensures that the 

level of turbulence remains consistent across all experiments.  

Modifications were implemented on the sphere to assess the explosibility of dust in the atmosphere 

containing hydrogen. In order to obtain a comparable result, the procedure was conducted according 

to (Spitzer et al., 2023). Two pre-test procedures are required to check leakage rate and deviation and 

scattering of gas amount (Spitzer, 2021). The flowchart of the modified 20L apparatus is illustrated 

in Figure 2. In the main experiment, the explosion characteristics of the hybrid mixture of hydrogen 

and DRI (D) dust are determined. At each test, two chemical igniters with an ignition energy of 1 kJ 

were used as the ignition source. After that, the desired amount of dust is weighed and poured into 

the dust container. The 20-liter apparatus is then evacuated to a certain pressure by means of a vacuum 

pump and then filled up to 400 mbar with the calculated pressure quantity of hydrogen. The 

concentrations are entered in the program and the ignition is carried out. After each attempt, the 20 L 

must be thoroughly cleaned. 
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Fig. 2. 20L-sphere setup  for hybrid dust gas mixtures with additional absolute pressure and gas analyser.  

During test, the explosion pressure is recorded as a function of time using piezoelectric pressure 

sensors (Figure 4). Explosion overpressure Pex shows the difference between the pressure at ignition 

time  and the pressure at the culmination point at nominal fuel concentration. The maximum slope of 

a tangent through the point of inflexion in the rising portion of the pressure vs. time curve is a rate of 

pressure rise with time (dP/dt)ex at nominal fuel concentration. Maximum value of Pmax and Maximum 

value of (dP/dt)max determined by tests over a wide range of fuel concentrations.  

3.3 Mechanisms of iron dusts explosion 

Iron combustion is a nonvolatile process, meaning it occurs through a heterogeneous reaction rather 

than evaporation. When iron combusts in air, it doesn't produce a gas-phase diffusion flame typical 

of volatile substances. Instead, the iron particle itself emits light as it undergoes combustion. This 

process is governed by the reaction between iron and oxygen, which takes place at the interface 

between the iron surface and the surrounding air (Bidabadi & Mafi, 2013). 

The adiabatic flame temperature, representing the maximum temperature achieved during 

combustion without heat loss, for iron combustion in air is approximately 2285 K. However, it's 

important to note that despite the high temperature, iron does not reach its boiling point of 3023 K 

during combustion. This is because the reaction primarily occurs on the surface of the iron particles 

rather than throughout the entire particle (Sun et al., 1990). 

During combustion, a layer of iron oxide product accumulates on the surface of the iron particle as 

the reaction progresses. This reaction at the air-iron oxide interface is considered the rate-controlling 

step, meaning it determines the overall rate of combustion (Ogle, 2016). 
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In summary, iron combustion relies on a heterogeneous reaction between iron and oxygen, resulting 

in the emission of light from the iron particle as it undergoes combustion. The accumulation of iron 

oxide product on the particle's surface further characterizes this process.  

4. Results and discussion 

4.1  Influence of different storage facilities on DRI dust explosion characteristics 

The DRI (D) dust obtained without specific storage conditions (box 1) showed the highest explosion 

pressure at a concentration of 3750 g/m3. The evaluation of the measured data depicted in Figure 3 

and agrees with a typical dust-type pressure history for metallic powder (Danzi et al., 2021). It implies 

that the progression of dust explosion pressure can be segmented into three phases. The initial phase 

involves the injection of dust from t1 to t2, with tig denoting the ignition delay time. The subsequent 

phase pertains to the expansion of dust explosion from t1 to t2, where tc represents the combustion 

duration time. Following t3, the explosion ceases, and the pressure begins to decrease due to heat 

dissipation towards the walls of the 20-L chamber. An initial rapid pressure increases attributable to 

a combustion regime for Direct Reduced Iron (D) dust with optimal oxygen availability. Non-

adiabatic effects become evident post maximum pressure, as gradual reduction occurs due to heat 

losses. The results indicate a value of (dP/dt)max = 130 bar/s and  the value of Pex = 4.5 bar. Obtained 

value is similar to other experimental values retrieved from the literature (Clouthier et al., 2019b; 

Danzi et al., 2021b; Danzi & Marmo, 2019b).  

 

Fig. 3. Explosion process curve of DRI (D) dust in the standardized 20-L spherical chamber 

Given the potential storage locations including stockyards, warehouses, silos, and confined spaces, 

it’s vital to evaluate the impact of different storage conditions on the material’s properties and 

transportation safety. In order to identify explosion parameters during shipping, handling and storage 

of Direct Reduced Iron Fines, samples were stored in controlled environment.  Table 2 represent the 

maximum pressure Pmax of the samples after different storage conditions, as well as the percentage 
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decrease in maximal pressure after the storage procedure. To better quantitatively analyze the 

inhibition effect of iron oxides, a weakening efficiency (WE) is defined as 

𝑊𝐸 =
𝑃𝑚𝑎𝑥(𝑏𝑜𝑥_1) − 𝑃𝑚𝑎𝑥(𝑏𝑜𝑥_𝑛) 

𝑃𝑚𝑎𝑥(𝑏𝑜𝑥_1)
∙ 100% 

where 𝑃𝑚𝑎𝑥(𝑏𝑜𝑥_1) is the explosion pressure before storage, and 𝑃𝑚𝑎𝑥(𝑏𝑜𝑥_𝑛) is the explosion pressure 

after storage. 

Table 2. Explosion parameters of the samples 

Storage conditions Pmax, bar Weakening efficiency (WE), % 

Box 1 4,5 - 

Box 2 4,3 4 

Box 3 4,2 7 

Box 4 3,8 16 

Box 5 3,2 29 

The storage conditions have a decreasing effect on the maximum pressure as soon as was faced water 

influence. While the effects in Box 2 and 3 may be deemed insignificant (up to 7%), the constant 

presence of water and saltwater in Box 4 and 5 does indeed exert a more substantial influence (up to 

29%). Figure 4 represent the evaluation of the rate of pressure rise of samples during the explosion at 

3000 g/m3. 

 

 

Fig.4. Explosion process curve of DRI (D) dust in the standardized 20-L apparatus after different storage 

conditionals  

Figure 5 shows steady reduction of Pex from Box 1 to Box 5. The reduction in explosion violence can 

be attributed directly by oxidation of DRI (D) dust during storage (Daghagheleh et al., 2023). Iron 

oxides, such as Fe2O3 and Fe3O4, exhibit inhibitory effects, which can lessen the severity of iron dust 
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explosions and dampen the combustion process (Guo, Ren, Wei, et al., 2022).  Notably, the 

mechanism of explosion after storage remains the same as it was described above. From Figure 5, it 

follows that storage in Box 5 leads to the fact, that combustion duration lasts longer (tc). As a result 

of oxidation, the oxide covers the surface of iron dust, increasing the resistance of oxygen diffusion 

to the DRI (D) dust, slowing down the combustion process and prolonging the combustion duration. 

The longer period of storage can cause a more significant influence on burning velocity of particles.  

Further research into the oxidation of DRI (D) dust during storage is necessary to comprehend particle 

behavior during explosions for the purpose of implementing protective measures. 

4.2 Explosion characteristics of DRI D dust in hydrogen/air mixed gas environment  

 According to “A Guide to Handling, Storage & Shipping”, the main risk linked with DRI (D) is the 

potential buildup of hydrogen in confined areas, like ship holds and nearby spaces, due to the 

material's generation and emission of hydrogen. The constant evolution of hydrogen in DRI (D) 

occurs due to its moisture content, which initiates the aqueous corrosion of iron (International Iron 

Metallics Assosiation, 2020). 

Such a hybrid mixture of combustible dusts and flammable gases may pose a higher explosion risk 

since the hybrid explosions can still be initiated even though both the gas and the dust concentration 

are lower than their lower explosion limit (LEL) values  (Wu et al., 2023). Many investigations have 

been performed focusing on explosion behavior of the hybrid mixtures (Addai et al., 2015; Amyotte 

et al., 2010; Russo et al., 2012). Knowledge of the explosibility of the hybrid mixtures is therefore 

vitally important when conducting safety reviews for process hazards (Ji et al., 2022). Unique 

explosion protection measures might need to  be established for hybrid mixture with DRI (D) dust, 

differing from those typically designed for-phase mixtures. 

For that reasons DRI (D) dust (Box 1) at the concentration of 3000 g/m3 were used to test the dust 

explosion in three different volume rations of hydrogen/air gas environments (1, 4 and 10 % of  H2). 

To monitor the behavioral shifts occurring with the hybrid mixture, all tests were conducted using 

2kj ignitors. The test results are presented in Table 3 and Figure 5.  

Table 3.  Obtained explosion parameters of the samples 

Presence of hydrogen in 

a hybrid mixture, % 

DRI (D) dust 

concentration, g/m3 

Pex, bar (dP/dt)ex, bar/s 

0  3000 4,2 130 

1 0 0,3 0 

4 0 0,3 0 

10 0 2,6 257 

1 3000 4,1 70 

4 3000 4,3 175 

10 3000 4,6 575 

 

Table 3 reveals that hybrid mixtures yield more intense explosions in comparison to scenarios 

involving only dust or hydrogen. While the dust explosion resulted in a Pex value of 4,2 bar, the 

addition of 10% hydrogen led to an increase of up to 4,6 bar. Similarly, the rate of pressure rise over 

time exhibited a similar trend. Despite the lower explosive limit (LEL) of hydrogen being 4%, we did 

not observe an explosion at hydrogen concentrations of 1% and 4%. Hydrogen explosions only 
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occurred at a 10% concentration, unlike hybrid mixtures where, as anticipated, explosions transpired 

at a 1% concentration. Comparative analysis of the explosion process showed in  Fig. 6. 

 

Fig. 5. Different hybrid  explosion process curves: (a) DRI (D) dust; (b) DRI (D) dust and 1% H2; (c) DRI 

(D) dust and 4% H2; (d)  DRI (D) dust and 10% H2; 

According to (Guo, et al., 2022), the typical explosion curve can be divided into three stages. Period 

I is characterized as the induction period, denoting the formation of the front of the dust flame and 

the self-acceleration process of flame propagation. Period II delineates the self-sustaining propagation 

of the flame, illustrating the stable and efficient propagation of flame waves following self-

acceleration. Period III denotes the non-adiabatic phase, signifying the deceleration of the curve's 

upward trend. The flame front reaches the wall of the explosion sphere, and the subsequent 

combustion reaction zone continues to propagate towards the wall until the culmination of the entire 

combustion process, where the explosion pressure peaks before gradually dissipating due to heat 

loss(Kuai et al., 2013). 

However, the explosion process of iron dust differs significantly from that of other dusts. Firstly, 

according to (Guo, Ren, Wei, et al., 2022) there is no observed self-accelerating process (period I) 

during the explosion, and the rate of explosion pressure rise reaches its maximum almost immediately 

after ignition. This statement agrees with result on Fig. 3, 4 and 5 a. However, in a hybrid mixture 

with hydrogen, the reaction mechanism changes: Period I is illustrated in Fig.5 b,c,d. 

Also, on iron dust explosion there are two pressure accelerations: the iron dust has a turning time 

point t0 in the period III. The pressure rise rate slows down before t0, and then accelerates for the 

second time. (Guo, Ren, Wei, et al., 2022). The same behavior demonstrates DRI (D) dust (Fig. 5a). 

But in hybrid mixture (Fig. 5 bcd) the pressure rise rate begins to decrease after the end of the period 

II. Furthermore, the combustion time shortens with the presence of hydrogen.  
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Further studies are necessary to fully understand the unique explosion characteristics of DRI (D) dust. 

By gaining a comprehensive understanding of these factors, researchers can develop effective 

mitigation strategies to prevent or control explosions in industrial settings, ensuring the safety of 

workers and the public. 

5. Conclusions  

In order to prevent damages to health, environment and productivity, adequate prevention and 

protection means should be specify regarding DRI (D) transportation. With inherent hazards of 

explosions during transport of DRI (D), comprehending the explosion characteristics of DRI is 

paramount for industrial safety. The explosion characteristics of DRI (D) dust, the storage effect and 

presence hydrogen in atmosphere were studied by using a 20 L explosion chamber. The following 

results were obtained: 

1. The explosion characteristics of DRI D dust have been determined. The data reveals, that the 

maximum pressure recorded (Pmax) is 4.5 bar, the maximum rase of pressure raise is 130 bar/s 

((dP/dt)max). 

2.  The created  storage conditions diminish the maximum explosion pressure when compared to the 

value of the sample in Box 1. While the effects in Box 2 and 3 may be deemed insignificant (up to 

7%), the constant presence of water and saltwater in Box 4 and 5 does indeed exert a more substantial 

influence (up to 29%), which can be attributed directly by oxidation of DRI (D) dust during storage. 

3. Hybrid mixtures lead to more intense explosions compared to scenarios involving only dust or 

hydrogen. The presence of hydrogen also prompts a noted alteration in the explosion mechanism: in 

hybrid mixture was recorded the presence of induction period, the self-sustaining propagation of the 

flame  and the non-adiabatic phase, while the DRI (D) explosion curve demonstrates only the last two 

steps. DRI (D) dust demonstrated two pressure accelerations, meanwhile hybrid mixture has the 

pressure rise rate begins to decrease after the end of the reaching maximum. 

Further research into explosion behavior of DRI (D) is imperative to understand particle behavior 

during explosions, with the aim of implementing more effective protective measures. 
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Abstract 

This study systematically investigates the increase in grease viscosity due to solid contamination with 

common industrial particles and the effects on the theoretical bearing operating temperature before 

plastic damage occurs. Since around 30 % of explosions in the industry are caused by non-electrical 

equipment, understanding the development of the ignition potential of rolling bearings at elevated 

temperatures due to lubricant contamination is of great importance for safety in explosion protection. 

Empirical data from various test series are analysed using ANOVA and regression analysis. The work 

results show a statistically significant correlation between contamination concentration and viscosity 

increase. It is, therefore, scientifically proven that an increase in contamination increases the viscosity 

of the lubricating grease by a factor of 2.199. The resulting theoretical temperature increase of the 

bearings analysed with contaminated lubricants amounts to a maximum of 2.42 Kelvin, compared to 

the calculation with viscosity values of clean lubricants. However, further practical investigations on 

a bearing test rig are necessary to determine whether the theoretical findings can be validated and 

further unexplored rheological and tribological factors investigated. 

Keywords: rolling bearings, viscosity, lubricant contamination, operating temperature 

Introduction 

Around 30 per cent of internal explosions and deflagrations are caused by non-electrical equipment 

(Bartknecht & Zwahlen, 2013). In addition to machine elements such as seals, axles and shafts, 

potential ignition sources such as hot surfaces can also occur on rolling bearings. Even in regular 

operation, heating must be expected when using rolling bearings. This is caused by the heat loss from 

friction between moving bearing components. According to the current state of the art, this heating 

can be predicted by calculation (SKF Group, 2014).  

Using the extended rating life calculation, the rating life of a rolling bearing can be statistically 

predicted by the standard, considering various influencing factors such as bearing load, speed, or 

lubricant contamination (SKF Group, 2014). Using multiple approaches according to Palmgren, 

Stribeck, or SKF, the operating temperature, which is essential for explosion protection, can also be 

determined via the bearing's power loss.  

However, a deviation from the ideal operating conditions aimed for by the manufacturer can lead to 

premature bearing failure and the calculated operating temperature being exceeded. The most 

common causes of bearing failure are contaminations in the lubricant, aged lubricant or unsuitable 

lubricant (Schaeffler Technologies AG & Co. KG, 2013) (Fig. 1.).  

According to the current state of the art, the lubricant's condition can be considered in the extended 

rating life calculation. Still, changes in the lubricant's condition cannot be included in determining 

the operating temperature.  
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In practice, contaminations in the bearing influence temperature development even before mechanical 

damage occurs. This was confirmed in discussions with managers from the SKF Group (personal 

communication, January 11, 2024), LUBRICANT CONSULT GmbH (personal communication, 

January 18, 2023) as well as Josef Blässinger GmbH + Co. KG (personal communication, December 

12, 2023). Theoretically, viscosity is an influencing factor of the calculated operating temperature. 

Current literature does not indicate the influence of contamination on the viscosity of conventional 

rolling bearing greases. Taking into account the temperature classes that are important for explosion 

protection and the required safety distance of the maximum surface temperature, an increase in the 

rolling bearing temperature of just 5 Kelvin (temperature classes T6 to T3) can lead to an ignition 

source becoming effective (IEC 60079-0). 

To close this gap, this work uses various test series to analyse the effects of lubricant contamination 

from dust frequently encountered in explosion protection on the viscosity of rolling bearing greases 

and the theoretical impact on the calculated operating temperature.  

 

 

Fig. 1. Causes of failure for rolling bearings after (Schaeffler Technologies AG & Co. KG, 2013) 

1. Theoretical Foundations 

The friction of the bearing components is the leading cause of the increase in bearing temperature. 

Due to the rotation of the rolling elements around their axis (spin) and the shaft axis, friction occurs 

between the contact points of the rolling elements and the surrounding bearing components. 

(Baalmann, 1994) 

The frictional torque that occurs is made up of rolling, sliding and lubricant friction. Rolling friction 

is caused by micro-sliding processes between the rolling elements and the raceway. The raceway and 

balls have different curvature radii, resulting in different strains on the contact surfaces. Micro-sliding 

movements occur if the resulting forces are more significant than the transmissible frictional forces. 

As a result, the balls cannot roll evenly. Consequently, the rolling elements lag behind the raceway. 

Sliding friction involves macro sliding processes on the surfaces of the rolling bearing components. 

Instead of rolling, the rolling elements slide on the raceway and cage. The lubricant also generates 

friction. When the rolling elements roll, part of the lubricant is rolled over while the other part is 

pushed along as an advance. (Baalmann, 1994) 

There are several methods for calculating the bearing frictional torque. These include Stribeck (1901) 

and Palmegren (1957). In practice, this method has been adopted and extended by the bearing 

manufacturers Schaeffler (2008) and SKF (2014).  

The calculation basis further developed by Schaeffler (2008) based on the Palmgren (1957) approach 

does not take into account the lubricant-dependent frictional torque, which according to Baalmann 

(1994) has a significant influence on the total frictional torque. A comparison of the various methods 
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for calculating the frictional torques shows that the method according to SKF provides the highest 

frictional torques (Wang, 2015).  

The total frictional torque, according to SKF (2014), is to be used in this analysis. With the SKF 

(2014) method, it is thus possible to consider rolling and sliding friction processes separately to 

determine all friction components in the rolling contact more precisely. With the SKF method, the 

total frictional torque is determined depending on the cause using equation (1). 

 

𝑀𝑅 = 𝑀𝑟𝑟 + 𝑀𝑠𝑙 + 𝑀𝑠𝑒𝑎𝑙 + 𝑀𝑑𝑟𝑎𝑔 (1) 

𝑀𝑅  [Nmm] Total frictional torque 
𝑀𝑟𝑟 [Nmm] Rolling frictional torque 
𝑀𝑠𝑙 [Nmm] Sliding friction torque 
𝑀𝑠𝑒𝑎𝑙 [Nmm] Frictional torque of contact seals 
𝑀𝑑𝑟𝑎𝑔 [Nmm] Frictional torque due to flow, splash or spray losses 

 

The rolling frictional torque, the sliding frictional torque and the frictional torque are directly 

influenced by the viscosity of the rolling bearing lubricant due to flow, splash or spray losses.  

It should be noted that the frictional torque generated by flow, splash and spray losses relates to an 

oil bath or oil injection lubrication. The oil resists the rolling elements during movement. This results 

in a frictional torque dependent on the flow loss. The investigations consider permanently grease-

lubricated bearings. In this case, no splash losses occur as the lubrication by the grease is permanent, 

and the rolling elements are not regularly immersed in the lubricant. Therefore, the frictional torque 

caused by flow, splash and spray losses can be set to zero Nmm.  

The lubricant's viscosity does not influence the frictional torque of the contact seals. To simplify 

matters, non-contact seals are assumed in this analysis, resulting in a frictional torque of zero Nmm.  

The friction-reducing properties of the lubricant film thickness factor and the lubricant displacement 

factor are considered when calculating the rolling friction torque. Not all of the lubricant is used to 

build up the lubricating film. Only part of it is rolled over by the rolling elements, while the other part 

is displaced outwards. When the lubricant is rolled over, part of it is pushed in front of the rolling 

elements. This creates what is known as a pre-run. This advance causes the lubricant to be subjected 

to thrust, which generates heat. The viscosity, lubricant film thickness, and, therefore, the rolling 

friction torque decrease due to the heating. The lubricant displacement factor considers how much 

the rolling process displaces the lubricant. At high speeds, the displaced lubricant can't flow back into 

the centre of the contact zone. This reduces the lubricant film thickness and, thus, the rolling friction 

torque. 

Friction is also generated by the rolling elements sliding on the raceway. This depends on the shape 

of the contact surfaces. Ball bearings have a curved shape. External loads can compress or stretch the 

contact surface, resulting in slippage. The dynamic frictional torque depends on the lubricating film's 

thickness, the rolling elements' surface quality, and the raceway. 

The SKF approach determines the expected rolling bearing temperature (SKF Group, 2014). By 

selecting the total frictional torque, the power loss of the bearing can be calculated. When the rolling 

bearing starts operating, friction causes a rise in temperature in the bearing. The heat is dissipated 

from the bearing. A constant temperature is achieved when there is a balance between the amount of 

heat produced in the bearing and the amount of heat that can be dissipated. The heat generated in the 

operating rolling bearing is due to the bearing power loss. This depends on the total frictional torque 

and the speed, which are determined using equation (2). 
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𝑁𝑅 = 1,05 ∗ 10−4 ∗ 𝑀𝑅 ∗ 𝑛 (2) 

𝑁𝑅  [W] Bearing power dissipation 
𝑛  [min−1] Speed 

 

The heat dissipated by the rolling bearing can be described using the cooling factor. This depends on 

the heat-dissipating surface of the bearing and the heat transfer coefficient. 

Half of the bearing power loss is assumed to be transferred to the inner and outer rings (Schleich, 

2013). The heat dissipation of the inner and outer ring is determined via the heat-dissipating surface 

by DIN ISO 15312 (equation (3)). 

𝐴 = 𝜋 ∗ 𝐵 ∗ (𝐷 + 𝑑) (3) 

A [mm2] Heat dissipating surface 
B [mm] Bearing width 
D  [mm] Bearing outside diameter 
d  [mm] Bearing inner diameter 
   

 

According to DIN ISO 732, a heat transfer coefficient of 0.0003 W/mm²K can be assumed for all 

bearings where 𝐴≤ 50,000 mm². 

This allows the cooling factor 𝑊s be determined as seen in equation (4). 

𝑊𝑠 = 𝐴 ∗  α (4) 

𝑊𝑠 [W/K] Cooling factor 

𝛼 [W/m2K] Heat transfer coefficient 

 

Using the bearing power loss and cooling factor, the increase in bearing temperature compared to the 

ambient temperature can be approximated from SKF (2014) (equation (5)). 

∆𝑇 =
𝑁𝑅

𝑊𝑠
 (5) 

∆𝑇 [K] Temperature difference between bearing and environment 

2. Experiments 

The tests to determine the change in viscosity were carried out by DIN 51810-1 „Testing of lubricants 

– Testing rheological properties of lubricating greases – Part 1: Determination of shear viscosity by 

rotational viscosimeter and the system of cone/plate“ (DIN 51810-1).  

DIN 51810-1 specifies a method for determining the shear viscosity of lubricating greases of NLGI 

classes 000 to 2 at a constant shear rate after defined pre-shearing with the cone/plate measuring 

system.  

The shear viscosity η of a lubricating grease is determined at a constant temperature by measuring 

the torque M as a function of the speed n using a cone/plate measuring system. The shear stress τ and 

the shear rate �̇� are determined from the torque M and the speed n. This results in the relationship 

(equation 6):  
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𝜏 =  𝜂 ∗ �̇� (6) 

𝜏 [Pa] Shear stress 
η [Pas] Shear viscosity (apparent dynamic viscosity) 
�̇�  [s-1] Shear rate 

 

A typical rolling bearing grease LGMT 2 from SKF with a dust-like additive (hereinafter called 

"dust") is tested.  

Wheat flour type 405 from Roland Mills West GmbH was selected as the test dust. This dust is 

expected primarily in mills and the food industry during the further processing of flour into foodstuffs. 

The particle size distribution is shown in figure 2. This shows the cumulative percentage distribution 

curve against the particle sizes in micrometres (µm). The 50th percentile is 62.2 µm. (Stahmer, 2019)  

According to the manufacturer, the density of the dust is approx. 550 - 600 kg/m³. (Roland Mills West 

GmbH, 2022)  

 

 

Fig. 2. Percentage sum frequency of particle size as a function of particle size including the 10th, 50th and 

90th percentile targets of the distribution of a wheat flour type 405. Taken from Stahmer (2019) 

 

The test is carried out on a HAKE RheoStress 600, and a Thermo UTCE/C is used for temperature 

control.  

Contrary to the standard, a cone diameter of 35 mm is used with an opening angle between the cone 

and plate of 1.0°. The standard specifies a cone diameter of 25 mm with the same opening angle.  

The test is carried out at 70°C±0.1K. This temperature is a typical bearing operating temperature and 

is assumed by SKF (2012), among others, as the reference temperature for rolling bearings when 

calculating the reference speed.  

The measuring programme is the same as in the standard (Fig. 3, shear rate �̇�). Only the change 

between the shear rates is adapted to the rheometer. Unlike described in the standard, this takes place 
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between the periods t1 and t2 throughout the one second. As this is an NLGI class 2 grease, the shear 

rate �̇� is set to 500 s-1 during the period t1. (DIN 51810-1)  

The experimental design provides for a variance in the amount of dust with otherwise identical 

experimental conditions. The selected amount of dust aims to maximise the change in viscosity. For 

this reason, the "contamination" factor levels are set to 25 vol. % dust or 35 vol. % dust. This contrasts 

with a sample without contamination (0 vol. % dust). The selected amount of contamination is 

random. The aim is to achieve the greatest possible effect on the viscosity change. Preliminary tests 

have shown that larger quantities of impurities can only be insufficiently absorbed by the lubricant. 

The standard specifies a repeatability r for lubricating greases of NLGI class 2 of 8% relative to the 

mean value of the results. To achieve comparability of the results, five tests are carried out for each 

stage. This results in the following test plan (Tab. 1.).  

 

Tab. 1. Test Plan 

Test series Contamination Number of experiments n 

1.1-n 0 Vol. % Dust 5 

1.2-n 25 Vol. % Dust 5 

1.3-n 35 Vol. % Dust 5 

 

The individual test results show a similar progression of shear viscosity η versus time. The tests are 

analysed using the viscosity of section t5 (Fig. 3).  

 

 

Fig. 3. Applied shear rate (orange curve) and resulting shear viscosity (blue curve) during the measurement 

according to DIN 51810-1 for sample 1.3 at 70°C 

 

A single-factor ANOVA (Analysis of Variance) is used to analyse the data. Statistically significant 

results are then analysed using Tukey's HSD post-hoc test. Statistically substantial is assumed to be 

p < 0.05. 

Regression analysis and the analysis of the correlation coefficient are carried out to make a statement 

about a linear relationship between the results. 
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To be able to make a statement about the extent to which the change in viscosity negatively influences 

the temperature development of the rolling bearings, control calculations are carried out. The bearing 

friction torques and the resulting rolling bearing temperatures of three deep groove ball bearings of 

different sizes (6004-2Z, 6005-2Z and 6006-2Z) are analysed.  

Table 2 lists the parameters assumed in the bearing calculation. For the radial load, a high load of P/C 

of 0.1 was selected.  

 

Tab. 2. Selection of bearing parameters 

Speed n [rpm] 3 x 103 

Radial force Fr [N] C/P = 0.1 with Fa = 0 

Axial force Fa [N] 0 

Viscosity of the lubricant [mm²/s] 20.5 

 

𝐶 [kN] Dynamic load rating 
P [kN] Equivalent dynamic bearing load 

 

A viscosity factor is introduced to calculate the bearing friction torques and the resulting rolling 

bearing temperature. The viscosity factor is calculated according to equation 7. It describes the ratio 

of the mean value of the test series 2.1-5 and 3.1-5 to the test series 1.1-5. For the calculation, the 

viscosity factor is multiplied by the kinematic viscosity specified by the manufacturer.  

 

𝑉𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 =  
𝑀𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑠𝑒𝑟𝑖𝑒𝑠 𝑥. 1 − 𝑛

𝑀𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑠𝑒𝑟𝑖𝑒𝑠 1.1 − 𝑛
 (7) 

The conversion of the dynamic viscosity into the kinematic viscosity using the mathematical 

relationship according to equation 8 with a density of the lubricant of 1 g/cm3. 

 

𝜈 =  
𝜂

𝜌
 (8) 

𝜈 [mm2/s] Shear stress 
𝜌  [g/cm3] Density of the lubricant 

 

All statistical and mathematical analyses are done using the MATLAB R2021b program. 

During test preparation, the samples are enriched with dust and mixed according to the test plan (Tab. 

1). After mixing the samples with the dust, they show apparent inclusions of air under the microscope 

(Fig. 7). To obtain valid results, the samples are deaerated. To do this, the fat is exposed to a vacuum 

of -1 bar while the temperature is increased by 50 Kelvin. This leads to a significant reduction in air 

inclusions (Fig. 5. and Fig. 6.). Fig. 4. shows the sample without contamination.  

The contaminations of the samples "75 vol. % LGMT 2 + 25 vol. % dust" and "65 vol. % LGMT 2 + 

35 vol. % dust" can be recognised by a uniform distribution of darkened areas in the samples 

(comparison Fig. 5. and Fig. 6.). Some particles of the dust have a coarser structure and stand out 

clearly from the rest of the sample (Fig. 9. areas a-c). Figure 8 shows the lubricant without 

contamination and deaerated.  
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Fig. 4. 100 Vol. % LGMT 2 + 0 Vol. % Dust 

 

Fig. 5. 75 Vol. % LGMT 2 + 25 Vol. % Dust 

 

Fig. 6. 65 Vol. % LGMT 2 + 35 Vol. % Dust 

 

Fig. 7. 75 Vol. % LGMT 2 + 25 Vol. % Dust 

without venting 

 

Fig. 8. Magnification 100 Vol. % LGMT 2 + 0 Vol. 

% Dust 

 

Fig. 9. Magnification 75 Vol. % LGMT 2 + 25 

Vol. % Dust 

3. Results and Discussion 

The investigations should provide information on whether and to what extent contaminations in lubricants 

lead to an increase in their viscosity. Furthermore, the effect on the theoretical rolling bearing temperature 

will be analysed based on the determined viscosities. The evaluation is based on the test series of the 

lubricant LGMT 2 without contamination (1.1-5), 25 % contamination by volume (2.1-5) and 35 % 

contamination by volume (3.1-5) carried out using a rheometer. 
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Figure 10 shows the averaged results (arithmetic mean) of the test series 1.1-n (blue), 2.1-n (red) and 

3.1-n (green) of the period t5 of the measuring procedure according to figure 3, with n=5 with their 

standard deviation. It can be seen that the viscosity η of test series 2.1-5 and 3.1-5 differs significantly 

from the viscosity η of test series 1.1-5. The viscosity η test series 1.1-5 and 2.1-5 remain constant 

over the observed measurement cycle of 5 minutes (t5). The course of test series 3.1-5 is striking after 

approx. one hundred twenty seconds; the viscosity begins to fall and is reduced by 0.1 Pas over 180 

seconds. The high viscosity of the lubricant sample may reduce the backflow into the contact zone of 

the disc/cone system. As a result, the gap is emptied, and the viscosity in the lubricant appears to 

drop.  

 

Fig. 10. Arithmetic mean and standard deviation of the viscosity 𝜂 in Pas versus time in minutes, for 

experiments 1.1-n, 2.1-n and 3.1-n, with n = 5, at a test temperature of 70°C 

 

The result of the ANOVA confirms the assumption of a significant difference between the mean 

values of the test series 1.1-5 and 2.1-5, as well as 3.1-5 (Fig. 11). The boxes represent the interquartile 

range (IQR), which covers the range from the lower (25%) to the upper quartile (75%) and thus 

contains the middle 50% of the data. The lines within the boxes represent the median. The "whiskers" 

extend from the box to the smallest or largest values of the 1.5*quartiles. Points outside the whiskers 

are considered outliers and are shown with a "+" sign. The result of calculating the F-value (12453.18) 

is very high, and the p-value is close to zero (p < 0.001). The group variation can be estimated as 

relatively low (sum of squares (SS) value of 2.802). The total sum of squares measures the total 

variability in the data relative to the overall mean. The Tukey's HSD test confirms the significant 

differences between the groups.  
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Fig. 11. Boxplot of the viscosity 𝜂 in Pas measurements, for experiments 1.1-n, 2.1-n and 3.1-n, with n = 5, 

at a test temperature of 70°C 

 

The regression analysis (Figure 12) results in a correlation coefficient (r) of 0.9779 with a coefficient 

of determination (r2) of 0.9562 and a p-value of 0.1342. The high correlation coefficient of around 

0.978 indicates a solid linear relationship. However, due to the low P-value and the small amount of 

data, the result cannot be considered statistically significant.  

 

Fig. 12. Regression analysis of the experiments 1.1-n, 2.1-n and 3.1-n, as a function of viscosity 𝜂 versus 

contamination content in vol. %, at n=5 and a test temperature of 70°C 

 

873



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Table 3 shows the bearing operating temperature ∆T increase compared to the ambient temperature, 

considering the viscosity factor from experiments 1.1-5, 2.1-5 and 3.1-5.  In addition, the temperature 

difference ∆T1 and ∆T2 can be taken from the table. This describes the relative increase in temperature 

compared to the tests with the normal viscosity, taking into account the viscosity factor1 and viscosity 

factor2.  

Furthermore, Table 3 shows that the friction torque and power loss increase with increasing viscosity, 

leading to an increased operating temperature. The temperature increases are bearing-specific and 

range from an increase in temperature of 1.64 Kelvin to a rise of 2.42 Kelvin. Therefore, the results 

of the theoretical analysis are below the safety margins of 5 Kelvin for temperature classes T6-T3, 

which are essential for explosion protection. Based on this theoretical consideration, the temperature 

increase is not initially critical for explosion protection. However, it should be noted that, in reality, 

further rheological and tribological effects can lead to a further increase in temperature. The rolling 

bearings used in this analysis and the selected load parameters only describe a specific application of 

a small selection of bearings. An increase in viscosity on bearings of a different design and size will 

likely result in a comparatively higher power loss. However, more oversized bearings have a more 

extensive heat-dissipating reference surface, which does not necessarily lead to a higher temperature 

difference. 

Tab. 3. Results of the theoretical calculation of the rolling bearing frictional torques and the rolling bearing 

operating temperature with the manufacturer's lubricant viscosity compared to the experimentally 

determined viscosity 
 

Rolling bearing 6004-2Z 6005-2Z 6006-2Z 

Heat dissipating reference surface A [mm²] 2,337.34 2,714.34 3,471.46 

Heat transfer coefficient α [W/mm²K] 0.0003 0.0003 0.0003 

Calculation of the total frictional torque and the temperature increase with the normal viscosity according to 

the manufacturer 

Total frictional torque MR [Nmm] 16.94 24.46 33.53 

Power loss NR [W] nach SKF 5.32 7.69 10.53 

Increase in bearing operating temperature ∆T according to SKF, DIN 732 und 15312 

[K] 6.90 8.58 9.19 

Calculation of the total frictional torque and the temperature increase with the viscosity factor from tests 2.1-5 

(viscosity factor1 = 2.10625) 

Total frictional torque MR [Nmm] 20.97 30.30 41.86 

Power loss NR [W] nach SKF 6.59 9.52 13.15 

Increase in bearing operating temperature ∆T according to SKF, DIN 732 und 15312 

[K] 8.54 10.63 11.48 

Temperature difference ∆T1 compared to bearing operating temperature with normal 

viscosity 1.64 2.05 2.28 

Calculation of the total frictional torque and the temperature increase with the viscosity factor from tests 3.1-5 

(viscosity factor2 = 2.199345) 

Total frictional torque MR [Nmm] 21.24 30.66 42.35 

Power loss NR [W] nach SKF 6.67 9.63 13.30 

Increase in bearing operating temperature ∆T according to SKF, DIN 732 und 15312 

[K] 8.65 10.75 11.61 

Temperature difference ∆T2 compared to bearing operating temperature with normal 

viscosity 1.75 2.17 2.42 
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4. Conclusion and forecast 

The detailed analysis and statistical evaluation of the series of measurements in this study 

convincingly confirm the hypothesis that contaminations in lubricants cause a significant increase in 

viscosity.  

Several tests were conducted to verify this hypothesis by measuring the viscosity on a rheometer. The 

addition of defined dust particles artificially contaminated the samples used. Different concentrations 

of contaminants are investigated to analyse the influence of the amount of contaminations. It can be 

said that, with a high level of statistical evidence, the lubricant's viscosity increases with increasing 

contamination. Investigations into the linearity of the viscosity change as a function of the 

contamination of impurities could be proven. However, the statistical significance is not given due to 

the small number of tests in this case.  

The analysis of the calculation of power loss and bearing temperature increase of different bearing 

sizes of the same type with changed viscosity values results in a maximum change in the total 

frictional torque of 42.35 Nmm and a resulting temperature increase of 2.24 Kelvin.  

It should be noted here that the results relate only to the rolling bearings considered in the work. Other 

bearings can reach different, sometimes higher temperatures due to different bearing geometry, such 

as their size, the shape of the rolling element, the number of rows, etc.   

Furthermore, these changes are based solely on the theoretical assumption that the change in viscosity 

has a sole influence on the temperature development. This study did not consider other rheological 

and tribological effects within the bearing. The actual impact of the contamination must be analysed 

in further investigations on a rolling bearing test rig. It can be assumed that other effects not analysed 

in this study further increase the temperature in the rolling bearing during operation with 

contaminated lubricants. 

To gain more detailed insights into the effect of contaminations on the development of the rolling 

bearing friction torque and the resulting increase in operating temperature, further tests are necessary. 

One approach for future investigations is to analyse the influence of particle size and hardness on 

viscosity and the combination of the contaminations with other lubricating greases. In addition to 

tests using a rheometer, investigations on a rolling bearing test rig will be of great interest in the 

future. These investigations could provide information on whether and, if so, which other influences 

affect the frictional torques before plastic damage to the bearing occurs.  
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Abstract 

This work provides a concise overview of the fire and explosion risks associated with maltodextrin, 

a widely used carbohydrate polymer in the food and pharmaceutical industries. Maltodextrin's unique 

functional properties, including its hygroscopic nature and fine powder form, present challenges in 

handling and storage, contributing to potential fire and explosion hazards.  

 

This work summarizes the intrinsic properties of maltodextrin, identifies key factors influencing its 

combustibility, resistivity, ignition properties and outlines preventive and protective measures to 

mitigate the fire and explosion risks of maltodextrin. Special attention is given to the unique nature 

of  ignition by propagating brush discharges and how process parameters like pressure, temperature 

and humidity impact the risk potential of electrical ignition sources.  

 

Three case studies of incidents with maltodextrin are reported which collectively underscore the 

multifaceted nature of fire and explosion risks associated with maltodextrin. From inadequate dust 

control to electrostatic discharge and agglomeration-induced hazards, each case emphasizes the 

necessity of a holistic approach to industrial safety.  

 

Understanding and addressing these concerns are vital for ensuring industrial safety in the production 

and processing of maltodextrin. Ongoing research and collaborative efforts are essential for refining 

safety protocols and minimizing the impact of potential incidents. 

 

Keywords: hazards, prevention, mitigation, industrial explosions, propagation brush discharge, 

maltodextrin 
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1. Introduction  

 

Maltodextrin is a white powder that is relatively tasteless and dissolves in water. 

Maltodextrins are used as fillers, carriers for flavours, to coat pills and tablets in the manufacturing 

of prescription drugs and dietary supplement products.  

It is also used as a horticultural insecticide both in the field and in greenhouses. 

Maltodextrin is a polysaccharide obtained by partial hydrolysis of starch. The most commonly used 

sources of starch are corn, potatoes and rice.  The specific manufacturing method and starch source 

used may influence the physicochemical properties of the resulting maltodextrin. 

Maltodextrin consists of D-glucose units connected primarily by α-1,4-glycosidic bonds. The length 

of the glucose chains in maltodextrin varies, resulting in a mixture of oligo- and polysaccharides. The 

structure of maltodextrin is largely determined by the degree of hydrolysis, which is quantified by the 

dextrose equivalent value (DE value). 

 

 

 Figure 1. Chemical structure of Maltodextrin – typical 

 

The physical and chemical properties of maltodextrin vary depending on the DE value. Properties 

such as solubility, sweetness, viscosity and hygroscopicity are directly dependent on the DE value.  

 

Table 1. Maltodextrin DE and composition 

 

 

The particle size range of Maltodextrin can be quite different, depending on the source and 

manufacturing method.  Attention must be paid to mixtures of Maltodextrin and oils or flavours 

because the explosion safety characteristics can be substantially altered resulting in a higher risk 

potential. 
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2. Explosion Case studies 

 

Maltodextrin in fine powder form presents challenges in safe handling and storage, contributing to 

potential fire and explosion hazards, as illustrated in the following case studies.  

A dust explosion incident occurred in 2005 in an outside silo during unloading Maltodextrin from a 

road tanker via a rubber hose. The aluminum silo was properly explosion vented. However, a fire 

broke out after the incident inside the silo causing the silo wall to melt, only the insulation on the 

outside of silo prevented a total collapse. Nobody got hurt at the incident.  

The MIE of the Maltodextrin involved was in between 100 and 300 mJ. The conveying air from the 

road tanker compressor was about 50°C which resulted in a lower MIE of approximately 30 mJ, see 

further.   

The investigation showed that the most likely ignition source was a propagating brush discharge 

due to the rubber transport hose that was not internally conductive enough: the internal of the hose 

showed typical damage and punctures caused by propagating brush discharges, see the figure 

below. 

 

Figure 2. Typical damage of the rubber liner, caused by propagating bush discharges triggered by 

pneumatic transport of Maltodextrin through a not sufficiently conductive hose. From Van Laar G.  

 

The silo was declared a total loss and was not rebuilt.  Today, the process receives Maltodextrin 

from big bags without using any hoses.  

In 2003, an explosion in an inside located Maltodextrin silo destroyed the roof of the building. One 

person just leaving the building, on the ground floor, was blown out of the exit and was serious 

injured.  

The explosion incident occurred during pneumatic loading the silo from a big bag unloading station. 

The MIE of the Maltodextrin involved was in between 300 and 1000 mJ.  Because the conveying 

air was cooled, the MIE was not affected.  

The investigation showed that the most likely ignition source was a propagating brush discharge: 

either due to a rubber transport hose that was not internally conductive enough or to the isolating 

epoxy coating in the silo.  

The rubber hose was replaced by a metal hose, but the epoxy inner coating from the silo was not 

removed. The exploded silo was repaired and fitted with explosion vents and vent duct to the 

outside.   Later, in 2014 and in 2017, two more explosion incidents occurred that were attributed to 

the replacement of the metal hose, which was heavy to handle, by an unsuited rubber hose and /or 
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the silo inner lining. It was decided to stop using the silo and to feed the process directly from the 

big bag unloading station, not using rubber hoses anymore.  

 

In 2021, a dust explosion occurred in a food factory (2023, VDI).  During manual filling of a 

weighing/mixing hopper, an electrostatic discharge occurred at the mouth of the filling opening. A 

dust explosion developed within the hopper and a large explosion fireball was vented though the 

filling opening into the manned room.  Miraculously, the operated suffered only minor burns and 

the installation could be repaired after the explosion.  It was found that a broken grounding lug 

resulted in an electric charge difference between the hopper and the operator, creating an 

electrostatic difference during filling when the operator approached, perhaps touched the hopper.  

The incidents show that Maltodextrin can be very easily statically charged and poses a real dust 

explosion hazard, sometimes not deliberately forgotten.  At some of the plants, other products such 

as Sugar, Maize starch and Dextrose were handled in the same way but without creating explosions. 

3. Explosion Safety parameters 

 

The safety parameters of dry maltodextrin in dust form, including ignition temperature, minimum 

ignition energy as well as maximum explosion pressure and rate of pressure rise, are influenced by 

a variety of factors. Two of the most important factors are the physical properties of the substance, 

such as the particle size or fineness of the dust, and the chemical composition or structure of the 

material. 

It is not uncommon that the Material safety datasheet as supplied by the manufacturer or supplier of 

the Maltodextrin does not specify the explosion safety-related parameters.  For example, the safety 

data sheet of STAR DRI 18 from Tate&Lyle does mention that combustible dust concentrations in 

air may be formed and dust explosions may happen. The safety sheet further recommends that all 

dust control equipment and material transport systems involved should be engineered to prevent 

conditions contributing to dust explosions.  No values however are given for the explosion 

vehemence, explosion pressure, concentration limits or ignition properties.  

Whereas the North American standard NFPA 654 requires that test data for specific dust and diluent 

combinations shall be provided and shall be acceptable to the AHJ, there is no such requirement 

specified in the ATEX directives.  More than often, the explosion safety engineer will consult a 

published database such as GESTIS-DUST-EX , or the printed BIA-Report 13/97 combustion and 

explosion characteristics database. A search in the GESTIS database for maltodextrin gives 54 hits. 

Two groups can be identified: Maltodextrin and mixtures of maltodextrin and flavours/aromas.  The 

latter products are formed by mixing and/or spray drying techniques and exhibit lower ignition 

energies, MIE in mJ, and higher explosion vehemence values, KSt in bar.m.s-1, ) than the ‘pure’ 

Maltodextrin product.  The GESTIS database shows 21 hits for ‘pure’ Maltodextrin product. 

The KSt/Pmax ranges from 68/7.3 to 147/8.3, and the MIE between 5 mJ and >1000 mJ, depending 

on the material number in GESTIS and the particle size distribution.  
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A search in the BIA-Report for Maltodextrin gives 16 hits. Note that mixtures of maltodextrin with 

oils or flavour extracts are not mentioned in the BIA-Report.  The Maltodextrin  KSt/Pmax ranges 

from 68/7.3 to 120/8.6, and the MIE between 5 mJ and >1000 mJ, depending on the material 

number in the database and the particle size distribution.  

The product involved in the 2003 explosion, and the subsequent incidents in 2014 and 2017, see 

above case study section, was tested respectively in 2015 and 2017 with following results: Kst 165 

bar.m. .s-1, Pmax 8.3 bar.  Also ignition properties were measured: MIE with induction: 10-30 mJ; 

MIE without induction: 300-1000 mJ and volume resistivity: 4,12 . 1013 Ωm for a moisture content 

of 2,5%. 

4. Influence of the DE value and particle size on safety-related parameters 

 

As shown in the previous section, the explosion safety parameters of dry maltodextrin in dust form, 

including ignition temperature, minimum ignition energy as well as maximum explosion pressure 

and rate of pressure rise, exhibit a wide range, influenced by a variety of factors. Two of the most 

important factors are the physical properties of the substance, such as the particle size or fineness of 

the dust, and the chemical composition or structure of the material. 

• DE value and chemical structure: A higher DE value in maltodextrin indicates shorter glucose 

chains, which means a changed chemical composition. This altered chemical composition can 

theoretically affect the combustion properties of maltodextrin, as smaller molecules tend to react or 

burn more easily than larger molecules. However, the direct influence of the DE value on safety-

related parameters such as ignition temperature, ignition energy and explosion pressure is less clear 

and probably less significant than the influence of physical properties such as particle size. 

• Particle size (fineness of the dust): Particle size is a decisive factor for the safety properties of 

powdery substances. Finer particles have a greater surface area relative to their volume, resulting in 

greater reactivity with oxygen and therefore greater flammability and explosiveness. Fine dust can 

ignite more easily and cause more violent explosions than coarse dust. 

In an attempt to develop classes of explosivity within the family of Maltodextrins, powders with 

different DE numbers were purchased from the market, see table 1. 

Table 2. Maltodextrin DE and composition 

Supply Sample  Moisture [wt-.%] d50 (µm) DE-value 

Nestle Maltodextrin 11# DE Halai 3.5 198.8 11 

Nestle 
Maltodextrin 11# DE Halai (milled and 
sieved) 3.5 

62.5 
11 

Inburex Maltodextrin DE6 3.38 62.5 6 

Inburex Maltodextrin DE12 4.33 200 12 

Inburex Maltodextrin DE12 (milled and sieved) 4.33 55.6 12 

Inburex Maltodextrin DE19 4.38 107 19 
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In the EEA, combustible dust testing is typically performed according to standard procedures as 

described in European standards (EN ISO/IEC 80079-20-2, 2016; EN 14034-3, 2011).  Next to 

these ignition tests, the explosion severity is determined by recording the maximum explosion 

pressure (Pmax) and the dust vehemence parameter KSt, which is derived from the maximum rate of 

explosion pressure rate (dP/dt)max (EN 14034-1, 2011; EN 14034-2, 2011).  Sample preparation by 

particle size reduction and/or drying is recommended but left to the discretion of the explosion 

protection engineer or consultant.  ASTM E1226-19 (2020) is similar in set up and methodology, 

but this standard requires that particle size be reduced to 95% < 75 µm and dried to moisture 

content < 5%. This is the preferred preparation method for obtaining conservative results and 

determining worst case scenario. Note that the moisture content of all tested samples was < 5%, as 

indicated in the table above. In table 3, the results are given of the 20 L explosibility and MIKE-3 

ignitability testing of selected samples. 

Table 3. Maltodextrin explosibility and ignitability testing of selected samples 

Sample  Pmax (bar) KSt (bar.m.s-1) Pmax * KSt MIE (mJ) 

Maltodextrin 11# DE Halai 7.9 37 292.3 >1000 

Maltodextrin 11# DE Halai (milled and sieved) 8.2 90 738 300<MIE<1000 

Maltodextrin DE6 8.7 123 1070.1 >1000 

Maltodextrin DE12 8 60 480 >1000 

Maltodextrin DE12 (milled and sieved) 8.3 145 1203.5  30<MIE<100 

Maltodextrin DE19 7.3 75 547.5 >1000 

  

In Figure 3, the product of KSt and Pmax is plotted as a function of d50.  

Figure 3. KSt * Pmax plotted as function of d50 

As can be seen in table 3 and figure 3, the explosivity increases with the fineness of the sample, 

expressed by the d50 number.  When the DE12 sample was milled and sieved from d50  200 µm to 

55.6 µm (factor of four), the KSt rose from 60 bar.m.s-1 to 145 bar.m.s-1.   The maximum explosion 

pressure Pmax only marginally increased from 8 to 8.3 bar.  The same was observed for sample 11:  

when the d50 was decreased by a factor of four, the KSt rose by a factor of three, approximately. 
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When comparing samples DE6 and DE12, the explosibility expressed as KSt or KSt*Pmax ,
 was 

nearly the same when the d50 of the DE12 sample was decreased from 200 µm to 55.6 µm, 

approaching the d50 52.5 µm value of the DE6 sample.    

Although the length of the glucose chains (DE value) could theoretically influence the reactivity of 

maltodextrin, the particle size or fineness of the dust is probably the dominant factor determining 

the ignition temperature, minimum ignition energy, as well as the maximum explosion pressure and 

pressure rise rate. While chemical composition can also play a role, the physical nature, particularly 

particle size, is more important when assessing the safety risks of maltodextrin dust. 

5. Minimum Ignition Energy of Maltodextrin and ignition hazards 

 

As can be seen in table 3, the minimum ignition energy of samples 11#DE and DE12 decreased 

when the sample was milled and sieved.  However, the minimum ignition energy of sample DE6 

with a similar fineness as the milled and sieved 11#DE and DE12 was higher than the latter 

samples.  This effect can be attributed to the morphology differences between the sample: sample 

DE6 seemed more uniform in shape, mono spherical even, the milled and sieved samples appeared 

less uniform and greasy.  This is in line with observations as described by Pranav et al (2019). They 

found that irregular shaped dusts had lower MIE compared to spherical shaped dust. They attributed 

this effect to the higher specific surface area of irregular shaped dust, which affects the dust cloud 

dynamics (turbulence, cloud concentration) and leads to lower resistance to thermal conduction. 

As mentioned earlier, mixtures of maltodextrin and flavours/aromas exhibit very low ignition 

energies. The MIE can be less than 10 mJ,  making such maltodextrins easily ignitable by 

electrostatic discharges with energies of 10 mJ or more. Movement of the powder can generate 

static charge, but a discharge from the powder itself would not be expected to ignite a dust cloud. 

However, movement of the powder can also lead to charge accumulation on ungrounded (metal) 

equipment, and (spark) discharges from such equipment can easily ignite a dust cloud with this 

level of sensitivity.  

Pneumatic transportation of explosive dusts through plastic ducts, hoses, in coated metal ducts and 

internally coated silos, but also at fast emptying of non-conductive big bags, can lead to so-called 

propagating brush discharges. Ptak S. et al. (2020) showed that this kind of discharge can liberate 

up to 2 J, which is much higher than the MIE of some Maltodextrin products. If silo walls are 

coated with insulating materials or the walls themselves are made of insulating material, such 

discharges may be triggered at tangential inlets or during a collapse of a product bridge in the silo. 

In addition, when operators become electrostatically charged, they can create sparks that are 

incendive for sensitive powders like maltodextrin, as illustrated in case study 3 above. Such spark 

discharges originate between charged conductors with different voltage and may ignite the dust in air 

cloud when the sparked energy is larger than MIE.  In practice, an operator is capable of discharging 

15 mJ of spark energy, a 200 L drum 40 mJ and a road tanker 100 mJ.   

As described by Eckhoff in his book Explosions in the Process Industries (2006), the initial 

temperature has a strong influence on the minimum ignition energy of dusts.  Glarner (1984) 
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showed that regression of the MIE as a function of initial temperature of the dust cloud could be 

determined starting from the MIE at ambient temperature.  

 

In figure 4 below, this regression is plotted for 2 fictive Maltodextrin samples A and B  for which 

the MIE determined at ambient temperatures was 100 and 300 mJ, respectively.  

 

 
 

Figure 4. MIE as function of temperature for 2 Maltodextrin products - typical 

For the 2005 silo incident as described above, the MIE of the Maltodextrin involved was in between 

100 and 300 mJ. The conveying air from the road tanker compressor was about 50°C which 

lowered the MIE to approximately 30 mJ.  Note that this example illustrates the need to evaluate the 

influence of process temperature on ignition properties of dust processed in the industries, 

especially in combination with a high resistivity of the powder. The resistivity is not a pure 

characteristic, but it indicates whether the product can be charged and if it can remain charged. The 

reported value of 4,12 . 1013 Ωm in the case study means the product is insulating so that it can be 

charged easily and will retain its charge for a long time, increasing the risk of a dust explosion 

ignited by electrostatic discharges.  

 

As described by Eckhoff in his book Explosions in the Process Industries (2006), the moisture 

content also has a strong influence on the minimum ignition energy of dusts.  Van Laar and 

Zeeuwen (1985) showed that regression of the MIE as a function of moisture is quite significant. If 

safety measures against electric sparks ignition are based on MIE data for a finite dust moisture 

content, it is essential that this moisture content will not become subsided in practice, for example 
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in drying processes.  The presented data by van Laar shows that for starches, the source material of 

Maltodextrin, the MIE may drop by 50% and more when the moisture decrease from 5% wt. to 1% 

wt..  

6. Summary and conclusions 

 

Maltodextrin in fine powder form presents challenges in safe handling and storage, contributing to 

potential fire and explosion hazards, as illustrated in the three cases studies.  

Maltodextrin can be regarded as a common denominator for a wide family of products that share the 

same chemical building blocks yet exhibit very difference fire and explosion characteristics. 

The most commonly used sources of starch are corn, potatoes and rice.  The specific manufacturing 

method and starch source influences the physicochemical properties of the resulting maltodextrin. 

In an attempt to develop classes of explosivity within the family of Maltodextrins, powders with 

different DE numbers were purchased from the market and subjected to explosion tests to determine 

selected explosion characteristics.  

Although the length of the glucose chains (DE value) could theoretically influence the reactivity of 

maltodextrin, the particle size or fineness of the dust is the dominant factor determining the ignition 

temperature, minimum ignition energy, as well as the maximum explosion pressure and pressure 

rise rate. While chemical composition can also play a role, the physical nature, particularly particle 

size, and process conditions, especially temperature, are more important when assessing the fire and 

explosion safety risks of maltodextrin dust as processed in the industry.  

Because of its typical high resistivity, in combination with a medium to high ignition sensitivity, the 

ignition risk of maltodextrin shall be determined by testing, and taking all relevant process 

conditions into account, including but not limited to particle size distribution, process temperature 

and moisture. Because rubbing and/or segregation must be considered in transportation systems, it 

is advised to mill, sieve, dry, if necessary, before testing. 

As pointed out in the presented case studies, explosions of Maltodextrin typically result from 

electrostatic hazards.  Explosion prevention measures must be implemented as the first line of 

defence: use of suitable electrical equipment, grounding and bonding of all conductors whereby the 

resistance to earth should be regularly checked and be less than 1 MΩ,  the wetted section of  

flexibles shall be conductive with a surface resistance of 108 Ω or less in combination with bonding 

the imbedded metal spiral(s) on both ends of the duct, and filter media shall be anti-static and 

supporting cages bonded.  
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Abstract 

The aim of this study was to analyse the influence of the sample origin and preparation on the ignition 
sensitivity and explosibility severity of combustible dusts, with a particular emphasis on the effects 
of the particle size distribution. Several dust samples were prepared by milling and sieving pine wood 
pellets. Some samples were homogeneous in size, while others were polydispersed. All samples were 
tested to determine their ignitability and explosibility properties following standardised procedures. 
The results indicated that neither D50 nor D3,2 nor SSA correlated with the minimum ignition energy. 
In contrast, D10 showed a stronger link with the experimental results and it smoothed the differences 
between the homogeneous and polydispersed samples. The same trends were obtained for the 
minimum explosible concentration. In fact, samples with almost the same D3,2 and SSA values 
behaved very differently in these two ignition tests; this dissimilar behaviour could be explained by 
the degree of homogeneity of the samples, which was also related to their skewness and span values. 
Therefore, the quantity of fine particles in the samples had a strong impact on these two ignition 
sensitivity parameters. On the other hand, the minimum ignition temperature of a layer hardly showed 
any variation with particle size, while the ignition temperature of a cloud and the explosion severity 
showed a good correlation with D50. These results have implications for the risk management of real 
industrial facilities. The homogeneity of the samples tested in laboratory, which is determined by the 
sampling and/or prior preparation process, affects the dust ignitability and is therefore relevant to the 
design of dust explosion mitigation measures. 

Keywords: wood, biomass, particle size, sample preparation, polydispersity, dust explosions 

1. Introduction 

Biomass materials are combustible (Mularski and Li, 2023) and their handling and processing 
generate dust particles that can form layers, deposits and dust clouds (Esteban and Carrasco, 2006; 
Varela et al., 2024), which pose a fire and explosion hazard in industrial facilities (García-Torrent et 
al., 2016). Since biomass plays a major role in the renewable energy portfolio of many countries 
around the world, the safe design and management of facilities dealing with these materials is an 
important topic.  

Combustible dusts are characterised by means of a series of experimental techniques, including the 
cloud minimum ignition temperature (MITc), the layer minimum ignition temperature (MITl), the 
minimum ignition energy (MIE) and the lower explosion limit (LEL). These tests are usually 
performed following standardised procedures, for example those in the corresponding European 
standards (EN ISO/IEC 80079-20-2, 2016; EN 14034-3, 2011). Apart from these ignitability tests, 
explosion severity can also be assessed by measuring the maximum explosion pressure (pmax) and the 
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dust parameter KSt, which is derived from the maximum rate of explosion pressure rate (dp/dt)max (EN 
14034-1, 2011; EN 14034-2, 2011). 

A recent review by Castells et al. (2023) has highlighted the significant uncertainties in the properties 
of biomass dusts. They analysed 89 samples reported in the scientific literature during the last 25 
years, and detected a great variability of materials and particle sizes, along with a poor identification 
of the origins of the samples. In addition, they remarked the necessity of rigorous preparation and 
characterisation of biomass samples prior to the tests. In this sense, there is a vagueness in 
international standards about the particle size of the dust samples to be tested, its determination and 
its reporting. Combustible dust standards do not offer precise rules for sample selection and 
preparation, but the more dangerous nature of fine dust is indicated by EN ISO/IEC 80079-20-2 
(2016): “where finer fractions are present in a facility it is appropriate to take fractions of less than 
63 μm to give the most easily ignitable mixtures”; similar recommendation can be found in the 
American ASTM standards, but for 75 μm. In the particular case of fibrous dusts –woody biomass is 
mostly composed of elongated fibres– the uncertainties increase even further since laser diffraction 
and sieving, which are the two most common methods for particle size determination, are only precise 
for round particles (Castells et al., 2023). 

It is well-known that the particle size influences the ignition and explosion behaviour of dust samples 
(Cashdollar, 2000; Mishra and Azam, 2018); this is also true in the case of biomasses (Castells et al., 
2023). Furthermore, Di Benedetto et al. (2010) developed a model for dust explosions based on 
dimensionless numbers that also considered the particle size, which was later applied to fibrous 
particles as well (Russo et al., 2013); they pointed out that the particle size determines the controlling 
combustion regime. Also, Fumagalli et al. (2018) developed a mathematical model for predicting the 
KSt reduction with the particle size increase for organic dusts. On the other hand, Eckhoff (2009) 
remarked the major role that powder science and technology play in dust explosions. Castellanos et 
al. (2014) pointed out the importance of polydispersity, while Tascón (2018) suggested that the 
skewness of the particle size distribution curve could play a role in the explosion behaviour of dust 
samples. In addition, Santandrea et al. (2019) also remarked the necessity for choosing the right 
particle size metrics.  

However, as mentioned above, little attention is paid to how we measure and report the particle size 
of dust samples. The aim of this work was to study the effects of particle size on the dust ignitability 
and explosibility considering how samples are prepared and reported. 

2. Material and methods 

Several dust samples were prepared by milling and sieving commercially available pine wood pellets. 
Two different types of samples were obtained: samples consisting of the fraction retained between 
two sieves, and samples with particles that passed through a specific sieve size. The former samples 
were expected to be more homogeneous, while the latter were thought to have a wider distribution of 
particles with higher fractions of material in the fine and coarse parts of the PSD (particle size 
distribution) curve. All samples were tested to determine their ignition sensitivity and explosion 
severity following standardised procedures. 

2.1. Preparation of dust samples 

Pine wood pellets of quality class A-1 were used in this study. Several samples were obtained by 
milling and sieving the pellets. A hammer mill with 1.8 kW (GME-1100C by Garhé, Amorebieta, 
Spain) and circular 400, 250, and 80 μm sieves and a sieving shaker (Controls, Milan, Italy) were 
used.   

Two different types of samples were obtained: homogeneous samples (H samples) and polydispersed 
or heterogeneous (P samples). The H-samples consisted on a fraction retained between two sieves 
and were produced by dividing a quantity of material in several different size fractions, while the P-

888



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

samples were formed by the particles that just passed through a specific sieve size. Therefore, a part 
of the milled sample was divided in three size ranges to generate H-samples: 400-250 μm, 250-80 μm 
and <80 μm. Another part of the milled material was sieved to produce two different polydispersed 
samples: <400 μm and <250 μm. Actually, the < 80 μm sample participates in both procedures but it 
was initially classified as homogeneous. The whole set of samples is presented in Table 1. 

The homogeneous samples could be similar to the dust deposits created by segregation processes that 
occur in industrial facilities. In some cases, this particle size segregation can be desired and forms 
part of the material processing, but in other cases is an undesirable phenomenon. On the contrary, the 
heterogenous samples resembled the dust created by abrasion and crushing of the larger material 
particles during handling or storing in silos. These considerations have implications for real industrial 
processes. Therefore, the H400-250, H250-80 and H<80 samples represent the result of a segregation 
process, while the P<400 and P<250 samples –and the H<80 sample as well– represent different 
degrees of attrition of the pellets (see Table 1). 

The particle size distribution of the samples was determined using a Malvern Mastersizer 2000 laser 
diffraction apparatus. Also, moisture contents were obtained in a halogen analyser (HB43 Mettler 
Toledo).  

2.2. Characterisation of the samples 

Samples were tested to characterise their ignitability and explosibility properties following 
standardised procedures. The minimum ignition temperature was obtained in the hot plate apparatus 
for layers and in the Godbert-Greenwald furnace for clouds (EN ISO/IEC 80079–20-2, 2016). The 
20-L sphere was used to determine the LEL value (EN 14034-3, 2011), the maximum explosion 
pressure (EN 14034-1, 2011) and the dust parameter KSt (EN 14034-2, 2011). Finally, the minimum 
ignition energy was measured in the MIKE 3 device (EN ISO/IEC 80079–20-2, 2016). All 
determinations were carried out for every sample with the exception of the explosion severity of 
H<400. 

The following higher values were established for the experimental procedures: 400 ºC in the MITl 
tests, 800 ºC in MITc, 1000 mJ in MIE and 1000 g/m3 in LEL. Therefore, if the ignition (or explosion, 
in case of LEL) was not recorded applying lower values than these maximum ones, the test was 
stopped and no experimental MIT, MIE or LEL value was defined.   

On the other hand, the explosion pressure and the rate of explosion pressure rise were calculated as 
the average of three repetitions. According to the standard, it is necessary to find the concentration 
(cmax) at which the maximum explosion pressure (and the maximum explosion rate) is recorded, and 
then repeat the test twice at cmax ± 250 g/m3. The 20-L sphere was equipped with two pressure sensors 
and for each test the pressure-time curves were obtained by both sensors; the results reported were 
calculated as the average of the data recorded by these two sensors.  

The results were analysed and compared with the particle size properties of the samples. A 
comparison between the behaviour of the homogeneous samples and polydisperse samples was also 
carried out. Different size parameters were considered to explore their relation with the flammability 
and explosibility behaviours.  

3. Results and discussion 

3.1. Particle size of the samples 

The particle size characteristics of the samples prior to the combustion tests are shown in Table 1. All 
particle size parameters except the skewness (Sk) were obtained from the laser diffraction 
measurements. The modified graphic Folk & Ward method proposed by Blott and Pye (2001) was 
used to calculated Sk (Tascón, 2018). The span –also called polydispersity index– was calculated as 
(D90 – D10)/D50 (Castellanos et al., 2014); Dxx represents the particle size value for which xx% of the 
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particles are smaller on a volume or mass basis. In addition, SSA represents the specific surface area 
(m2/g) of the sample and D3,2 is the Sauter diameter or volume/surface diameter; actually, SSA and 
D3,2 are related to each other since both of them are based on data obtained by laser diffraction 
assuming spherical particles (D3,2 = 6/SSA). 

As can be seen in Table 1, the samples included particles that were coarser that the corresponding 
sieve size. For example, the H<80 sample had a D90 of 169.8 μm, which doubled the theoretically 
maximum size of the particles after being sieved with the 80 μm sieve. This was detected in every 
fraction in Table 1. Notably, the H-sample of 400-250 μm gave D50 = 440.7 μm, i.e. the median 
diameter was higher than the top sieve size. Analogously, fine particles were also present in the 
coarser samples. For example, the D10 value of H400-250 was smaller than the 250 μm sieve. This 
behaviour was also reported by Saeed et al. (2018), which remarked that sieving does not eliminate 
fines or coarse particles, but it simply reduces the proportion in the final sieved sample. 

 

Table 1. Particle size and moisture of samples  

Sample D10 (μm) D50 (μm) D90 (μm) D3,2 (μm) SSA (m2/g) Sk Span 

P<400 80.9 315.3 683.9 158.1 0.0380 -0.264 1.912 

P<250 38.8 169.6 406.2 80.8 0.0742 -0.291 2.166 

H<80  17.8 67.7 169.8 31.4 0.1910 -0.197 2.245 

H250-80 99.3 227.1 465.6 151.5 0.0396 -0.061 1.613 

H400-250 233.6 440.7 794.8 361.0 0.0166 -0.047 1.273 

 

It is clear that sieving introduced a great uncertainty in the real particle size of the fractions due to its 
incapability to deal with fibrous materials. As Gil et al. (2014) pointed out, the dimension that is 
actually measured by sieving is the width. On the other hand, laser diffraction also added a further 
uncertainty: deviation from the spherical shape introduces some degree of error (Jillavenkatesa et al., 
2001). Despite of these known limitations, sieving and laser diffraction are by large the most used 
methods in laboratories all around the world (Castells et al., 2023) and have also been applied in this 
study. 

All the five samples gave negative value of Sk, which means that the distributions were skewed to the 
left; the PSDs were largely unimodal and presented a tail in the fine part of the curve. Skewness was 
higher in absolute value for the polydispersed samples since these samples presented a wider range 
of sizes. On the other hand, the homogeneous samples presented PSD curves that were more similar 
to normal distributions, as the lower Sk values indicated (a perfectly symmetrical curve has Sk = 0.00). 
Considering the absolute mathematical limits of skewness (−1.00 and +1.00), it can be noticed that 
the skewness values were always lower than 30%. Therefore, the P-samples were slightly 
asymmetrical or fine skewed, while the H-samples were nearly symmetrical. 

As expected, the polydispersity index was high in the P-samples. However, the differences in the span 
values were lower than what could be expected and, quite surprisingly, we found that the highest span 
corresponded to the H<80 sample, which was followed by the P-samples, while the lowest spans were 
obtained for the other two H-samples. Therefore, just dividing a biomass material into several 
fractions by sieving could be insufficient to obtain homogeneous samples with low relative span. The 
notation H<80 is maintained throughout the manuscript to avoid confusion, though is not clear if this 
sample could be considered as homogeneous. In fact, the H<80 was homogeneous from the point of 
view of its preparation (three fractions obtained from the same sample amount) but heterogeneous if 
the polydispersity index or the skewness values were considered. 

The moisture content of the five samples varied between 6.8% and 8.1% (average value of 7.6% and 
standard deviation of 0.51). The samples were not dried. Although the moisture content could have 
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some influence in the results, it was thought not to be relevant. In this respect, Pietraccini et al. (2021) 
reported a 20% reduction in pmax when there was a 5% wt. difference in the moisture content. In the 
present study the differences between samples were far smaller than that value.  

3.2. Ignition sensitivity properties 

Figure 1 shows the significant differences detected between the MIE values for both type of samples. 
The P<400 sample ignited at 660 mJ, while the H250-80 sample, which had a lower D50, did not 
ignite at all. The highest energy applied in these tests was 1000 mJ and the maximum concentration 
used was 1000 g/m3; H250-80 and H400-250 samples could therefore be ignited at energies > 1000 
mJ but this was not verified (they are pictured in the graph as 1000 mJ points). Apart from the <80 
sample, it is clear that the P-samples ignited much easier than the H-samples. Thus, the D50 value by 
itself did not properly reflect the ignition behaviour of these samples in the MIKE 3 apparatus. 

 

 
Fig. 1. MIE results for homogeneous (H) and polydispersed (P) samples  

 

Again, significant differences were obtained in the LEL experiments between homogeneous and 
polydispersed samples. Figure 2 shows the behaviour of both types of samples. While the P<400 (D50 
= 315.3 μm) gave a LEL of 125 g/m3, the H250-80 (D50 = 227.1 μm) reached 250 g/m3. Therefore, 
the D50 values did not correlate properly with LEL. It has to be noted that no explosion was recorded 
for the H400-250 sample during the tests when applying the maximum concentration defined in the 
methodology section (1000 g/m3); this maximum limit was used to include it in the graph, tough a 
higher value could produce an explosion. It is remarkable the great range existing between the finest 
sample (just 30 g/m3) and the coarsest sample that ignited (250 g/m3). 

 

 
Fig. 2. LEL results for homogeneous (H) samples and polydispersed (P) samples 
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To find a more appropriate metric, the MIE and LEL results were compared with other several particle 
size parameters (D3,2, SSA and D10). Figure 3 illustrates this comparison. As can be seen, neither D3,2 
nor SSA improved the correlation. On the contrary, D10 showed a stronger link with both MIE and 
LEL, and smoothed the differences between the H-samples and P-samples.   

 

 
Fig. 3. Variation of MIE (left) and LEL (right) with particle size 

 

The reason for the above MIE and LEL results in Figures 1 and 2 was the differences in the PSDs. 
As shown in Figure 4, the P-samples had a significantly greater quantity of < 63 μm particles than 
the H250-80 and H400-250 samples. This aspect was not reflected properly by the D50 values.  

Thus, it is clear that the fine particles that were present in the samples exhibited a strong impact on 
the ignition sensitivity. This behaviour agreed with the MIE results reported by Santandrea et al. 
(2019) and the LEL results presented by Pietraccini et al. (2021). In fact, the fundamental role that 
the fine particles played can be demonstrated by considering the quantity of fine particles in the LEL 
results. Table 2 shows the results of multiplying the LEL concentration by the percentage of fine 
particles in the dust according to the laser diffraction tests. As can be seen, the differences between 
the four samples that could be ignited are now smoothed. This means that there could exist a minimum 
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quantity of fine particles required to produce the ignition, which led to very different minimum 
explosible concentrations (LEL) due to the dissimilar particle size distributions. However, the H400-
250 sample presented similar quantities for the maximum concentration tested (1000 g/m3): 10.1 g/m3 
of particles <63 μm and 29.0 g/m3 of particles <100 μm. Therefore, it seems that other aspects, apart 
from the quantity of fine particles, determine the ignitability of the sample. In this particular case, the 
heat-sink effect of larger particles and the excess of fuel could play a role.  

 

 
Fig. 4. Fine particles (< 63 μm) in the five biomass samples expressed in % volume  

 
Table 2. Fine particles in the LEL experiments  

Sample LEL (g/m3) % <63 μm <63 μm in LEL (g/m3) % <100 μm <100 μm in LEL (g/m3) 

P<400 125 7.45 9.3 13.40 16.8 

P<250 60 18.30 11.0 31.47 18.9 

H<80  30 46.52 14.0 72.00 21.6 

H250-80 250 4.05 10.1 11.61 29.0 

 

It is therefore clear that D10 could be a proper metric for dust samples when MIE and LEL properties 
were important since it provided a better correlation with the flammability properties irrespective of 
the span or homogeneity of the sample. It is remarkable that neither D3,2 nor SSA correlated properly 
with the MIE and LEL values. As can be seen, the P<400 and H250-80 samples presented an almost 
identical particle size according to the D3,2 and SSA values but they behaved notably different when 
tested to determine their minimum ignition energy and lower explosion limit. On the other hand, 
skewness (see Table 1) reflected the higher quantity of < 63 μm particles in the P<400 sample in 
comparison with that in the H250-80, which explained their dissimilar behaviour. Therefore, 
differences in skewness between samples with the same particle size could call the attention of 
practitioners to the fact that the samples are not equal, as Tascón (2018) already suggested. 

The particle size also influenced the MITc (see Figure 5). The ignition temperature of the dust cloud 
became higher when D50 increased. On the contrary, MITl hardly showed any variation with particle 
size: all samples presented the same ignition temperature in layer (340 ºC) excepting the finest sample 
(H<80), which ignited at 330 ºC. This behaviour in layer form agrees with the self-heating results in 
basket for wheat straw pellets reported by Restuccia et al. (2019), which pointed out that the critical 
oven temperature for self-heating ignition marginally decreases with particle size, i.e. particle size 
does not have a significant effect on the self-heating behaviour. 
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Fig. 5. Correlation of MITc with D50 

 

3.3.Explosion severity properties 

Figure 6 illustrates the influence of D50 on the pmax and KSt results. Trend lines and R2 values are also 
provided. As can be seen, the correlation is very clear in both graphs. In the case of pmax a polynomial 
equation was used for the trend line, while an exponential one was selected for KSt; mixture reactivity 
for aluminium also follows a d−n-law, with d being D50 (Huang et al., 2009; Tascón, 2018). The 
greater the particle size, the lower the explosion severity. In this case the degree of homogeneity (or 
polydispersity) of the samples did not affect the correlation between particle size and explosion 
severity. Furthermore, the other size parameters (D3,2, SSA and D10) were also examined, though are 
not shown here. They presented similar good correlations with pmax and KSt. According to Figure 6, 
the maximum pressure was reduced by ~27% –and the KSt was reduced by ~44%– when the particle 
size increased. However, pmax varied very little for the three finest samples. The most significant 
reduction in pmax occurred when D50 increased above 227.1 μm, while the greater increment in KSt 
was obtained for D50 lower than 227.1 μm. 

 

 
Fig. 6. Variation of explosion severity with D50 

 

It is important to note that the dust concentrations (cmax) that gave the maximum pressure and the 
maximum pressure rate differed greatly between samples. Higher concentrations were registered for 
the coarse samples. While 500 g/m3 produced the pmax in the P<250 and H<80 samples, 1750 g/m3 
was necessary in the case of H450-250 and H250-80. A similar behaviour was detected for (dp/dt)max 
(750 g/m3 for P<250 and 1000 g/m3 for H<80, while 1500 g/m3 for H450-250 and H250-80). A 
possible reason for these richer mixtures in the case of coarse dust was given by Saeed et al. (2018) 
following the turbulent combustion model previously proposed by the same research group (Saeed et 
al., 2017): sufficient fines are required –involving higher dust concentrations in the case of coarse 
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samples– since the fines follow the gas flow in the explosion vessel but the coarse particles lag behind 
due to drag effects; the larger particles are pyrolysed by the hot products of combustion of the fines, 
while the flame propagates ahead in the fine particles.  

4. Conclusions 

Homogeneous and polydispersed samples of commercial pine wood pellets were prepared by milling 
and sieving. Significant differences were detected between both types of samples in relation to their 
MIE and LEL properties. The much higher content of small particles in the polydispersed samples 
could explain their dissimilar behaviour. Neither D50 nor D3,2 nor SSA correlated well with the MIE 
and LEL values considering the whole set of samples. Actually, it was demonstrated that samples 
with almost the same D3,2 and SSA behaved very differently in these two ignition tests (MIE and 
LEL). On the contrary, D10 showed a much better correlation, indicating the importance of the smaller 
fraction of the particle size distribution. 

However, no differences were detected in explosion severity behaviour between homogeneous and 
polydispersed samples. Both pmax and KSt correlated well with D50 (also with D3,2, D10 and SSA). On 
the other hand, MITc showed a linear increment D50, while MITl hardly presented any change with 
particle size.  

In general, a decrease in particle size enhanced the ignition of the material and increased its explosion 
severity but the metric chosen to report the particle size could reveal or hide this behaviour. The 
present study supports the idea that considering just one single metric is misleading and can lead to 
crucial mistakes when evaluating combustible dust risks. Therefore, sampling and reporting the 
particle size are not trivial issues. Care has to be taken when assessing a real industrial facility to 
avoid producing a false sense of security. Moreover, the design of the corresponding mitigation 
measures depends on the properties of the dust, including its particle size. Further research seems 
necessary to understand the role played by the whole particle size distribution and the proper way of 
preparing samples and reporting their particle size. 
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Abstract 

This paper reviews and evaluates engineering models for simulating loss of containment scenarios 

involving small releases of hydrogen in large enclosures. Several models were considered in the initial 

screening, but only three were selected for further analysis based on specific criteria: the multi-zone 

model MZgas and the computational fluid dynamics (CFD) tools FLACS and KFX. Only results 

obtained with MZgas and FLACS are included in the paper, since the simulations with KFX could 

not be completed in time. The efficiency and accuracy of the models are assessed through analysis of 

two experiments described in literature. Although both models reproduce the overall trends observed 

in the experiments, there are significant deviations between model predictions and experimental 

results for both models. The discussion elaborates on the accuracy of the model predictions, as well 

as practical aspects such as simulation time and post-processing of results. 

Keywords: hydrogen, loss of containment, confined spaces, accumulation, stratification, CFD 

Introduction 

The use of hydrogen as a carbon-free energy carrier can enable a transition towards increasing use of 

renewable energy sources, such as solar and wind. However, hydrogen is highly flammable, has 

exceptionally low minimum ignition energy, and a propensity for deflagration-to-detonation-

transition (DDT). Releases of hydrogen inside confined systems may result in stratified mixtures 

(Swain et al., 2003), and for a given mass of released hydrogen, rapid combustion of the reactive parts 

of a fuel-air cloud may produce significantly higher overpressures than flame propagation through a 

lean and less reactive homogeneous mixture that occupies the entire enclosure (Makarov et al., 2018). 

The aim of the present study is to review and evaluate engineering models suitable for simulating 

scenarios involving small releases of hydrogen in relatively large enclosures, such as ships, domestic 

houses, laboratories, containers, and nuclear facilities. Detailed numerical modelling of hydrogen 

releases from high-pressure sources through small openings is inherently time-consuming, and it is 

crucial to use models that can reproduce the phenomena involved in sufficient detail to support risk 

assessments and safety engineering. Hence, the approach adopted for the present study entailed an 

initial review of available engineering models, followed by a critical evaluation of the performance 

of selected models with respect to accessibility, accuracy, simulation time, and user-friendliness. The 

models selected for detailed analysis included the open-source multi-zone model MZgas (Runefors 

& Johansson, 2023) and the commercial computational fluid dynamics (CFD) tool FLACS. The 

model predictions were validated against experimental results described in literature.  

The first section presents the two experiments selected for model validation. The second section 

outlines the process of selecting simulation models, including an overview of the various models 

considered during the initial screening. The third section compares results from simulations and 

experiments. Finally, the fourth section summarizes the conclusions from the study and suggestions 

for further work. 
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1. Experiments 

To effectively achieve the aim of the study, i.e. to evaluate the predictive capabilities of models for 

simulating small leaks within relatively large enclosures, it was essential to identify validation cases 

that could be defined and simulated within reasonable time, with the available computational 

resources. Consequently, the following criteria were defined for prioritising validation experiments: 

- The experiment should involve small releases.  

- The duration of the leaks should be less than 1000 seconds. 

- The experiment should not have forced ventilation. 

- The experiment should have limited or no natural ventilation. 

- The dimensions of the enclosures should be comparable to laboratories or containers, and not 

exceeding the size of a small house. 

- The scenarios should be easy to define based on the available information. 

1.1 Experiment 1 

The first validation case is based on one of the experimental configurations in model of a garage 

described by Gupta et al. (2009). Figure 1 shows the enclosure, dimensions 5.76 m x 2.96 m x 2.45 

m (total volume 42 m3). The leak was positioned in the centre of the enclosure, 0.22 m above ground 

level. Table 1 summarises relevant parameters from the scenario selected for model validation. It is 

worth noting that helium was used in the experiments, due to safety reasons.  

 

Figure 1: Experimental setup of the first validation scenario (Gupta et al., 2009). 

Table 1: Experimental parameters for hydrogen release scenario adapted from Gupta et al. (2009). 

Mass Flow Rate (kg/s) 0.00199 

Volumetric Flow Rate (L/min) 668 

Exit diameter (m) 0.0207 

Exit Velocity (m/s) 35.5 

Release direction +Z 

Release duration (s) 500 

Enclosure Temperature (℃) 20 
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1.1 Experiment 2 

The second validation scenario is one of the experiments conducted by Pitts et al. (2012) in a model 

of a residential garage. Figure 2 shows the garage, with dimensions 6.10 m x 6.10 m x 3.05 m (total 

volume 113 m3). The hydrogen was released from a square box with an open top. The leak was placed 

in the middle of the enclosure, 0.15 m above ground. Table 2 summarises relevant parameters from 

the scenario selected for model validation.  

 

Figure 2: Experimental setup of the second validation experiment (Pitts et al., 2012). 

Table 2: Experimental parameters for hydrogen release scenario adapted from Pitts et al. (2012). 

Mass Flow Rate (g/min) 83.3 

Volumetric Flow Rate (L/min) 956 

Source area (cm^2) 30.5 

Exit Velocity (m/s) 5.5 

Release direction +Z 

Release duration (s) 506 

Enclosure Temperature (℃) 20 

2. Simulation models 

The models evaluated in the initial screening were the commercial consequence software products 

KFX, FLACS, FRED and EFFECTS, and the freely available tools HyRAM and MZgas. Each model 

should fulfil specific criteria for simulation suitability, including flexibility in geometry modification, 

and applicability to simulating small release scenarios within enclosures. Table 3 summarises the 

results from the initial screening. 

Table 3: Summary of the evaluated models against the specific criteria. 

Model  
Geometry 

modification 

Applicability to small 

release scenarios 
Free or commercial 

Included in the present 

study? 

KFX Excellent Excellent Available at Cost No (ongoing analysis) 

FLACS Excellent Excellent Available at Cost Yes 

FRED Limited Limited Available at Cost No 

EFFECTS Limited Limited Available at Cost No 

HyRAM Limited Good Free No 

MZgas Good Excellent Free Yes 
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Half of the models were ultimately discarded. EFFECTS and FRED are not suitable for simulating 

releases inside enclosures, and HyRAM has limited options for modifying the enclosure geometry. 

Among the chosen models, MZgas was selected for its user-friendly interface and availability as an 

open-source tool. FLACS and KFX are both commercially available CFD tools commonly used for 

dispersion and accumulation scenarios. FLACS and KFX were both selected based on their fulfilment 

of all the specified criteria. Unfortunately, the KFX simulations could not be completed in time to be 

included in this version of the paper. 

2.1 MZgas 

The multi-zone model MZgas is an open-source model for simulating accumulation and ventilation 

of hydrogen in enclosures (Runefors & Johansson, 2023). 

2.1.1 Model description  

The model is based on the multi-zone concept, where the enclosure is divided into multiple regions 

(horizontal) and layers (vertical) that represent computational zones. Maintaining uniform species 

concentrations in each computational zone ensures mass conservation. Density disparities arise due 

to variations in concentration between zones, leading to pressure differentials. The pressure gradients 

drive the flow between the cells, adhering to the Bernoulli equation (Johansson & Runefors, 2023). 

2.1.2 Setup and post-processing 

The input file comprises a script consisting of seven lines of text. This script serves as a tool for 

altering various parameters governing the simulation, including the size and mesh configuration of 

the domain, simulation duration, ambient temperature, leak properties, gas properties, and ventilation 

parameters. The mesh structure created consists of uniformly structured quadrilaterals. Upon 

completion of the simulation, two distinct text files are automatically generated. The first file contains 

concentration data encompassing all zones at each timestep, while the second file contains the 

maximum concentration values at each timestep throughout the simulation duration. 

After running the simulations, the concentration data obtained from the simulations were processed 

using custom Python scripts build from scratch. The concentrations were adjusted based on the mesh 

resolution and enclosure dimensions to calculate the volume fraction of hydrogen in each cell. The 

processed data was then organized into a dictionary, where concentrations were stored for each layer 

and timestep. Using the dictionary, plots for volume fraction against elevation for different timesteps 

and simulation were created. 

For simulating Experiment 1, a box with dimensions of 6 m x 3 m x 2.5 m and a mesh resolution of 

6 x 3 x 12 was specified in the input script. For the subsequent Experiment 2, a box with dimensions 

of 6 m x 6 m x 3 m and a mesh resolution of 6 x 6 x 15 was employed. Leak properties were set to 

represent those in the specific experiment. Hydrogen was used as the gas for both experiments. 

2.2 FLACS 

2.2.1 Model description 

FLACS™ is a CFD-based engineering tool developed by Gexcon, and is primarily used for 

consequence modelling related to safety and security in industry. FLACS solves transport equations 

for mass, momentum, enthalpy, turbulent kinetic energy, rate of dissipation of turbulent kinetic 

energy, mass fraction of fuel, and mixture fraction on a structured Cartesian grid. FLACS uses the 

porosity/distributed resistance (PDR) concept to represent the geometry, and turbulence is modelled 

with the standard k-ε model. The PDR approach allows for the representation of complex geometries 

on relatively coarse computational meshes, where large objects and walls are represented on-grid, 

while smaller objects are represented sub-grid (Gexcon, 2023).  

Users set up the simulations in the pre-processor CASD, start and monitor simulations in the Run 

Manager, and visualise results in the post-processor Flowvis. 
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2.2.2 Simulation setup  

Figure 3 shows the setup for Experiment 1 in FLACS, with a vertical hydrogen leak in the middle of 

the enclosure, monitor points at heights 0.3 - 2.5 m, and grid cells of size 0.5 m with local refinement 

to resolve the release. 

 

Figure 3: Setup for Experiment 1 in FLACS, illustrating the computational grid and monitor points. 

Figure 4 shows the setup for Experiment 2 in FLACS, with a vertical hydrogen leak in the middle of 

the enclosure, monitor points at heights 0.5 - 3.0 m, and grid cells of size 0.5 m with local refinement 

to resolve the release. 

 

Figure 4: Setup for Experiment 2 in FLACS, illustrating the computational grid and monitor points. 
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3. Results and discussion 

MZgas was used on a computer with an 11th Gen Intel(R) Core(TM) i5-11300H processor and 16 GB 

RAM. The simulation time varied from less than a minute to 45 minutes for Experiment 1, depending 

on the mesh resolution. The simulation time for Experiment 2 was 10 minutes. MZgas was straight 

forward to use, with clear instructions provided in the user guide. All post processing were done with 

custom python scripts made from scratch. 

The stationary computers available at the University of Bergen are not suited these specific CFD 

simulations. The computers used had and Intel(R) Core(TM) i5-6500 CPU processor and 16 GB 

RAM. The FLACS simulations took 0.5-7 days, depending on grid resolution.  FLACS was fairly 

easy to use, although finding information in the long and comprehensive user manual proved difficult 

at times. There were also issues in the post processing of the data. It could take up to ten minutes to 

load the data for a scalar plot in Flowvis, but this was due to the computers and not the program itself. 

3.1 Experiment 1 

The dimensions of the enclosure used by Gupta et al. (2009) was rounded to 6.0 m x 3.0 m x 2.5 m 

in the simulation geometry. To assess the sensitivity of the selected mesh configuration in MZgas, a 

grid sensitivity analysis was conducted. The mesh specifications utilised by the developers in 

Runefors & Johansson (2023) served as the reference, employing a 3 x 3 x 10 mesh within a 2.6 m x 

2.6 m x 2.45 m enclosure. Subsequently, a mesh configuration of 6 x 3 x 10 was adopted as the initial 

setup for the 6 m x 3 m x 2.5 m enclosure. The objective was to systematically evaluate whether 

increasing the mesh resolution along the z-axis or in the x and y directions gave better results. Some 

of the validation simulations from Runefors & Johansson (2023) have been replicated, to ensure that 

the program had been used as the developers envisioned.  

Table 4 summarises the mesh resolution and simulation times for MZgas. Test 1 involved the initial 

configuration of the 6 x 3 x 10 mesh. Tests 2 and 3 focused on increasing mesh resolution along the 

z-axis, while tests 4 and 5 explored enhancements in the x and y directions. 

Table 4: Overview of mesh configurations and simulation times with MZgas for Experiment 1. 

 Test 1 Test 2 Test 3 Test 4 Test 5 

Mesh 6 x 3 x 10 6 x 3 x 12 6 x 3 x 18 12 x 6 x 9 12 x 6 x 12 

Total cells 162 216 324 648 864 

Time (min) 4 6 11 27 40 

 

Figure 5 shows the volume fraction of fuel as function of elevation at various times. Notably, Test 2 

(orange) exhibited the highest volume fraction across all timesteps, while Test 5 (purple) 

demonstrated the second-highest volume fraction at 250 and 500 seconds, albeit registering as the 

second lowest at 10 seconds. Both Test 1 (blue) and Test 4 (red) exhibited sparse data representation 

at lower elevations, due to their relatively low mesh density in the z-direction. The most evident 

disparities between mesh configurations were observed at lower elevations during later timesteps, 

indicating that a higher mesh resolution along the z-axis generally provides more accurate information 

at lower elevations.  

The disparity between the highest and lowest volume fraction values at 2.5 meters remained 

consistent across all timesteps, with differences remaining below 0.01 for 10, 250, and 1000 seconds, 

but exceeding 0.01 at 500 seconds. Increasing mesh resolution in the x and y directions gives a greater 

total number of mesh cells compared to solely augmenting the z-direction. Consequently, simulation 

times substantially increased for Test 4 and Test 5 compared to other mesh configurations. 
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Figure 5: Volume fraction of hydrogen distribution along elevation. Test 1 shown as the blue graph, Test 2 as 

the orange graph, Test 3 as the green graph, Test 4 as the red graph, Test 5 as the purple graph. 

All the mesh configurations give lower volume fractions than the test conducted by Gupta et al. 

(2009), shown Figure 6a. Considering the marginal disparity in concentration outcomes across the 

mesh resolutions, a sensible choice might be a configuration of L m x W m x 4H or L m x W m x 5H. 

Figure 6c shows that MZgas gives a consistent upward trend, mostly mirroring the increase observed 

in Figure 6a. Helium volume fractions of 0.20-0.225 were recorded at elevations of 1.9 – 2.37 m in 

the validation experiment (Figure 6a). A maximum hydrogen volume fraction of 0.15 was calculated 

at 2.50 m in MZgas, around 46% less than the experimental value. The simulation shows that after 

the leak stopped at 500 seconds, the volume fractions from 1.00 m and above were gradually reduced, 

whilst the volume fraction at lower elevations increased. This behaviour differs from that observed 

in the validation experiment, where most of the volume fractions remained constant. The final 

simulated volume fractions from 0.5m and above were all slightly higher than 0.125, this is 37.5- 

40.5% less than the experimental values.  

The plot from the FLACS simulation (Figure 6b) shows a similar increase of the volume fraction of 

hydrogen as the experimental volume fractions of helium in Figure 6a. At the monitor positioned at 

2.5 m, the highest calculated volume fraction was 0.26. This value decreased to 0.16 at 0.5 meters 

and further to 0.15 at 0.3 meters. The simulated volume fractions closely resemble the experimental 

values after the leak period (after 500s), exhibiting predominantly constant volume fractions, except 

for those at 1.5 m, which decrease. FLACS calculates a slight increase in the volume fractions at 0.5 

m after 500s, which is consistent with the experimental values. The highest simulated volume 

fractions in FLACS are 15-33% higher than the experimental values, except for the value at 0.3m. 

FLACS predicted a value three times higher than the experimental value at 0.3 m. 
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Figure 6: Hydrogen volume fraction development with time for Experiment 1. Graph a) displaying 

experimental values, adapted from Gupta et al. (2009). Graph b) displaying the simulation results from 

FLACS. Graph c) displaying simulation values from MZgas. 

3.2 Experiment 2 

The enclosure was modelled with dimensions rounded to 6.0 m x 6.0 m x 3.0 m. Table 5 summarises 

the effect of varying the grid resolution in FLACS. This analysis was only done for Experiment 2, 

since the larger leak area allowed for shorter simulation times. The refined grid was chosen based on 

the established grid guidelines and were not changed for the different tests due to time and 

computational resource constraints. The main grid was changed for the different tests. Grid 

information and simulation time for each test is shown in Table 5. 

Table 5: Overview of grid configurations for the three tests. 

 Test 1 Test 2 Test 3 

Size main grid-cells (m) 0.5 0.25 0.125 

Size refined grid-cells (m) 0.065 0.065 0.065 

Refined grid region (m x m) 2 x 2 0.75 x 0.75 0.375 x 0.375 

Simulation time (days) 0.5 1.5 3.5 

Figure 7 summarises the development of the hydrogen volume fraction over time. Test 1(blue) gave 

higher values compared to the finer grids employed in Test 2 (green) and Test 3 (red). Across all tests, 

the maximum volume fraction recorded at the end of the simulation was between 0.12 and 0.13. As 

the grid resolution increased, the calculated minimum values at the simulation end decreased. The 

lowest predicted value at the end of the simulation for the experiment conducted by Pitts et al. (2012) 

was 0.03, which is significantly higher than all the tests. The simulation time increased with finer grid 

resolutions. Considering these observations, the decision was made to proceed with the coarsest grid 

for subsequent analyses. 

905



 

15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

 

Figure 7: Development of hydrogen volume fraction with time for Test 1, Test 2, and Test 3. 

Figure 8 shows the development of hydrogen volume fraction over time at different elevation. The 

maximum value measured in the experiment was 0.092 at 506 seconds (Figure 8a). All volume 

fractions increased gradually through the leak period. MZgas (Figure 8c) predicts a maximum volume 

fraction of 0.068 at 506 seconds (i.e. 26 % underprediction), while the highest volume fraction 

predicted by FLACS (Figure 8b) was 0.13 at 3 m (i.e. 41% overprediction). 

 
Figure 8: Development of hydrogen volume fraction with time for Experiment 2. Graph a) displaying 

experimental values, replicated from Pitts et al. (2012). Graph b) displaying the simulation results from 

FLACS. Graph c) displaying simulation values from MZgas. 
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4. Conclusions and suggestions for further work 

This study presents an evaluation of the accuracy and efficiency of two engineering models used for 

simulating small hydrogen releases in large enclosures: MZgas and FLACS-CFD. Both models 

predict the overall trend observed in experiments, but MZgas tends to underpredict the measured 

volume fractions, while FLACS overpredict concentrations at high elevations for some scenarios. 

The simulation time varies significantly between the two models. For the scenarios investigated in 

this work, a CFD simulation with FLACS could take from a day to over a week depending on grid 

resolution and the duration of the leak, whereas a typical simulation with MZgas took 5-10 minutes. 

MZgas proved to be remarkably accessible, offering straightforward download and immediate 

usability. The user guide provided clear instructions on input file description, facilitating ease of use 

even for those with minimal prior experience. The post-processing required basic programming skills. 

FLACS is a significantly more complex model system than MZgas, and dedicated training is 

generally required. Setting up simulations was relatively straightforward with basic training, but both 

simulations and post-processing requires appropriate hardware. 

Further research in this area should include validation of additional models, against additional 

experiments. For practical applications in industry, it is of crucial importance to assess the time and 

resources required to provide reliable predictions with a sufficient level of accuracy to support risk 

assessments and safety engineering. 
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Abstract 
Piping in facilities that handle hydrogen must be designed with appropriate strength against 
explosions. Particularly in photocatalytic water decomposing systems, a mixture of hydrogen and 
oxygen is produced at the catalyst. Assuming a transportation piping accident, detonation of a mixture 
of hydrogen and oxygen at an equivalent ratio of 1 was generated inside the resin piping, and the 
strain and destruction phenomena of the resin piping were investigated. 
At the beginning of the study, it was verified that there is almost no change in detonation 
characteristics judging from the detonation velocity measured in pipe experiments with a radius of 12 
to 44 mm. Next, the strain waveforms of resin materials with different hardness were measured, and 
the deformation behaviors of the different materials were analysed. To investigate the relationship 
between strain and pressure, the maximum pressure and impulse as indicators of the effective force 
exerted on pipe deformation was defined. As a result, the degree of correlation with strain was greater 
for maximum pressure than for impulse. Furthermore, the degree of deformation of resin materials 
with low hardness changes greatly for the same amount of pressure when exposed to repeated 
detonation pressure and heat, indicating that soft vinyl chloride is not suitable for long-term use in 
plants. Finally, for each pipe failure condition, observations were made using a high-speed camera 
and strain to discuss the dominant factors for plastic pipe failure, and it was described what has been 
discovered regarding safety. 

Keywords: prevention, hydrogen, detonation, strain, pipe, plastic 

1. Experiments 
Building a hydrogen recycling society as a carbon-neutral approach that virtually eliminates carbon 
dioxide emissions has been proposed as one measure to stop global warming. It is important that 
hydrogen production methods are also sustainable, so green hydrogen, which does not release any 
carbon dioxide during the production process, could be important. Therefore, it is necessary to 
improve safety in the green hydrogen production process. This research will focus on ways to 
decompose water and produce hydrogen using sunlight and catalysts.  
In the method using a photocatalyst, hydrogen and oxygen are generated together, so hydrogen and 
oxygen exist in the pipe at a material ratio of 2:1 from the catalyst part to the separation module that 
extracts hydrogen. Hydrogen has a very low minimum ignition energy and a detonation speed of 
about 2800 m/s, which is extremely fast compared to other gases (Shepherd, 2009). The concentration 
range in which it can explode is wide, and if the mixture ignites, there is a high probability that it will 
detonate. If a detonation occurs in this section, there is a risk of serious facility destruction and human 
injury. 
Currently, small-scale experimental plants are considering using low-cost, flame-retardant hard vinyl 
chloride piping(Nishiyama, 2020). Past research uses metal or glass piping, so experiments with resin 
materials such as hard vinyl chloride have not been conducted much. In this research, it is verified 
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the detonation characteristics of the hydrogen/oxygen mixture in resin piping and its effect on pipe 
failure, in order to obtain the missing knowledge that would contribute to process piping design. 
The effects on pipe strain and destruction when detonation occurs inside pipes have been studied 
using metallic materials such as carbon steel pipes. It was shown that in carbon steel pipes, the strain 
caused by detonation pressure does not statically follow the pressure wave, but takes a dynamic 
response (Nebu et al., 2013). This is because the response speed of hoop strain is slower than that of 
pressure increase. In this way, steel, which has ductility and malleability, undergoes dynamic 
deformation, but it is necessary to analyze the strain response to detonation pressure for resin 
materials, which have almost no such properties and are less durable. Furthermore, for any substance, 
even if an unbearable stress is applied, cracks do not necessarily occur immediately and lead to 
destruction. The time it takes for cracks to occur after stress is applied is called induction time (Honma, 
2008). Since the time during which pressure is applied is also considered to be important for fracture, 
it is focused the time from when pressure is reached until maximum strain is reached. 
This time, by checking whether the detonation waves that generate distortion have similar 
characteristics, it is possible to proceed with the analysis under the same conditions. The theoretical 
value of detonation speed is based on Chapman-Jouguet Theory (Lee, 2008)(Strehlow, 1973). The 
detonation velocity in a glass pipe is lower than the CJ detonation velocity when the initial pressure 
and pipe diameter are small, due to energy loss due to heat conduction to the pipe wall and friction 
(Koshi, 2011). Therefore, in this study, there is a possibility that the detonation characteristics may 
vary depending on the pipe diameter and material, so it is verified that the detonation characteristics 
do not vary significantly by focusing on whether the detonation speed is under similar conditions. 
Next, it is examined the strain waveforms of piping depending on the material, and gain knowledge 
about the materials, standards, and terminal structures that are appropriate for use in the plant. 
Furthermore, since statically measured physical property values cannot be applied to very short-term 
loading due to detonation, it is necessary to consider an index related to strain and pressure. Finally, 
it is analyzed that the pressure and strain waveforms and videos under conditions where the pipe is 
destroyed, and showed the mechanism of failure in resin piping. 

2. Experiments 
Piping used in plants often has a complex structure, combining straight pipes, bent pipes, and valves. 
First, in order to understand the effects of detonation waves on resin piping, a detonation experiment 
using a straight pipe with a simple structure is conducted. Conduct experiments to analyze the effects 
of detonation. This section defines the materials, equipment, and formulas used in the experiment. 
 

Table 1. Material and diameter of piping used. 

Piping Material ID/OD [mm] 

Soft vinyl chloride 12/18, 25/31, 38/44 
Braided hose 12/18, 25/31, 38/48 

Hard vinyl chloride 13/18, 25/32, 40/48, 44/48(VU) 

 
In the experiment, piping made of three different materials was used to compare experimental results 
with resins of different strengths as shown in Table 1. In past research, detonation experiments have 
been conducted using highly durable materials such as steel (Nebu et al., 2013), and the hardness and 
tensile strength is a major difference in destructive analysis between steel and resin. Therefore, 
experiments are conducted with multiple resin materials and observed changes in the magnitude and 
waveform of strain due to changes in hardness. If it can be confirmed that hard vinyl chloride exhibits 
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strain fluctuations similar to that of steel, it is possible that conventional research into steel can be 
partially used for safety considerations. The diameter and thickness of the used piping are 
commercially available standards. Hard vinyl chloride is opaque gray, and soft vinyl chloride is 
transparent. Table 2 shows the tensile strength for two of the three materials used. The material for 
the braided hose was chosen as it has a hardness between that of hard vinyl chloride and soft vinyl 
chloride. Braided hose is made of a soft vinyl chloride tube wall that is reinforced with polyester 
threads embedded inside it. Hardness increases in the order of soft vinyl chloride, braided hose, and 
hard vinyl chloride. Since other materials had problems such as being expensive or lacking in 
commercially available types, a structurally durable braided hose is chose. Also, the thinner standard 
of hard vinyl chloride is called VU (OD/ID=44/48mm only), and the others are called VP. 

Table 2. Physical Properties of the Experimental Material. 

Material Tensile Strength [MPa] Combustion Quality (Oxygen Index) 

Soft vinyl chloride 11~25 Flame Retardance (45~49) 

Hard vinyl chloride 41~52 Flame Retardance (45~49) 

Steel STPT410 
(Reference) 

410~ Incombustibility 

 

 
Fig. 1. Experimental equipment diagram 

Figure 1 shows the gas introduction device used and the detonation pressure and strain observation 
device. Since the DDT for a hydrogen-oxygen mixture with an equivalence ratio of 1 to reach the 
detonation is less than 1 m (Kuznetsov, Alekseev, Matsukov & Dorofeev, 2005), the experiment was 
conducted by measuring at a distance of 3 m from the ignition point to generate a stable detonation. 
Check the pressure waveform to see whether it is actually detonating. Hydrogen and oxygen were 
supplied at 2 L and 1 L per minute, respectively, using a flow meter, and the mixture was filled into 
the pipes by mixing them before introducing them into the pipes. The experiment was conducted after 
introducing enough gas to replace the gas inside about 2 to 3 times. To prevent gas from leaking from 
the open end as much as possible, the air-fuel mixture was kept at atmospheric pressure by lightly 
sealing the gap with tape and releasing the gas through a small gap during filling. The piping was 
supported at five or more locations to reduce strain caused by its own weight other than pressure. 

To measure pressure, piezoelectric pressure sensors (113B24, PCB Piezotronics) were used, and 
strain gauges (KFEM-5-120-C1, Kyowa Electronic Instruments) were used to measure strain, and the 
sensors were named as shown in Figure 1. A hard vinyl chloride fixture approximately 30 cm long is 
attached in the middle to install the pressure sensor, but since the inner diameters are the same, the 
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effect of changes on detonation characteristics is thought to be limited. A scope coder (DL950, 
Yokogawa Electric) was used to record the measured waveforms. 

Strain is defined as 𝜀 in the following equation. 

𝜀 =
∆𝑙
𝑙

(1) 

The equation is for a case where a pipe of length 𝑙 [m] becomes length 𝑙 + ∆𝑙 [m] due to detonation. 
Consider strain in the circumferential direction. Since shrinkage fluctuations are small in resin piping, 
𝑚𝜀, which is a unit of 1/1000 of strain, is defined and used. 

Further, the detonation speed 𝜐 [m/s] is calculated by the difference between the times 𝑡! [s] and 𝑡" 
[s] at which the detonation reaches Sensors 1 and 2. 

𝜐 =
𝑑

𝑡" − 𝑡!
(2) 

Here, 𝑑 [m] is the difference between Sensor 1 and Sensor 2, 𝑑 = 0.2[𝑚]. 

The circumferential stress 𝜎# [Pa] applied to the thin-walled cylinder due to internal pressure is 

𝜎# =
𝑝𝑟
𝑡 	(𝑟 ≫ 𝑡) (3) 

where 𝑝 [Pa] is static internal pressure, 𝑟 [m] is radius, 𝑡 [m] is thickness of cylinder. 

3. Results and discussion 

3.1. Effect of piping on detonation velocity 

Figure 2 shows the relationship between pipe diameter and detonation speed for hard vinyl chloride 
and braided hoses. It should be noted here that the time unit of measurement is 1 μs, so multiple points 
may be marked at one coordinate. 

Fig. 2. Relationship between tube diameter and detonation speed: 
 (a)Hard vinyl chloride (open end), (b) braided hose (open end) 

 
First, since the hard vinyl chloride has high hardness and little deformation, the effect of the pure pipe 
diameter on the detonation characteristics is shown in Fig. 2(a). As the pipe diameter gradually 
decreases, the detonation velocity tends to decrease. However, since the max speed decrease is about 
2%, it can be said to be within the margin of error. The CJ velocity of a hydrogen-oxygen mixture 
with an equivalence ratio of 1 is 2814 m/s (NASA, 2023). It can be seen that as the diameter of the 
pipe increases, friction with the pipe wall decreases, and the speed approaches the CJ velocity. It was 
found that when detonating at atmospheric pressure, the characteristics of the detonation pressure are 

(a) (b) 
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almost close to the theoretical values for pipes with a practical diameter. Experiments using hard 
vinyl chloride, where no further destruction occurs, indicate that the piping does not affect the 
detonation characteristics.  
Next, the detonation speed for braided hose with low hardness and large deformation is shown in Fig. 
2(b). It was expected that the energy of the detonation would decrease due to deformation of pipe and 
the speed would slow down, but the trend was almost the same as in Fig.2(a). From the above, in a 
hydrogen-oxygen mixture with an equivalence ratio of 1 under atmospheric pressure, there is a slight 
decrease in speed from an inner diameter of 13 mm due to friction on the pipe wall, but the speed is 
not affected by the material of the pipe. In the following sections, the analysis assumes that the 
material does not have a significant effect on the detonation characteristics. 
 

3.2. Differences in strain due to material 

When a pipe breaks, the phenomenon occurs in a very short period of time, so it is first necessary to 
understand the timing of maximum strain and the waveform of the strain under conditions that will 
not cause the pipe to break. By predicting the vicinity of the limit that does not lead to rupture, it will 
help in terms of safety to prevent accidents due to rupture. It is examined what kind of strain occurs 
in each resin material with different hardness. The waveforms of detonation pressure and 
circumferential strain in soft PVC and braided hoses in Fig. 3. The value measured by Sensor1 is used 
for pressure, and the value measured by Strain1 is used for strain in Fig. 1. The horizontal axis is the 
time when the spark plug starts emitting sparks, which is 0ms. Assuming that the distance between 
the two sensors is 150 mm and the detonation speed is the theoretical value of 2814 m/s, the 
measurement time difference between sensors is 0.053 ms. 
 

Fig. 3. Strain and pressure waveforms: (a) Braided hose 13/18mm open end, 
(b) Soft vinyl chloride 25/32mm open end. 

The time from when the pressure is reached until the strain reaches its maximum value is 0.14ms for 
the braided hose and 0.24ms for the vinyl hose as shown in Fig. 3. It can be seen that the deformation 
speeds of the two materials are different. However, after the maximum strain is reached, the strain 
waveform follows the pressure movement. No contractional movement was observed in the 
circumferential strain. This is thought to be because the hardness is low and the flexibility is high, so 
there is not enough repulsive force to cause contraction vibration. The maximum strain is 
approximately 6mε for both the braided hose and soft vinyl chloride. Additionally, the maximum 
strain tends to occur at the second peak, and it is thought that the material is pushed back once by 
repulsive force before it reaches an equilibrium state. 

(a) (b) 
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Fig.4. Strain and pressure waveforms of hard vinyl chloride (open end): (a)25/32mm, (b)40/48mm 

 

Next, the waveforms of detonation pressure and circumferential strain in hard vinyl chloride is shown 
in Fig. 4. Only in Fig. 4(a) is the pressure measured by Sensor 2 and the strain measured by Strain 2.  
The strain of the hard vinyl chloride 25/32mm was applied with a low-pass filter, and the amplifier 
was not calibrated, so we focused only on the waveform in Fig. 4(a). These two graphs are the results 
of experiments using the same material but different pipe diameters. Piping of the hard vinyl chloride 
25/32mm has a waveform similar to a pressure wave, as is the case with soft materials. It takes 3.2ms 
for the strain to reach its maximum. The rate of increasing strain is slow, but this is also thought to 
reflect the gradual rise of the pressure wave around 1.5MPa. 
From the strain waveform in Fig. 4(b), it can be seen that a clear radial contraction movement occurs. 
At the pipe of hard vinyl chloride 25/32mm, the strength is sufficient, and the deformation generates 
a repulsive force against the detonation pressure, so the strain follows the pressure wave. But at the 
pipe of 40/48mm in Fig. 4(b), the repulsive force due to deformation is close to the limit of durability. 
It is thought that the detonation pressure is insufficient, causing contraction vibration. Therefore, from 
a safety perspective, it is expected that the limit for hard vinyl chloride standards is 40/48 mm in 
market standard. 

The frequency of the contraction vibration that occurred this time was 1.39 × 10$Hz. When the 
detonation velocity approaches a speed called the critical velocity, the strain increases by about three 
times as a result of resonance to vibration (Beltman & Shepherd,2002), so it is possible that the strain 
will be larger than the current measurement results. However, in the case of a hydrogen-oxygen 
mixture with an equivalence ratio of 1, the detonation speed is much higher than the critical speed, 
so there is no need to take this into consideration. 

 
 

3.3. Relationship between pressure and strain 

Since the pressure rises very quickly and an impact is applied to the piping, it is necessary to consider 
impact stress, which is a stress greater than the pressure value. Considering a rod model, the impact 
stress can be derived to be twice the stress at static pressure (Hagiwara, miyasaka & Sekiguchi,1996). 
Although this is a different model from the used piping in point of 𝑟 ≫ 𝑡, it is assumed that stress 
greater than that under static pressure is applied in this experiment as well. Therefore, the relationship 
between the maximum pressure value and strain is investigated, and then compare the conventional 
physical property values with the pressure values measured in this experiment. 

(a) (b) 
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Fig. 5. How to take the maximum pressure and maximum strain values 
(Hard vinyl chloride 44/48mm) 

First, specify how to take the maximum pressure and maximum strain values. The graph showing 
pressure and strain waveforms for 40/48 mm hard vinyl chloride is exhibited in Fig. 5, with an arrow 
pointing to the vicinity of the maximum value. Very fine voltage fluctuations caused by the sensor 
are reflected in the pressure and strain waveforms. While trying not to oversimplify the phenomenon, 
consider a smooth graph and take the maximum value. The maximum pressure and maximum strain 
were calculated by averaging the data in the range of 5 to 10 μs around the maximum value indicated 
by the arrow to take the middle of the amplitude. In addition, when the strain or pressure has a jump 
value as shown in Fig. 5, that value is removed, and the maximum value was set at a place where it 
becomes gentle (blue circle on the graph). 

Fig. 6. Relationship between maximum pressure and maximum strain: (a)Hard vinyl chloride, 
 (b)Soft vinyl chloride and braided hose. 

 
The experimental results of strain and pressure by material is shown in Fig. 6. The maximum pressure 
is the value for Sensor1, and the maximum strain is the value for Strain1 or 2. In order to show the 
detonation characteristics, the horizontal axis shows the pressure of the first detonation reached, 
which does not include reflected waves in the close condition. VP indicates hard vinyl chloride with 
ID/OD of 13/18, 25/32, 40/48 mm, and VU is the standard name for hard vinyl chloride with ID/OD 
of 44/48 mm. Hereafter, they will be referred to as VP and VU with inner diameter. This is the name 
used to indicate the thickness of hard vinyl chloride piping in JIS standards. Since VP13mm has 
sufficient strength, the maximum strain remained almost unchanged even under closed-end 
conditions where the pressure was about doubled as much. 

(a) (b) 
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The maximum strain under the closed end condition at VP40mm and VU40mm is approximately 
twice the maximum strain under the open condition, and the strain is proportional to the maximum 
pressure fluctuation. Also, from Eq. (3), VP40close has twice the pressure and twice the thickness 
compared to VU40open, so it is thought that the stress will be about the same. In that case, the 
maximum strain is predicted to be about the same. In Fig. 6(a), the maximum strain of VP40mm close 
end and VU40mm open end is about the same, which confirms the agreement between theory and 
reality. 
The results for a braided hose made of soft vinyl chloride, which is a soft material, are shown in 
Fig.6(b). The strain measured with the braided hose 13mm was higher than that of VP13mm. What 
is noteworthy is that the strain values for 25mm soft vinyl chloride vary widely. As the experiment 
was repeated, the maximum strain of soft vinyl chloride tended to decrease, which is thought to be 
due to changes in hardness due to heat or expansion of the pipe. Resin materials with low hardness 
are often susceptible to heat, and repeated detonation can cause changes in their durability. Therefore, 
soft vinyl chloride and braided hoses should not be used for long periods in plants. 

However, the problem is that the time history of detonation pressure, which affects strain, is not 
incorporated at maximum pressure. Therefore, the relationship between impulse and strain until the 
strain reaches its maximum value is examined. Impulse takes the time integral of pressure, so the time 
history of pressure can be taken into account. This time hard vinyl chloride is only considered, which 
is promising for use in experimental plants. The time impulse from reaching the pressure to the end 
of the first strain increase was calculated. The average strain rise time is used for calculating impulse 
in each experimental condition. In the close end condition, two pressure waves are mainly involved 
in deformation, so as shown in the graph shown in Fig. 7, the impulse of the pressure wave in the part 
that is effective for deformation is more than double near the end. For simplicity, this time I calculated 
the impulse at the closed end 𝐼%& in the same way as the impulse at the open end 𝐼'( based on the 
graph and multiplied it by 2.5 in shown Eq. (4),(5) where 𝑡) is the time when strain starts to increase, 
𝑡* is the time when maximum strain is achieved in the first wave. 

𝐼'( = < 𝑃𝑑𝑡
#!

#"
(4) 

𝐼%& = 2.5< 𝑃𝑑𝑡
#!

#"
(5) 

Fig. 7. Example of impulse calculation at sensor 2 of close end condition: The gray part is 
integrated (Expanded time range for easier viewing) 
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The impulse and maximum strain are compared, and the results are shown in Fig. 8. Points of the 
same material with open end and closed end conditions approximately line up in a straight line. 
However, even though the thicknesses of VP40mm and VU40mm are different, the strain is almost 
the same for the same impulse. This is thought to be because the time range that determines the 
integration range is defined by the strain rise time measured for each experiment, but this time the 
average strain rise time of multiple experiments was used. In order to predict strain using impulses, 
the strain rise time for each experiment must be considered. The strain rise time vary widely from 
experiment to experiment, so impulse can lack precision as indicator. 
From the above, it can be seen that the relationship between maximum strain and detonation pressure 
is more relevant when considering maximum pressure than impulse. The reason why there is a strong 
correlation between maximum pressure and strain is thought to be that an instantaneous pressure 
increases results in a fast expansion rate, and there are times when the expansion occurs due to inertia 
without being related to pressure. 
Finally, the previously presented physical properties are compared with the observations. Impact 
strength is used as the durability value of a material against phenomena that have an impact aspect, 
such as detonation pressure. The impact strength of hard vinyl chloride is said to be around 22 to 
1117 J/m (Osaka municipal Industrial Research Institute., & Plastics Technology Association. 2009). 
When converting units, J/m is same as 𝑃𝑎 ∙ 𝑚". Therefore, the range of piping that maintains around 
the maximum pressure is determined from the pressure waveform, and the impact strength is 
calculated by multiplying pressure and lateral area. As shown in Fig. 4(b), if the time range where the 
detonation pressure maintains its maximum is 0.1ms, the range where high pressure is maintained is 
281mm, assuming the detonation speed is the theoretical value of 2814m/s. If the maximum pressure 
of 1.7MPa in Fig. 4(b) is applied to that range, impact strength becomes 6.01× 10+	𝑃𝑎 ∙ 𝑚"or J/m. 
Therefore, despite being subjected to an impact that greatly exceeded the physical property values, 
no damage was caused to the hard PVC 40/48 mm pipes. Therefore, when considering the durability 
of a material against detonation of a hydrogen-oxygen mixture with an equivalence ratio of 1, it is 
necessary to verify it experimentally, rather than using conventional physical property values, and to 
create further indicators. 

Fig. 8. Relationship between impulse and maximum strain in Hard vinyl chloride 

3.4. Mechanism of destruction 

During long-term plant operation, in order to prevent damage accidents that may result in human 
accidents, it is necessary to consider standards and destruction mechanisms for plastic materials that 
are at risk of destruction. In the experiments of this study, failure occurred under several conditions, 
and the conditions are shown in Table 3 by failure method. There were three types of failure: damage 
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and falling off near the joint, damage to the joint and piping, and damage due to expansion of the 
piping. All of these fractures occur at the ends or at connections with different parts. 

Table 3. Conditions under which destruction occurred and destruction form 

Destruction form Material and ID/OD [mm] 

Damage and falling off the joint VP 40/48(close), Braided hose 38/48(close) 
Damage to the joint and piping VU 44/48 (close by thick cap) 

Corruption due to expansion of the piping Soft vinyl chloride 38/44 (open) 

 
First, the material of all the joints used this time is hard vinyl chloride. Apply enough vinyl adhesive 
to connect the pipes and fittings. Breakage and falling off of the joints were observed under two 
conditions. Repeated detonations cause strain in the joints, and the hardened adhesive peels off, 
creating small gaps between the piping and the joints, through which detonation pressure leaks, 
causing cracks and causing the joints to rupture. Therefore, it is necessary to use a connection method 
that takes into account the repeated loading of strain at the connection portion between the resin pipe 
and the joint. 
Furthermore, even if the experiment was conducted with open end, extreme deformation and piping 
destruction may occur when using soft resin. There is a risk of destruction at the joint between resin 
materials of different hardness. As shown in Fig. 9, the softer material at the joint expanded and broke 
because the strains generated in the two materials were different. Materials that expand greatly are 
not suitable for use in areas where detonation occurs, and care must be taken when joining different 
materials. 
 

Fig. 9. Destruction part near sensor 1 at soft vinyl chloride 38/44mm (open) 

It was under the experimental conditions of hard vinyl chloride 44/48 mm that the destruction of the 
terminal led to damage to the piping. The end was wrapped with 4 mm PVC cap that was thicker than 
the pipe, but the cap broke from the closed end and the damage progressed to the pipe. As shown in 
Fig. 10, the crack that was created when the surface of the cap was blown away grew due to the 
detonation wave, where the pressure was approximately doubled due to the reflected wave, and the 
crack propagated to the piping on the ignition side. Therefore, hard vinyl chloride 44/48mm has a 
high possibility of rupturing due to cracks from other parts, making it unsuitable for transporting 
mixtures. 
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Fig. 10. Photos showing destruction every 0.25ms of hard vinyl chloride 44/48 mm. 
(a)0ms, (b)0.25ms, (c)0.5ms, (d)0.75ms, (e)1ms 

From the above, it is expected that the safe transportation of a hydrogen-oxygen mixture at 
atmospheric pressure with an equivalence ratio of 1 using a straight pipe is limited to 40/48 mm hard 
vinyl chloride piping with reinforced connections. 

4. Conclusions 
Experimental research has shown that the detonation characteristics of a hydrogen-oxygen mixture 
with an equivalence ratio of 1 under atmospheric pressure are almost unchanged for resin piping with 
an inner diameter of 13 to 40 mm. We also showed the relationship between maximum pressure and 
maximum strain in piping, and between impulse and maximum strain, and showed that maximum 
pressure is a better indicator. Furthermore, the characteristics of strain waveforms for different resin 
materials with different hardness was shown. The durability of low-hardness plastics such as soft 
vinyl chloride changes significantly when detonation is repeated. Through three detonation 
experiments with soft vinyl chloride and braided hose, the variation in strain with respect to pressure 
is smaller than in the case of hard materials, and there is no significant correlation. Based on the 
conditions that led to the breakage and the footage from the high-speed camera, it was found that the 
standard limit for maintaining safe transportation was approximately VU44/48mm. It was shown that 
fractures in plastic materials occur from strain at the ends and joints of different materials. In 
experiments on hard vinyl chloride, the impact strength calculated from the measured values was 
significantly higher than the physical property values, but no breakage occurred under those 
conditions. Therefore, it was suggested that when evaluating the durability of materials against 
detonation of a hydrogen-oxygen mixture with an equivalence ratio of 1 from strain, it is necessary 
to create an additional index related to the maximum pressure. This time, it was found that there is a 
linear relationship between maximum pressure and strain, but further experiments are needed to show 
the pressure value at which rupture occurs from the perspective of strain. 
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Abstract 

The performance of composite hydrogen tanks with TPRD in fire conditions was investigated. The 

largest studied 244 L, 70 MPa tank has a TPRD orifice diameter of 0.75 mm. The lower limit for this 

diameter is determined for each tank and is sufficient to prevent the tank from rupturing in the event 

of a fire, while also reducing the flame length and mitigating the pressure peaking phenomenon in a 

garage-like enclosure, to exclude its destruction. The phenomenon of Type IV tank liner melting for 

reduced diameter TPRD is presented and the authors evaluated its effect on hydrogen blowdown. 

Although it appears that this phenomenon makes the blowdown faster, more thorough experimental 

validation is still needed. The pressures in hydrogen storage tanks at 100% of nominal working 

pressure (NWP) are expected only after refuelling. Operating a vehicle between fuel stops is defined 

by a state of charge of less than 100%. Experimental data indicates that, depending on the fire source, 

Type IV tanks tested in a fire at initial pressures less than one-third of their NWP were leaking without 

rupturing. The polymer liner can be melted by the heat transferred through the composite overwrap, 

as shown in this study. Once the liner is melted, this starts the process of hydrogen microleaks through 

the composite wall before the resin degrades thermally to the point where the tank explodes as it can 

no longer bear any load exerted by compressed hydrogen. The issue of tank wall thickness non-

uniformity, namely the thinner composite at the dome area, was addressed in the study too. 

Keywords: Hydrogen storage system, rupture, prevention, tank, rupture, TPRD, fire. 

Introduction 

The worldwide market for high-pressure hydrogen storage tanks primarily consists of lightweight 

composite Type III (aluminium liner) and Type IV (polymer liner) tanks for use in road, rail, marine, 

aircraft, and stationary household. Hydrogen tanks come in a range of capacities. For example, a 

passenger car might have two tanks that hold a total of around 5 kg of hydrogen [1], buses could carry 

50 kg, and trains could carry 100–200 kg. At now, the pressure for storing hydrogen on buses, trains, 

and other vehicles is 35 MPa, whereas for automobiles and trucks, it is 70 MPa. Up to 95 MPa could 

be the storage pressure [2]. The tank capacity is 7.5 L to 360 L. For instance, a ship's hydrogen storage 

system [3] is made up of nine cylinders, each weighing 8.5 kg at 35 MPa. 

Aside from their many benefits, such strength and light weight, composite tanks' primary flaw is how 

they respond to fire. The UN GTR#13 [4] and the EU Regulations No.134 [5] assume that a thermally 

activated pressure relief device (TPRD) is installed on hydrogen onboard storage tanks to release 

hydrogen and exclude rupture in a fire. This prevents tank rupture in a fire and its catastrophic 

consequences, such as blast wave, fireball, and projectiles. Nevertheless, the requirements for a tank-

TPRD system's comprehensive safety design are now unavailable since the effectiveness of the 

system in a fire is still not fully understood. This study fills in that information.  
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Dependence of hydrogen hazards on TPRD release diameter 

The previous "intuitive" method, which involved fast release of hydrogen from a fire-damaged tank 

by utilising a relatively large TPRD diameter of 5–6 mm to stop it from rupturing, lacked scientific 

support and had a number of significant safety flaws. One of these is a long flame length that has a 

known direct relationship to the diameter of the TPRD (Molkov, 2012). For instance, the flame length 

from the 87.5 MPa storage tank's 6 mm diameter TPRD (which is regarded as the minimum diameter 

in the release path in this and other places in the study) is greater than 21 metres. It is important to 

note that for momentum-dominated jets, the "no-harm" danger distance is 3.5 times larger than the 

free flame length (Molkov, 2012). The delayed ignition of a highly turbulent hydrogen jet, which 

might produce pressure loads capable of gravely injuring humans, is the second disadvantage of a 

bigger diameter TPRD (Molkov, 2012). The third disadvantage has to do with cramped areas like 

tunnels, parking garages below ground, warehouses, etc. If a unignited discharge from a large 

diameter TPRD occurs in confined space, it may form a flammable cloud or layer beneath a ceiling 

that could undergo deflagration or even transit to explosion. This is the worst-case situation that needs 

to be avoided in order to prevent a hydrogen crisis. The pressure peaking phenomena (PPP), which 

is unique to hydrogen in comparison to other fuels, is an even more significant drawback of bigger 

diameter TPRDs (Brennan and Molkov, 2013; Hussein et al., 2018; Johnston, 2005; Makarov et al., 

2018). It is well known that overpressures up to around 10 kPa can be applied to civil constructions 

without causing harm. If the TPRD diameter is fractions of a millimetre, the overpressure threshold 

of 10 kPa would not be surpassed in garages with vent areas of the order of brick size. 

All four of the safety problems listed above could be resolved with TPRDs of a smaller diameter. The 

goal of this paper is to determine the lower limit of the TPRD diameter that is both sufficiently "large" 

to prevent a tank rupture in the event of a fire and sufficiently "small" to prevent large flames, 

hazardous pressure loads from the under-expanded jet's delayed ignition, the formation, deflagration, 

and eventual detonation of the flammable hydrogen-air layer in confined spaces, and the destructive 

PPP in enclosures similar to garages. The use of novel explosion-free in-fire TPRD-less tanks 

(Molkov et al., 2018) can also accomplish this goal; however, this ground-breaking safety innovation 

is the topic of a different paper. 

Failure mechanism of a composite tank subject to fire 

Understanding the fundamental physical processes involved in an engulfing fire is necessary to 

comprehend the thermal behaviour of a tank-TPRD system. Two events working in opposite 

directions affect the temperature and pressure of hydrogen within the tank. The temperature and 

pressure of hydrogen within the tank are lowered by the blowdown. The temperature and pressure of 

hydrogen are raised by the heat transfer from the fire through the tank wall. The fire's heat flux raises 

the temperature of the composite, and some of that heat flux is utilised to break down the wall 

composite's resin beginning at the exterior tank surface.  

The following is the composite tank failure mechanism that our research has validated. A considerable 

resin mass loss because of fire energy being transmitted and partially used for decomposition 

establishes the resin decomposition front. Under heat flux, the composite material undergoes a variety 

of physical and chemical reactions, such as gasification, ignition, and glass transition. As an 

illustration, research (Quang Dao et al., 2013) looks at the intricate breakdown of a composite with 

varying fibre contents. The primary characteristic of a fire-related tank rupture is the loss of resin 

mass, which results in an inability to fuse fibre plies together and preserve the strength of the 

composite material.  

The carbon fibre plies in these places become "unbound" or "loose" when the resin breaks down, 

making the composite non-load bearing. The standards stipulate that the minimum burst pressure of 

an overwrapped tank made of carbon fibre reinforced polymer (CFRP) must be 2.25 times the normal 

working pressure. This indicates that just 1/2.25, or 0.44 of the wall thickness, is required as the load-

bearing wall thickness fraction to endure pressure equivalent to NWP. This proportion rises when the 
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tank's internal pressure rises, for example when the temperature of hydrogen rises. When the load-

bearing wall thickness fraction moves outward and the resin decomposition front moves inward, the 

tank without TPRD bursts. This is an illustration of the tank failure mechanism we used in our 

research. The authors (Dadashzadeh et al., 2019; Molkov et al., 2021) carried out the modelling which 

included separate FRR evaluations for a tank without TPRD and non-adiabatic tank blowdown 

scenarios. Here, we examine the performance of a tank-TPRD system under circumstances when the 

fire and blowdown have a simultaneous impact on the system's functionality.  

Previous research has shown that using hydrogen-powered cars on London roads carries an acceptable 

risk if the tank has a fire-resistance rating (FRR), or a time interval more than 50 minutes from the 

start of the fire to tank rupture (Dadashzadeh et al., 2018). This was determined in light of the fact 

that the TPRD is neither blocked from the fire in the accident nor activated in a localised fire. The 

evaluation was carried out for situations in which an onboard hydrogen storage tank was filled to its 

nominal working pressure (NWP) in full. When the state of charge (SoC) of the compressed hydrogen 

storage system (CHSS) is less than 100%, the pressure is not always at NWP. The "ratio of CHSS 

hydrogen density to the density at NWP rated at the standard temperature 15ºC" (SAE, n.d.; SAE 

J2601, 2016) is how SAE J2601 defines the SoC.  Hydrogen tank is filled at NWP (SoC=100%) 

typically only during the initial moments following tank refuelling (Kashkarov et al., 2021). 

To establish the  FRR, 36 L NWP=70 MPa Type IV tanks were tested in localised and enveloping 

fires without TRPD at various SoC (starting pressures were 70.3, 70.6, 35.6, and 17.8 MPa) in the 

experimental work (Ruban et al., 2012). A 0.96 m2 heptane pan served as the fire's source. After 6 

minutes 32 seconds and 5 minutes 20 seconds, respectively, tanks filled at 70.3 MPa and 70.6 

MPa, ruptured. The second tank was tested in a localised fire, while the first tank was tested in an 

engulfing fire (Kashkarov et al., 2021).  

These tests also showed that one of the NWP=70 MPa tanks burst after 9 min 49 s, or about 1.5 times 

longer FRR than the first tank filled at virtually NWP, or 70.3 MPa, when it was filled at 35.6 MPa 

(51% NWP) and experienced the same enveloping fire. If the original composite tank failure in a fire 

mechanism (Kashkarov et al., 2018; Molkov et al., 2021) is used, then this can be justified. According 

to the mechanism, a tank ruptures when the outward "propagating" load-bearing percentage of the 

composite wall thickness reaches the inwardly propagating resin decomposition front. Since there is 

less load-bearing thickness in this test with a lower beginning pressure to endure the internal pressure 

without rupturing, it will take longer for the resin decomposition front to reach it. In conclusion, 

during the studies involving a tank filled at a lower pressure of 17.8 MPa (25% NWP), hydrogen 

leaking without tank rupture was detected at 11 minutes. In this instance, the non-load-bearing wall 

thickness fraction was sufficiently large to permit heat transfer to melt the liner, while the remaining 

unaltered composite wall continued to support the lower internal pressure load (Ruban et al., 2012), 

(Kashkarov et al., 2021). 

Another experimental investigation (Blanc-Vannet et al., 2019) examines the fire testing of 36 L Type 

IV tanks with a NWP of 70 MPa at various beginning pressures. The initial temperatures of roughly 

42ºC (315 K) were indicated by the composite in-thickness integrated thermocouples, but there were 

no measurements of the temperature of hydrogen gas. In this study, the fire source was simulated by 

a hydrogen diffusion burner with four pipes pointing in opposing directions towards tanks. The tanks 

were filled to 70 MPa, 52.5 MPa, 25 MPa, and 10 MPa. The first two tanks burst at 3 minutes, 58 

seconds, and 5 minutes, 11 seconds, respectively, at pressures of 70 MPa and 52.5 MPa. The other 

two tanks, which had been filled at lower pressures – 25 MPa and 10 MPa, respectively – leaked after 

6 minutes, 40 seconds and 8 minutes, 10 seconds, respectively, but did not burst. Even though the 

experiments used a different fire source, they still supported the findings of the earlier study (Ruban 

et al., 2012), which stated that lower initial pressures in the tank allowed for a larger portion of the 

composite wall thickness to be non-load-bearing. This allowed the fire's heat flux to thermally 

decompose the wall without endangering the tank's ability to support weight and allowed for a longer 
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period of time for heat transfer to the liner to reach a temperature high enough to melt it and cause 

release. 

The investigation of the tank-TPRD system's performance in the engulfing fire is one of the aims 

of this paper. The continuous localised fire that is unaffected by TPRD will eventually cause a tank 

to rupture. If a fire is localised, a TPRD that is far from a fire source could fail to release gas. This 

study shall also look at how tank FRR is impacted by the state of charge (SoC). Additionally, the non-

uniformity of tank wall thickness on FRR is addressed. The validated non-adiabatic blowdown in a 

fire model will be used for the investigation (Molkov et al., 2021). 

To permit the parking of HPVs in restricted areas such as garages and maintenance shops without the 

risk of PPP destroying civil structures, this study attempts to investigate the thermal behaviour of a 

tank-TPRD system in a fire. The under-expanded jet theory serves as the foundation for the study 

model, which takes into consideration a number of variables and events that are known to have an 

impact on a tank-TPRD system's performance: heat transfer from the fire to the tank, convective heat 

transfer from the fire to the external wall surface and from the liner to hydrogen, conductive heat 

transfer through the load-bearing wall and the liner, thermal degradation of the composite resin, liner 

melting, and other factors are all included in the hydrogen tank parameters. 

1. Methodology to assess fire performance of tank-TPRD system 

In this study, HRR/A=1 MW/m2 is used to be on the conservative side and account for gasoline/diesel 

fires. Since Type IV tanks with a NWP of 70 MPa and HDPE liners are the focus of this study, the 

conclusions drawn from the calculations cannot be directly extended to other types of liners or 

composite wall materials. The approach used here for the two 244 L and 62.4 L tanks can be used to 

any tank-TPRD system. For consistency, the authors assume in this study that all tanks have HDPE 

liners, all composite overwraps are made of the same CFRP, and all tank materials have the same 

thermal properties (Kashkarov et al., 2021; Molkov et al., 2021). In the numerical investigation, it is 

assumed that the initial tanks have a temperature of 293 K and a nominal working pressure (NWP) 

of 70 MPa. 

1.1. Tank-TPRD system (V=244 L) 

Figure 1 shows the propagation of the resin decomposition front, load-bearing wall thickness fraction 

(left y-axis) related to hydrogen pressure (right y-axis) and the liner melting front (blue colour steps) 

in the three numerical fire tests with HRR/A=1 MW/m2 for 244 L, 70 MPa tank-TPRD system for 

three different TPRD diameters: 0.5 mm, 0.75 mm, 1 mm. The system with the smallest TPRD 

diameter of 0.5 mm ruptures at 1457 s (24 min 17 s) when the resin decomposition front meets the 

load-bearing wall thickness fraction “front” (just before the liner melting through the entire depth). 

The system does not rupture if the TPRD diameter is equal to or larger than 0.75 mm until the full 

liner melting, which can be considered as an “additional” channel of hydrogen release. See section 

7.4 on the effect of liner melting on the blowdown dynamics. 
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Figure 2. Performance of 244 L, 70 MPa tank-TPRD system in a fire with HRR/A=1 MW/m2 for three 

different TPRD diameters: 0.5 mm, 0.75 mm, 1 mm (Molkov et al., 2021).   

The study allows insights into the thermal behaviour of the tank equipped by TPRD of comparatively 

small diameter. The performance of the tank-TPRD system is not trivial. For 0.75 mm TPRD when 

the pressure (right y-axis) drops to about 14 MPa at 1349 s, the liner melts through its depth. For 

TPRD of 1 mm, the liner fully melts at 1214 s when the pressure drops to about 6 MPa. The melting 

of the liner allows hydrogen to leak through the wall in addition to the release through TPRD. 

It is worth mentioning the following published experimental observations. When the initial pressure 

inside a Type IV tank is substantially less than NWP the tank will leak and not burst in the fire. For 

example, a series of fire tests were performed with 36 L tanks of NWP=70 MPa but with different 

initial pressure in the range of 10-70 MPa. Two tanks with initial pressure 70 MPa (100% NWP) and 

52.5 MPa (75% NWP) ruptured in a fire but two other tanks with initial pressure 25 MPa (36% NWP) 

and 10 MPa (14% NWP) leaked in the fire tests without rupture. Indeed, when initial pressure is 

substantially below NWP there is substantial “load+” wall thickness to be passed through by the resin 

decomposition front before it reaches the “reduced” load-bearing wall thickness fraction, and thus 

more time is available to melt the liner before the tank burst and thus initiate hydrogen release through 

the wall. These experimental observations are in line with the presented simulations of the tank-TPRD 

system performance in the fire demonstrating melting of the liner and thus leakage through the wall 

before tank rupture. Results of a study of the effect of the state of charge (SoC) of a tank, i.e. reduced 

compared to NWP initial pressure, on the possibility of tank rupture in a fire will be described in a 

separate paper. 

The experiments with several series of explosion free in a fire TPRD-less tank prototypes (Molkov 

et al., 2023a, 2023b; Monde et al., 2012) demonstrated that if hydrogen leak through the wall starts 

after the liner melts then no tank rupture is observed. This could be explained by the expected increase 

of the leaking area of the wall as the wall thickness decreases significantly while the resin 

decomposition front propagates inwards. This innovative TPRD-less safety technology is out of the 

scope of this paper. Thus, we assume further in this study that after the liner melting the tank loses its 

tightness to hydrogen and no rupture of a tank will happen. This statement requires more experimental 

validation. 

Figure 3a shows the hydrogen temperature in the tank that obeys the behaviour explained in the 

publication (Molkov et al., 2021), i.e. temperature decreases after TPRD release start due to hydrogen 

expansion and then increases when the heat transfer through the tank wall takes over with some delay 

(about 5 min for this large volume tank).  
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                                        (a)                                                                     (b) 

Figure 3. (a) - temperature profiles in the tank wall, including the liner; (b) - hydrogen temperature 

dynamics in a 244 L, 70 MPa tank during blowdown through TPRD=0.5 mm and TPRD activation delay of 

180 s in HRR/A=1 MW/m2 fire (Molkov et al., 2021). 

For the scenario of TPRD=0.5 mm, Figure 3b shows temperature trends through the tank wall, 

including the liner, for 10 instances between the fire's start and 1457 s (the tank rupture time). Because 

of the fire, the temperature of the tank's surface (control volume 55) rises over time. The cooling of 

hydrogen during expansion causes the liner's temperature to drop at the start of the operation. Within 

300 seconds of the release (or 480 seconds of the fire duration), the heat flux from the fire travels 

through CFRP, raising its temperature and subsequently the liner temperature and beginning to heat 

hydrogen. 

1.2. Tank-TPRD system (V=62.4 L) 

Let's examine the operation of a typical onboard hydrogen storage tank-TPRD system, which consists 

of a 62.4 L tank with two distinct TPRD diameters (0.5 mm and 0.75 mm). In this example, there is 

a 3 min delay in the event of a fire with an HRR/A=1 MW/m2, and there is no TRPD activation delay. 

The progression of the liner melting front, pressure, load-bearing wall thickness fraction, and resin 

decomposition front over time are depicted in Figure 4. 

 

Figure 4. Performance of 62.4 L, 70 MPa tank-TPRD system in a fire with HRR/A=1 MW/m2 for two 

different TPRD diameters (0.5 mm and 0.75 mm), and TPRD activation delay 0 s and 180 s (Molkov et al., 

2021). 
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The liner melts in all scenarios modelled well before the resin decomposition front would eventually 

reach the decreasing load-bearing wall thickness portion. Therefore, if TPRD is started within three 

minutes of the fire, a 0.5 mm TPRD diameter is sufficient to exclude a 62.4 L, 70 MPa Type IV tank 

with an HDPE liner rupture. As far as preventing tank rupture is concerned, the scenario with 

TPRD=0.75 mm is safer by definition. To stop PPP from demolishing the garage, an increase in the 

TPRD diameter would necessitate a larger minimum vent space. 

1.3. TPRD orifice diameter and the pressure peaking phenomenon 

It is quite improbable that passenger automobiles will make use of 244 L onboard storage tanks. This 

means that for high volume tanks, like 244 L, it is not required to take the PPP into account in an 

enclosure (Brennan and Molkov, 2013; Hussein et al., 2018; Makarov et al., 2018). Thus, in this PPP 

overpressure calculations, only the tank-TPRD system is taken into consideration. Let us assume a 30 

m3 residential garage. By using the ignited release model (Makarov et al., 2018) the pressure 

dynamics in the enclosure can be calculated. Enclosure vents range in size from one brick (50×250 

mm) to four bricks (200×250 mm). The overpressure dynamics in the garage for discharges from a 

62.4 L tank for varying TPRD diameters and garage vent sizes are depicted in Figure 5. 

 

Figure 5. The PPP in 30 m3 enclosure and structural damage thresholds A (10 kPa (Molkov, 2012; Shentsov 

et al., 2019)) and B (17.3 kPa (Baker et al., 1983)): 62.4 L, 70 MPa tank-TPRD system (Molkov et al., 2021). 

Releases from the 62.4 L tank through the 0.5 mm and 0.75 mm TPRD diameters in the garage with 

a single brick size (50×250 mm) (threshold A) result in overpressures greater than 10 kPa. The 

overpressure can be reduced to 6 kPa by increasing the vent size to two bricks (100x250 mm) with a 

TPRD of 0.5 mm. Only four brick vents (200x250 mm) are required with TPRD=0.75 mm in order 

to reduce the PPP overpressure to an acceptable 7 kPa. As expected, in poor ventilation garages, 

which are common in cold climates, TPRD=0.5 mm is preferable to TPRD=0.75 mm from a PPP 

standpoint. It is inherently safer to use TPRD diameters of 0.45–0.5 mm for blowdown in a fire to 

meet standards for the prevention of the PPP repercussions in a garage for hydrogen applications with 

onboard tanks of 70 MPa and V=62.4 L with HDPE liner. It is important to note, nevertheless, that 

garages with vent sizes of 50×250 mm or less, or one brick vent area, may experience unfavourable 

PPP effects. As such, it is advisable to have a vent area of at least two brick vent sizes, or 100×250 

mm. 

2. State of charge and its effect on the tank’s FRR 

The accurate reproduction of the result observed in fire tests using the same tanks at an initial pressure 

of 17.8 MPa is demonstrated by the simulated performance in the fire of the NWP=70 MPa tank, 

which resulted in leaking rather than rupture at 17.8 MPa (Ruban et al., 2012). The pressure is then 

increased in the simulation to the uppermost value that can occur before a tank bursts. It was 
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determined that the initial pressure of 24 MPa (SoC=42.5%) was "on the border" between rupture 

and leak. This value is just 4% different from the experimental value of 25 MPa (Blanc-Vannet et al., 

2019), when the leak without burst was documented. The physical phenomena undergoing in the 62.4 

L tank at 70 MPa (till its rupture) and 30 MPa (with rupture happening) is shown in Figure below. 

 

Figure 6. In a fire with HRR/A = 1 MW/m2, the performance of tank V = 62.4 L, NWP = 70 MPa is as 

follows: rupture at initial pressure NWP = 70 MPa and no rupture at starting pressure 30 MPa (Kashkarov 

et al., 2021). 

Figure 6 shows that if the hydrogen pressure inside the 62.4 L, NWP=70 MPa tank is 30 MPa 

(SoC=51%), the tank will not burst during the fire. This is believed to be caused by the thinner liner 

and thicker walls of the larger volume tank, which cause the liner to melt sooner. 

3. Effect of tank wall thickness non-uniformity on the FRR 

Assuming both the dome and the sidewall of the tank are subject to a fire, Figure 7 shows the 

performance of both these parts in a fire for 36 L, NWP=70 MPa tank causing a rupture and lowered 

pressure preventing rupture by causing hydrogen leak.  

 

 

Figure 7. Performance of a Type IV tank of 36 L volume and 70 MPa nominal working pressure in a fire 

(HRR/A=1 MW/m2): thinner wall thickness in the dome (top) and thicker cylindrical part (bottom) for 70 

MPa and the pressure at which the liner melts and the tank does not rupture (Kashkarov et al., 2021). 
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In the considered example of 36 L, NWP=70 MPa tank the dome part has liner thickness 5.27 mm 

and CFRP thickness 22.26 mm while the sidewall has 3.81 mm and 27.75 mm for liner and CFRP 

respectively. The thickened liner in the dome region is probably the manufacturer’s technical 

necessity due to the liner and boss connection. 

Figure 7 demonstrates that, as expected, at NWP=70 MPa the increase of composite wall thickness 

by 20% from 22.26 mm (dome) to 27.75 mm (sidewall) results in an increase of FRR by 34%, i.e. 

from 402 s (6 min 42 s) to 540 s (9 min). The initial pressure that prevents rupture is higher for the 

thicker sidewall. The liner melts in the sidewall at an initial pressure of 29 MPa (SoC=50%) (Figure 

7, bottom), while for the dome region it is only 17.8 MPa (SoC=32.6%) (Figure 7, top). In the 

engulfing fire, the tank would rupture at the dome area after 402 s while the sidewall still can bear 

the load. This is an apparent disadvantage in the current design of composite storage tanks that must 

be addressed by tank manufacturers and OEMs. 

4. Conclusions 

Numerical investigations indicate a possibility of liner melting during non-adiabatic blowdown of a 

tank through a reduced diameter of a TPRD orifice. When in a fire, the inherently safer hydrogen 

blowdown from the tank is facilitated by the "additional" hydrogen leakage through the composite 

wall following the liner melting. The previously validated model of non-adiabatic tank blowdown in 

fire, which includes the original composite tank failure in a fire mechanism, was utilised for this 

numerical analysis.  

The inclusion of all significant physical phenomena affecting the complex process of heat and mass 

transfer during high-pressure hydrogen tank blowdown in a fire provides the foundation for the 

model's strength. For the examined Type IV tanks with NWP=70 MPa, a TPRD diameter of 0.75 mm 

for 244 L tanks and 0.5 mm for 62.4 L tanks can be used to exclude rupture. At least two bricks 

totalling 100×250 mm in vent area are required for releases in a garage from a passenger car (from 

an onboard storage tank of V=62.4 L) in order to avoid the PPP from having a destructive effect on a 

structure.  

Using the validated model, the effect of SoC of the selected 70 MPa Type IV tanks on their FRR was 

investigated. The simulations accurately reproduce the experimentally observed phenomena of tanks 

leaking instead of rupturing in a fire at initial pressures below approximately NWP/3. The underlying 

physics is also examined. After investigating how tank wall non-uniformity affects the decrease of 

the tank FRR, it is determined that tank manufacturers need to take measures to address this problem 

in order to enhance the FRR and provide a greater level of life safety and property protection.  

When exposed to a fire, the tanks with volumetric capacities of 62.4 L and 244 L, NWP=70 MPa and 

SoC=51% (30 MPa) and 54% (32 MPa), respectively, do not rupture. The chosen industrial 36-liter 

tank's non-uniform wall thicknesses revealed a 34% variation in FRR. Only Type IV tanks – where 

the liner is metallic – can be protected from a catastrophic tank rupture in a fire at a lower SoC from 

melted liner and hydrogen leakage. Type III tanks cannot be protected from this risk. This is the safety 

benefit of Type IV tanks. 

Firefighters and first responders should be informed on the FRR of hydrogen storage tanks while 

developing their intervention tactics. To meet the demands of first responders, the appropriate 

regulations need to require FRR experimental measurements, i.e., carrying out fire tests without 

TPRD.  
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Abstract 

Concentration limits of the different hydrogen-air combustion modes are of vital importance for the multiple 

technological and safety applications. This paper restricted to assess the rich flammability limits and both lean 

and rich flame acceleration limits in hydrogen-air mixtures over a wide temperature range (90 K to 858 K) at 

normal initial pressure. A non-empirical model is utilized to determine the fundamental concentration limits 

of plane deflagration flames based on two inherent characteristics of hydrogen-air mixtures: crossover 

temperature and adiabatic isobaric complete combustion temperature. These characteristic temperatures are 

considered fundamental as they are not influenced by experimental combustion characteristics, measurable in 

the specific test apparatuses. The proposed model provides estimates for plane deflagration concentration 

limits, which serve as absolute envelopes compared to earlier empirical limits of the slow flames that can lead 

to explosions when accelerated. The proposed “from-the-first-principles” model offers quantitative predictions 

that can elucidate previous experimental findings and suggest further experiments to improve our 

understanding and accurate quantification of the hydrogen-air concentration limits for the different combustion 

modes. 

Keywords: hydrogen-air, flammability, ascending and descending flames, flame acceleration, detonation, 

concentration limits, empirical, fundamental, “from-the-first-principles” model   

Introduction 

For practical implementation of the hydrogen transport and energy infrastructures, for design, safety 

assessment and engineering development of the apparatuses and technical systems, consuming hydrogen, it is 

necessary to extend and refine the available databases on safety characteristics of the different modes of 

hydrogen-air combustion (drifting flame balls, slow (laminar) and fast (turbulent) deflagrations, 

spinning/cellular/pulsating/galloping detonative waves, ets.) under ever possible ambient conditions. In 

particular, the temperature dependencies of the hydrogen-air flammability and explosion concentration limits 

within a wide range – from cryogenic (around 90K) to the high temperatures (around 850K) – are of vital 

importance. Despite the multiple empirical-based studies – experimental and computational - understanding 

of the nature, criteria and quantitative characterization of the hydrogen combustion concentration limits are 

still incomplete and require further development. 

The paper aims to describe a non-empirical approach to a quantitative estimation of the temperature 

dependencies of the concentration limits for the rich hydrogen-air flammability concentration limits and for 

the lean and rich flame acceleration concentration limits, applicable to a wide temperature range - from 91 K 

to 858 K - under normal pressure conditions. 

1. Empirical-based estimates 

1.1.  Primary experimental data 

After seminal work of Coward (1914) the flammability limits (FL) of the single fuel-air premixed gas mixtures 

have been measured using two empirical criteria (see details in Molnarne (2017).) – 1) pressure rise in the 

closed chambers (for example, in the technical standards ASTM E 918, ASTM E 2079 and EN 1839(B), and 
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2) visual flame spread length in the vertical or horizontal open tubes with predefined diameter and length (in 

the ASTM E-681, DIN 51649-1 and EN 1839 (T) standards). Both criteria have been the subject of discussion 

and, ultimately, an agreement within the committed research, engineering, and technical standardization 

communities (at the national, regional, or international level). It should be noted that the concentration limits, 

determined using the above-mentioned empirically based criteria, have appropriate quantitative differences 

and can be referred to as nominal concentration limits.  

Besides the mentioned observation criteria, the numerical values of the empirical-based flammability limits 

substantially depend upon test apparatus design, size, material, and measurement procedure (see details in 

SAFEKINEX, 2003). All these factors result in a variation of the empirical-based concentration limits for 

flammability and explosion (see Fig. 1) in the different temperature ranges. At Fig.1 the following 

abbreviations for the experimental and theoretical data are used: CL – Choked Limits, FAL – Flame 

Acceleration Limits, FDL – Fundamental Detonation Limits, FFL – Fast Flame Limits, LFL – Lower 

Flammability Limits, LFDL – Lower Fundamental Deflagration flame propagation Limits, UFL – Upper 

Flammability Limits, UFDL – Upper Fundamental Deflagration flame propagation Limits.  

 

Fig. 1. Comparison of the temperature dependence of the empirical and fundamental concentration limits for 

flammability and explosive combustion phenomena in hydrogen-air-steam mixtures under normal initial 

pressure over a wide initial temperature range (90K – 858K). Symbols - primary experimental data; 

lines/curves: brown curve – fundamental detonation limits (Belles 1958), black solid curve – UFL and LFL, 

estimated numerically on empirical-based assumption (limiting burning velocity – Pio&Salzano 2019); black 

dotted curve – empirical correlation, based on critical expansion ratio assumption (Kuznetsov 2022); red 

solid line and red dotted line – lower and upper fundamental deflagration flame propagation limits (this 

work). 

To minimize the uncertainties and to reconcile the quantitative variations, associated with the differences in 

the empirical-based criteria, apparatuses and test procedures for the flammability limits, the systematic efforts 

are still ongoing in developing (Molnarne and Schroeder (2017)) the Standard Operating Procedures (SOP) or 

the ““standard” gas flammability vessels” (Britton (2020)) for flammability characterization under normal 

initial conditions (temperature and pressure).  

1.2. Empirical-based correlations  
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1.2.1. Fitting lines 

Practical needs in quantitative estimations of the flammability limits within a wide temperature range (from 

one side - for the elevated and high temperatures, on the other side – for the low and cryogenic temperatures) 

resulted in appearance of the different fitting curves, which were used to extrapolate the available primary 

experimental data, measured, mainly, under the normal initial conditions, into the requested temperatures 

range.  

Coward and Jones (1952) recommended the correlation, which fitted the primary data, measured by White 

(1925), as most reliable (in 1952 year) for the temperature range between 300 K and 673 K. For the same 

temperature range, Schoreder (2005) proposed the analytical fitting lines for the primary data on UFLU and 

LFLU (for the upward propagating flames),  obtained according to DIN 51649 by Gasse (1992), for temperature 

range between 293 K and 673 K. Kuznetsov (2013) proposed two linear approximations: for the LFL in the 

temperature range 130 K < T < 300 K and for the UFL in the temperature range 213 K < T < 673 K, using 

primary data of Karim et al. (1984) and Zabetakis (1965).  

1.2.2. Rule-of-thumb and phenomenological models 

For the slow flames, which have a velocity much less than the speed of sound in the unburned mixture, 

Zabetakis (1967) proposed a correlation for temperatures below 300 K. He used modified Burgess-Wheeler's 

(1911) empirical observations for the LFL (lower flammability limit) and the idea of Egerton (1953), that "the 

heat of combustion per mole of mixture is the most important factor" in determining the concentration limits. 

The Burgess-Wheeler’s “rule of thumb” is aimed to evaluate a LFL for requested temperature, if the respective 

LFL value is known from experiment for the reference temperature. It is based on the two phenomenological 

assumptions: 1) energy conservation and 2) constant values of the adiabatic flame temperatures (AFT) at the 

flammability limits. Correlation for the UFL have been proposed by Eichert (1992) for the temperature range 

150 K < T < 673 K.   

Pio and Salzano (2019) estimated the UFL and LFL of hydrogen-air mixtures in temperature range 120 K < T 

< 300 K by using a notion “limiting value of the laminar burning velocity” and numerical simulations of a 1D 

plane deflagration flame model with detailed kinetic (KIBO) mechanism.  

The concept of "limit burning velocity" was developed by Hertzberg in 1984 by considering the balance 

between the rate of thermal energy generation due to the chemical reaction in an ideal propagating flame and 

the rate of energy loss due to various competing processes. He assumed, that “the limit compositions, whether 

measured in upward, downward, or horizontal propagation, reflect the competition between two forces: the 

combustion force and the buoyancy force” and derived three explicit formulas for the three mentioned flame 

propagation directions.  

Abovementioned phenomenological models are based on two specific features of combustion in the near-limit 

mixtures – 1) flame temperature is nearly constant, 2) ascending flame velocity depends on the Earth gravity 

constant and expansion ratio. These estimates will, probably, be invalid for the zero-gravity conditions, where 

buoyancy effects are absent and, consequently, the associated heat losses will be negligible.  

Phenomenological models of the concentration limits for the slow flames are unable to answer the following 

research and practical questions: 1. What is a physico-chemical reason for the slow flame temperature 

invariance in the near-limit mixtures? 2. What are the ultimate concentration limits to which the various 

experimental values obtained in flammability characterization experiments using different experimental 

setups, testing procedures, and measurement criteria can converge? 3. Is there a fundamental limit that is 

independent of test equipment, procedure, or criteria? 4. What will be the hydrogen-air flammability limit in 

microgravity? 5. Why is there a linear dependence of flammability limits on initial temperature? 

For the fast flames, whose velocity is equal or higher than the sound speed in the unburned mixtures, Dorofeev 

et al. (2001) analyzed the experimental data on hydrogen turbulent flame propagation in horizontal obstructed 

and smooth channels at normal and elevated initial temperatures (from 298 to 650 K). It was assumed “that 

basic flame parameters, such as mixture expansion ratio 𝜎, Zeldovich number 𝛽 and Lewis number Le, can be 

used to estimate a priori a potential for effective flame acceleration for a given mixture. Critical conditions for 

effective flame acceleration are suggested in the form of correlations of critical expansion ratio 𝜎∗  versus 

dimensionless effective activation energy”. Uncertainties in determination of critical 𝜎∗  values have been 

assessed as ±8%. It was proposed, that “…The critical values of 𝜎 can be used in practical applications as the 

necessary criteria for development of fast combustion regimes. One can define on their basis flame acceleration 
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limits (similar to flammability limits) as the critical mixture compositions for effective flame acceleration at 

given initial temperature and pressure”.  

Specific values of the concentration limits for different fast flame combustion regimes have been measured in 

several experimental works: by Ciccarelli et al. (1994) for Detonability Limits (DL) in dry hydrogen-air 

mixtures at initial temperatures 298 K, 500 K, 650 K;  by Ciccarelli et al. (1996) for Choking Limits (CL) and 

DDT Limits (DDTL) in hydrogen-air-steam mixtures at initial temperatures 400 K, 500 K, 650 K; by Ciccarelli 

et al. (2018) for Fast Flame Limits (FFL) at initial temperatures 298 K, 423 K, 573 K. 

Kuznetsov et al. (2022) performed more than 100 experiments with hydrogen-air mixtures at ambient pressure 

and at cryogenic temperatures from 90 to 130K. In this work, it was also suggested to use a fitting curve ("cut-

off line") for the concentration boundary between the slow and fast deflagrations, in terms of the critical 

expansion ratio 𝜎∗ = 2200 ∙ 𝑇−1.12  within a wide temperature range – from cryogenic 90 K to elevated 

temperature 650 K. This relationship was used to derive a correlation of the critical hydrogen concentration 

[𝐻2]𝑐𝑟 in molar percent for fast flame propagation as a function of the initial temperature T[K]: [𝐻2]𝑐𝑟 =

4.817 × 10−5 ∙ 𝑇2 − 0.441 ∙ 𝑇⬚ + 19.96  in the lean hydrogen-air mixtures. An analogous correlation for 

[𝐻2]𝑐𝑟 in the rich mixtures at cryogenic initial temperatures was not explicitly shown. 

Dorofeev et al. (1999) remarked, that “it should be noted, also, that no experimental data are available for rich 

hydrogen-air-steam mixtures at Tu > 383K. Additional experiments are required to evaluate the limit 

(correlation for 𝜎∗) for H2-rich mixtures at Tu> 383K”. This observation is still relevant today. 

2. Non-empirical estimates 

In the first half of the 20th century, the combustion community generally agreed that the concentration limits 

for various combustion modes (known at that time, such as deflagrations and detonations) could only be 

estimated quantitatively through experiments. Numerous empirical observations showed that flammability 

limits were not absolute, but depended on factors such as the type, size, and material of the test apparatus; the 

strength of the ignition source; the test procedure; and the criterion used for observation. Linnett and Simpson 

(1957) claimed, that “…there is no experimental evidence proving that any limits that have been observed in 

gaseous systems are fundamental…”.  

2.1. Belles’ model for fundamental detonation concentration limits  

In contrast to the empirical approach for estimating concentration limits that dominated in the first half of the 

20th century, Belles (1959) proposed a non-empirical approach based on the kinetic balance between chemical 

chain propagation and termination to estimate detonation concentration limits. He suggested that detonation 

limits in hydrogen-air and hydrogen-oxygen systems are compositions for which conditions at the von 

Neumann spike lie outside isothermal branching chain explosion limits. Later, Nolan (1973) used this idea to 

quantitatively estimate the detonation limits of hydrocarbon-oxygen mixtures. 

2.2. Theoretical models for the concentration limits of gaseous combustion  

The idea that the "fundamental concentration limit" is an inherent physical and chemical property of a 

combustible mixture, which depends on its initial chemical composition and thermodynamic state under 

adiabatic conditions, and is unaffected by external influences associated with or defined by a specific 

experimental setup, measurement procedure, or empirical observation criteria for a given combustion mode 

(flame ball, deflagration, detonation, etc.), has been developed in a series of theoretical and computational 

studies on flammability limits for gaseous mixtures. 

Williams (1985) proposed that "flammability limits can be effectively controlled by chemical kinetics if there 

is a specific value (concentration) at which the overall rate of heat release abruptly decreases" and used the 

concept of "crossover temperature" 𝑇𝑐𝑟𝑜𝑠𝑠 as a quantitative indicator for characterizing abrupt changes in the 

kinetic behavior of gaseous mixture combustion. These kinetic changes are characterized by a loss of chemical 

chain reaction continuity, which subsequently results in a lack of chemical heat production. As soon as the 

initial mixture temperature falls below the crossover temperature, the energy balance at the reaction zone shifts 

towards heat loss of all kinds (convective, conductive, radiative, etc.), and flame propagation becomes 

impossible. 

Law and Egolfopoulos (1990) showed, “that  H + O2 = OH + O is the dominant branching reaction for both 

lean and rich mixtures, while H + O2 + M = HO2 + M is the dominant termination reaction for lean mixtures, 
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that the dominant termination reaction for rich limits can be mixture specific, and that as the flammability limit 

is approached the maximum termination rate occurs in the same physical region as that of the maximum 

branching rate. This allow for the most efficient radical scavenging.” They “formulated a first- principle, 

predictive theory for the phenomena of flammability limits based on the concept of the competition between 

chain branching and termination reactions”. Law and Egolfopoulos (1992) calculated adiabatic and non-

adiabatic fundamental limits for the rich H2-air and rich CH4-air mixtures, using proposed kinetic criterion 

(“flammability exponent”).  

He and Clavin (1993) estimated the lean and rich limits for the plane deflagration flames in hydrogen-oxygen 

mixtures, assuming, that at crossover temperature chemical chain propagation rate is equal to chain termination 

rate. 

Ju Y. et al. (2001) differentiated the classical “flammability limits” and “combustion limits” for the specific 

combustion modes – “planar and curved propagating flames”, “flame balls”, “stretched premixed flames”, 

“counterflow diffusion flames”, “droplet flames”, “lifted flames”, “edge flames”. 

Fernandez-Galisteo (2009) computed the lean concentration limit for steady plane flame for the crossing point, 

where crossover temperature 𝑇𝑐𝑟𝑜𝑠𝑠 (∅𝑙𝑖𝑚) and adiabatic flame temperature 𝑇𝑏 (∅𝑙𝑖𝑚) coincide.  

Kirillov (2017) computed both the lean and rich concentration limits for propagation of the plane deflagration 

flames in hydrogen-air mixtures at normal pressure for temperature interval from 293K to 673K. 

2.3. Kinetic-Thermodynamic (KT) Model for the fundamental concentration limits of the plane 

deflagration flames and the adiabatic spherical flame balls 

Following the initial ideas of Belles and the proposals of other authors who have contributed to the concept of 

"fundamental concentration limits" for different modes of combustion and mentioned above, Plaksin and 

Kirillov (2023) have proposed a unified approach to non-empirically estimate concentration limits for two 

specific combustion modes. In particular, they focused on slow (laminar) planar deflagrations and adiabatic 

spherical flame balls: 

Step 1: kinetic index estimation - calculate dependencies of the crossover temperature 𝑇𝑐𝑟𝑜𝑠𝑠(𝜙)  upon 

equivalence ratio 𝜙 (or hydrogen concentration) for the lean and rich mixtures under given initial conditions 

(temperature 𝑇𝑢 and pressure 𝑝𝑢) by equating the rates of the leading elementary reactions for chain branching 

H + O2 = OH + O and for chain termination H + O2 + M = HO2 + M   

         𝑘𝑏(𝑇𝑐𝑟𝑜𝑠𝑠
⬚ ) = 1 ∙ 𝑘𝑡(𝑇𝑐𝑟𝑜𝑠𝑠

⬚ ) ∙ 𝑐𝑀(𝜙,  𝛼, 𝑇𝑢, 𝜀𝐻2𝑂
⬚ )                           (1) 

Kinetic parameters for the elementary reaction rates kb(T) = A ∙ T⬚
n exp(− Ta T⁄ )  and kt(T) = f(k0, k∞, F) 

have been selected as: A = 3.52 ∙ 1016, n= - 0.7, Ta = 8590K; chaperon efficiencies are -  εH2

⬚ =2.5 for H2, 

εH2O
⬚ = 12.7 for H2O , and 1.0 for all other species;  k0 = [5.75 ∙ 1019,  − 1.4 ], k∞ = [4.65 ∙ 1012,  0.44] , 

original Troe’s formula. 

Step 2: thermodynamic index estimation - calculate dependence of adiabatic flame temperature 𝑇𝑏  upon 

equivalence ratio 𝜙 (or hydrogen concentration) for the given initial conditions (temperature 𝑇𝑢 and pressure 

𝑝𝑢); 

Step 3: fundamental concentration limits estimation - define fundamental concentration limits at the 

intersection points, where the following kinetic-thermodynamic criterion is satisfied  

𝑇𝑏 (∅𝑙𝑖𝑚) = 𝑇𝑐𝑟𝑜𝑠𝑠 (∅𝑙𝑖𝑚).                     (2) 

During estimation of the fundamental limits for the plane deflagrations in [14-18] the following assumptions 

was used: 

1) flame temperature 𝑇𝑏(𝜙, 𝑇𝑢 , 𝑝𝑢 )  = 𝑇𝐴𝐼𝐶𝐶(𝜙, 𝑇𝑢, 𝑝𝑢)                     (3) 

where 𝑇𝐴𝐼𝐶𝐶 – adiabatic isobaric complete combustion temperature; 

2) stoichiometric mixture - border between lean and rich gas mixtures – is characterized by value 𝜙𝐷𝐹 =
1  (29,6 𝑣𝑜𝑙. %𝐻2).                           (4) 

For estimation of the fundamental limits for the stationary flame balls, where spherical geometry of mass 

diffusion and heat transfer is essential, set of the assumptions is different from planar case of the deflagration 

flames: 
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1) flame temperature 𝑇𝑏(𝜙, 𝑇𝑢 , 𝑝𝑢 )  = 𝑇𝑏
𝐹𝐵(𝜙, 𝑇𝑢, 𝑝𝑢, Le (𝜙) )                    (5) 

where 𝑇𝑏
𝐹𝐵(𝜙, 𝑇𝑢, 𝑝𝑢, 𝐿𝑒(𝜙))  - flame ball temperature, 𝐿𝑒 (𝜙)  – effective Lewis number of hydrogen-

containing mixture; 

2) stoichiometric mixture - border between lean and rich gas mixtures – is characterized by value 𝜙𝐹𝐵 =
𝐷𝑂2

⬚

𝐷⬚
⬚ =

0,2342.                           (6) 

where  𝐷𝑂2

⬚   - binary diffusion coefficient of oxygen, 𝐷⬚
⬚ = 1,154 ∙ 𝐷𝐻2

⬚  – binary diffusion coefficient of 

hydrogen with explicit considering thermo-diffusion different (Soret effect). Physical meaning of equation (6) 

is - at spherical surface of stationary flame ball stoichiometry is attained (see Buckmaster et al., 1993) due to 

balance between two diffusion fluxes – oxygen and hydrogen. This is the case for 8,95 vol.% H2 in the H2-air 

mixtures and 18.99 vol.% H2 in the H2-O2 mixtures (see Fig. 2). 

At Fig. 2 the following dependencies of the fundamental concentration limits upon initial concentration of 

water steam are shown – red lines for the plane deflagration flames (DF), blues line – for the spherical adiabatic 

flame balls (or Zeldovich’s FBs).  

Comparison of the non-empirical estimations with the appropriate experimental data of Kumar (1985) and 

Cheikhravat et al. (2015) (see details in Plaksin&Kirillov 2023) results in the following conclusions: 1) lean 

fundamental concentration limits for the spherical adiabatic flame balls ((line ED at Fig.4)) locate below the 

lean empirical limits of the upward propagating flames, 2) rich fundamental concentration limits for the plane 

deflagration flames (line BC at Fig.4) locate above the experimental limits of downward propagating flame 3) 

lean fundamental concentration limits (line AC) of the plane deflagration flames is a concentration limit for 

the Flame-Ball-to-Deflagration-Transition (FBDT) (see details in Kirillov (2021)). In the ultra-lean hydrogen-

air mixtures (shown at Fig. 2 as tetragon ACDE), where combustion is incomplete, only systems of the drifting 

flame balls, characterized by the intact/non-coherent reaction fronts, can exist. Propagation of the deflagration 

flames with continuous reactions front is impossible here. 

  

Fig. 2. Non-empirical concentration limits for the plane deflagration flames (ABC) and the spherical adiabatic 

flame balls (EFD) in hydrogen-air-water steam mixtures at initial temperature 373K and pressure 1 atm.  

 

2.4. Temperature dependencies of the fundamental concentration limits for planar deflagration 

flames  

In contrast to the near isobaric flame balls, which can only drift in the external force, temperature or 

concentration fields and cannot, in principle, to accelerate, the self-propagating deflagration flames can 

accelerate, - due to inherent instabilities of their reaction fronts or due to interactions with external obstacles 

or ambient turbulent flows, - and can result in formation of the dangerous blast waves. That is why the 

temperature dependencies of the different types (cellular, unwrinkled, pulsating) of the deflagration waves is, 

in first turn, important for safety practice. At Fig. 1 the results of the non-empirical estimations are shown by 

red dotted line – for upper fundamental deflagration flame limits (UFDFL) in rich mixtures, red solid line – 

for lower fundamental deflagration flame limits (LFDFL) in lean mixtures. 
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3. Discussions 

3.1. Major findings 

Comparison of the proposed non-empirical estimates of the fundamental concentration limits of plane 

deflagration flames in hydrogen-air mixtures within a wide temperature range (from 90 K to 858 K) with the 

empirical ones, results in the following conclusions: 

1. The fundamental concentration limits for plane deflagration flames in both lean and rich hydrogen-air 

mixtures can be considered as the "conservative" or "absolute" envelopes for the empirical limits of slow 

ascending or descending flames that can be accelerated and lead to explosions. The term "envelope" refers to 

all empirical data and correlations related to the concentration limits of downward and upward propagating 

flames that can be accelerated. These limits are within the proposed non-empirical boundaries shown by the 

red solid and dotted lines in Fig. 1. Flames outside these computed concentration limits cannot be principally 

accelerated and belong to the family of drifting flame balls (Kirillov (2021)). 

2.  A proposed kinetic-thermodynamic model for the fundamental concentration limits of the two basic slow 

hydrogen- air flames - flame balls and deflagration flames - is an extension of the Belles’ model, focusing on 

the fundamental detonation limits. Both models (Belles’ and proposed in described in this paper) are based on 

the theoretical assumption, that the concentration limits of different combustion modes (detonation, 

deflagration, flame balls) depend on the ratio of two characteristic temperatures – the crossover temperature 

𝑇𝑐𝑟𝑜𝑠𝑠, which is an intrinsic (in other words - fundamental) kinetic characteristic of hydrogen-air premixed 

combustion and the burning temperature 𝑇𝑏  at reaction front. For plane deflagration flames the burning 

temperature 𝑇𝑏  has a purely thermodynamic nature and equals the 𝑇𝐴𝐼𝐶𝐶(𝜙, 𝑇𝑢, 𝑝𝑢)  – adiabatic isobaric 

complete combustion temperature. In case of the spherical adiabatic flame balls the burning temperature 𝑇𝑏 =
𝑇𝑍(𝜙, 𝑇𝑢, 𝑝𝑢, 𝐿𝑒) is a combination of thermodynamic, mass and energy transfer characteristics of the mixture. 

For the 1D detonation flames the burning temperature 𝑇𝑏 = 𝑇𝑣𝑁(𝜙, 𝑇𝑢, 𝑝𝑢, 𝑀)  is the von Neumann 

temperature.  

For a given initial pressure 𝑝𝑢  the crossover temperature 𝑇𝑐𝑟𝑜𝑠𝑠 , defined by an implicit equation (1), is a 

function of the following macroscopic, measurable in experiment, initial characteristics of the hydrogen-air 

mixture: stoichiometry ratio 𝜙  and water steam content 𝛼 . Non-dimensional values of the crossover 

temperature - Σ𝑐𝑟𝑜𝑠𝑠(𝜙, 𝑇𝑢) = 𝑇𝑐𝑟𝑜𝑠𝑠(𝜙, 𝑇𝑢) 𝑇𝑢⁄   - in the dry hydrogen-air mixtures for the different initial 

temperatures 𝑇𝑢 at 𝑝𝑢 = 1 𝑎𝑡𝑚 are shown in Fig.3. 

 

Fig. 3.  Dependence of nondimensional crossover temperature 𝛴𝑐𝑟𝑜𝑠𝑠(𝜙, 𝑇𝑢) on initial hydrogen concentration 

in the dry hydrogen-air mixtures for different initial temperatures at 𝑝𝑢 = 1 𝑎𝑡𝑚. 

Crossover temperature is weakly depending on initial hydrogen concentration and is, practically, independent 

on initial mixture temperature. Even for the lowest considered initial temperature 𝑇𝑢 = 100 𝐾, variation of the 

crossover temperature (see Fig.3) within the flammability limits is less than (11,5-10,2)*100%/11,5=11%. 

These features of the fundamental kinetic characteristic of the hydrogen-air combustion result in two 

consequences (see Fig.4) – 1) weak dependence (nearly invariance) of the deflagration flame burning 

temperature 𝑇𝑏 = 𝑇𝐴𝐼𝐶𝐶  in the near-limits mixtures, 2) practically linear dependence of the flammability limits 

with variation of initial mixture temperature. 
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Fig. 4.  Location of the intersection points of the burning temperatures 𝑇𝐴𝐼𝐶𝐶(𝜙, 𝑇𝑢)  and the crossover 

temperature 𝑇𝑐𝑟𝑜𝑠𝑠(𝜙, 𝑇𝑢)  for the plane deflagration flames.  

3. A comparison of the temperature dependence of the non-dimensional of the crossover temperature, non-

empirically estimated at concentration limits - Σ𝑐𝑟𝑜𝑠𝑠
𝑙𝑖𝑚 (𝑇𝑢) - with the appropriate dependence of the critical 

expansion ratio σ⬚
∗ (𝑇𝑢), proposed by Kuznetsov et al. (2022), is shown in Fig.5. 

 

Fig. 5.  Temperature dependencies of the non-dimensional crossover temperature, estimated for the 

fundamental plane deflagration flame concentration limits 𝛴𝑐𝑟𝑜𝑠𝑠
𝑙𝑖𝑚 (𝑇𝑢)  (red solid curve – lean limits 

(𝛴𝑐𝑟𝑜𝑠𝑠
𝑙𝑒𝑎𝑛 𝑙𝑖𝑚), blue dashed line – rich limits (𝛴𝑐𝑟𝑜𝑠𝑠

𝑟𝑖𝑐ℎ 𝑙𝑖𝑚)), and the critical expansion ratio 𝜎⬚
∗ (𝑇𝑢) for effective 

flame acceleration (black solid line – formula (7) in Kuznetsov et al. (2022)), thin black lines – borders of 8% 

confidence interval).  

Analysis of the Fig.5 revealed a fact – both temperature dependencies of the dimensionless crossover 

temperature for the lean and rich fundamental plane deflagration limits are located within the confidence 

interval of the experimental correlation (Kuznetsov et al. (2022)) for the critical expansion ratio for the 

effective flame acceleration at the normal and elevated initial temperatures (between 300 K and 640 K).  For 

the cryogenic temperatures, such as 100 K, the maximal deviation is no more than 17 %. 

4. Detonation limits, as measured by Cicarelli et al. (1996), have a reasonable correlation with the fundamental 

detonation limits, estimated by Belles (1958), using a simplified 1D approach for detonation wave structure 

analysis, as proposed by Zeldovich, Neumann and Döring. However, for a more detailed reconciliation of the 

experimental and theoretical estimates of detonation limits it is necessary to explicitly consider the 3-dim 

nature of the detonation front. 

5. The correlation of the critical hydrogen concentration for fast flame propagation as a function of initial 

temperature [𝐻2]𝑐𝑟(𝑇𝑢), proposed by Kuznetsov et al. (2022), shows a non-monotonic behaviour during a 

gradual increase in initial temperature 𝑇𝑢 . In the temperature range between 90 K and 300 K, the critical 

concentration of hydrogen  [𝐻2]𝑐𝑟 decreases, while in the range between 300 K and 640 K it increases. It will 

be important for many practical hydrogen safety applications understand the reasons for this revealed change 

in trends. 

3.1. Future works 
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1. Credible experimental validation of the fundamental limits of concentration for both self-propagating 

deflagration flames and flame balls can be achieved under micro- and zero-gravity conditions. These flames 

are characterized by integral/continuous reaction fronts that generate blast waves and discrete/non-coherent 

reaction fronts in flame balls. Under these conditions, buoyancy effects can be neglected. 

2. Non-empirical estimates have been made in assumption, that under the low temperature and cryogenic 

conditions an impact of the quantum tunnelling effects on the elementary reaction rates of the leading chemical 

chain propagation reaction is negligible. Confirmation or rejection of the proposed hypothesis requires 

additional experiments in explosion spheres (flammability limits) and in the vertical shock tubes (flame 

acceleration and DDT limits) in temperature range between 20K and 91K. 

3. Validity, completeness, and accuracy of the experimental database for the effective flame acceleration 

limits will be higher, if the data, measured in the horizontal shock tubes, will be complemented by the 

experimental datasets, measured in the vertical shock tubes (see details in Bezgodov et al. (2022)). 

4. This paper discusses cases of planar deflagrations and adiabatic spherical flame balls only. However, 

future research should also investigate experimental and theoretical concentration limits for other modes of 

hydrogen-air combustion that have been observed in the past. This includes, at the very least, self-quenching, 

self-sustaining, and self-branching flame balls, as well as cellular, unwrinkled, pulsating deflagration flames, 

and spinning, cellular, pulsating, and galloping detonation flames. 

5. To avoid incorrect interpretation of different types of flames (e.g., slow "finger" flames with wrinkled 

front in lean hydrogen-air mixtures and fast "finger" flames during the transition from deflagration to 

detonation), it is advisable to develop a unified classification system for both slow and fast flames based not 

only on the physical and chemical characteristics of the reaction fronts but also on their topology, geometry, 

and dynamics. Based on this classification, accurate concentration limits can be determined for each type of 

flame. 

4. Conclusions 

Available experimental data on the flammability and explosion (effective flame acceleration, DDT, detonation) 

concentration limits for a wide initial temperature range (from 90 K to 858 K) have been compiled and analyzed 

in terms of their consistency, accuracy and completeness. 

It was found that certain inconsistencies and contradictions in the empirical estimations of these limits could 

be addressed by using a non-empirical approach based on the concept “fundamental concentration limits” for 

the drifting flame balls and the self-propagating deflagration flames.  

Unlike empirical or phenomenological models that rely on measurable combustion characteristics, the non-

empirical model for planar deflagration flames is based on fundamental kinetic and thermodynamic 

characteristics of hydrogen-air mixtures that can be calculated “from-the-first principles”.  

The fundamental concentration limits determined by our model for the planar deflagration flames in rich 

hydrogen-air mixtures closely align with published experimental values for rich flammability concentration 

limits and providing conservative envelopes for the lean and rich empirical limits of the flames that could 

potentially accelerate and lead to explosions. 

By providing explanations for previous experimental data, this non-empirical model enables the formulation 

of focused experiments to further elucidate the nature and accurate quantification of the flammability and 

explosion limits across a wide temperature range. 
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Abstract 

Pump pressures of a few tens to several hundred MPa are used for vessel cleaning processes with 

water. Where an explosive atmosphere is present, the pump pressure used must be limited to 50 MPa 

in order to avoid electrostatic ignition hazards due to brush discharges from charged droplet clouds 

to earthed installed parts. Pressures above 50 MPa are not considered in electrostatic regulations such 

as technical specification IEC TS 60079-32-1. This pressure limit originates from the performance 

limits of the cleaning technologies investigated in the past. The pump pressure above which an elec-

trostatic ignition hazard exists is, however, unknown. This limitation works to impair the effective-

ness of the cleaning processes. To satisfy the technical state of the art, tests were conducted in vessels 

of up to 44 m³ and pump pressures of up to 250 MPa. Based on the outcome of these extensive tests 

and on relevant references, an assessment method is described that takes account of the space charge 

densities present in the vessel when water is sprayed into it. The derived flow chart enables manufac-

turers and operators to safely carry out assessments of cleaning processes with water up to 250 MPa 

in explosive atmospheres, factoring in the vessel dimensions, cleaning technology parameters, and 

water type. This opens new possibilities for more economical cleaning processes and better-quality 

cleaning results while maintaining the same level of safety. 

Keywords: electrostatic, brush discharge, hazards, high pressure, water, vessel, spraying 

1. Introduction 

After use, transport vessels for chemicals - from intermediate bulk containers to ship tanks - must be 

thoroughly cleaned. During this process, residues in the vessel can form a potentially explosive at-

mosphere that can ignite under unfavourable circumstances. In 1969, there were serious explosions 

on three very large crude carriers during the use of powerful cleaning technologies, resulting in sev-

eral injuries and deaths (Steen, 2000). The reason: electrostatic discharges caused by the spraying of 

water. To avoid such disasters, the thresholds and measures of the International Safety Guideline for 

Inland Navigation Tankers and Terminals (ISGINTT, 2010) and the International Safety Guideline 

for Oil Tankers and Terminals (ISGOTT, 2006) must be observed. 

The cleaning technologies used in the chemical and food industries differ considerably in the pressure 

range - several 10 MPa to several 100 MPa (Baumann, 2023) - from those used in ship cleaning - up 

to 1 MPa (Bustin and Dukek, 1983) -. Therefore, the thresholds applicable in this area cannot be 

transferred. Based on studies from the 1970s and 1980s (Post et al., 1983), the thresholds of the in-

ternational technical specification IEC TS 60079-32-1 (IEC TS 60079-32-1:2013+AMD1:2017 

CSV) summarised in Fig. 1 were defined for spraying technologies and vessel dimensions. The 

threshold of the pump pressures is 50 MPa because of the spraying technologies were not able to 

achieve more at that time. Today's spraying technologies, however, work with pump pressures of up 

to 250 MPa. It is therefore necessary to define thresholds for this pressure range as well. 
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Fig. 1. IEC TS 60079-32-1 thresholds for spraying technology and vessel dimensions (Baumann, 2023) 

In cooperation with the Physikalisch-Technische Bundesanstalt (PTB), a group of companies that 

manufacture and operate cleaning technology have analyzed the necessary thresholds for safe use. 

The basis for this is the new approach to safety assessment, with which the measured values were 

compared. 

The investigations served as the basis for a user-friendly flow chart that PTB developed in collabora-

tion with a group of experts on electrostatics from the German Social Accident Insurance Institution 

for the raw materials and chemical industry (BG RCI) in 2023. The flow chart makes it possible to 

exceed the thresholds without the risk of electrostatic ignition due to brush discharges from charged 

spray clouds when spraying tap water into conductive, earthed vessels. The parameters of the spraying 

technologies and vessel dimensions are considered. 

2. Safety assessment based on electrostatic variables 

When spraying water, there is an electrostatic ignition hazard due to brush discharges that occur be-

tween the charged droplet cloud and conductive, earthed installation parts. In relation to the state of 

the art, dust cannot be ignited by brush discharges (IEC TS 60079-32-1:2013+AMD1:2017 CSV). 

The following thresholds and assessment criteria for electrostatic variables apply: 

2.1 Space Potentials 

Space potentials from 58 kV are considered ignitable for the representative propane/air mixture of 

explosion group IIA with a minimum ignition energy (MIE) of 0.24 mJ (IEC TS 60079-32-

1:2013+AMD1:2017 CSV). 

2.2 Electric field strength 

Electric field strengths above 100 kV/m can cause brush discharges. This threshold is shown as a 

horizontal dashed line in Fig. 2 top. This statement also remains valid when field-distorting compo-

nents are installed (TRGS 727, 2016). 

Brush discharges occur when the product of the electric field strength at the vessel wall 𝐸(𝑅) and 

the squared vessel diameter 𝐷𝑅 reaches or exceeds 100 kVm (Freytag, 1965). See equation 1: 

 𝐸(𝑅) ∙ 𝐷𝑅
2 < 100 𝑘𝑉𝑚 1 

Conversion of equation 1 results in the electric field strength at the vessel wall at which no brush 

discharges are to be expected (equation 2). 

 
𝐸(𝑅) <

100 𝑘𝑉𝑚

𝐷𝑅
2  2 

This still safe electric field strength is shown as a black curve depending on the vessel diameter in 

Fig. 2 top. There are no brush discharges to the left of the curve, but brush discharges are to be ex-

pected to the right of the curve. 

Pump pressure ≤ 1.2 MPa

-

-

Very low hazard level
for < 100 m³

Spraying technology

Vessel

Flow rate

Diameter

Volume

1.2 MPa < Pump pressure ≤ 50 MPa

5 l/s

3 m

-
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Fig. 2. Top: Curve of the electric field strength, from which the occurrence of brush discharges is to be ex-

pected, plotted against the vessel diameter; bottom: Curves of the vessel diameter plotted against the space 

charge density, from which the occurrence of brush discharges is to be expected; in both cases with values 

from the literature (Baumann, 2023) 
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Ø Nozzle

in mm

Electrical conductivity
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LiquidReferences

51.85 · 10-10Toluene

(Post et al., 1983)

51.85 · 10-7Acetone

51.85 · 10-2Industrial water

51.81 · 10-9Xylene

51.81 · 10-5Deionized water

51.82.5 · 10-10Toluene + 8 % Vol. of water

51.85 · 10-11Xylene + 4.7 % of active carbon

51.83 · 10-10Xylene + 2.6 % of SiO2

10 bis 401.55 · 10-2Industrial water

10 bis 402.55 · 10-2Industrial water

501.056.6 · 10-2Tap water
(Blum, 2015)

501.059.2 · 10-5Deionized water

Electrostatic application system5 · 10-2Tap water(Bright et al., 1975 & 

Hughes et al., 1973)

Tank washing head or steamNot specifiedWater(Van de Weerd, 1971)
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2.3 Space charge density 

Space charge densities 𝜌 in cylindrical vessels with a radius 𝑅 are calculated using the electric field 

strength 𝐸(𝑅) at the vessel wall or the space potential  (0) in the centre of the vessel, see equation 3 

(Krämer, 1983). 

 
(Baumann, 2023) 

𝜌  
 (0) ∙ 4 ∙ 𝜀

𝑅2
 
𝐸(𝑅) ∙ 2 ∙ 𝜀

𝑅
 3 

The permittivity 𝜀 results from the product of the permittivity number of 1.01 for fine, suspended 

water droplets (Baumann, 2023) and the electric field constant 𝜀0, see equation 4. 

 𝜀  𝜀𝑟 ∙ 𝜀0 4 

The vessel diameter 𝐷𝑅  can be calculated using equation 5 on the basis of the breakdown field 

strength 𝐸𝑖 (Bright et al., 1975). As in (Post et al., 1983), a breakdown field strength of 3 MV/m 

(Lüttgens et al., 2020) is used. From this vessel diameter, the occurrence of brush discharges of the 

charged droplet cloud is to be expected at field-distorting built-in parts with the radius of curvature 

𝑟𝐾𝐸 in the centre of the vessel (Post et al., 1983). 

 

𝐷𝑅  2 ∙ 𝑅  2 ∙ √
𝐸𝑖 ∙ 6 ∙ 𝜀 ∙ 𝑟𝐾𝐸

𝜌
 5 

Brush discharges between the charged droplet cloud and built-in parts close to the wall are consid-

ered unlikely compared to built-in parts in the centre of the vessel (Ohsawa, 2009). For this reason, 

no consideration is given to built-in parts close to the wall. Based on the following considerations, 

curves were drawn in Fig. 2 bottom as an assessment criterion: 

 

▪ Ignitable for gas and vapour/air mixtures of explosion groups IIC and IIB: At radii of curvature 

of more than approx. 0.005 m, mainly brush discharges occur (Hearn and Jones, 1995; TRGS 

727, 2016). The probability of corona discharges occurring increases with smaller radii of curva-

ture. Corona discharges are not considered to be ignitable for gas and vapour/air mixtures of ex-

plosion groups IIA and IIB (Lüttgens et al., 2020). Depending on a radius of curvature of 0.005 m, 

equation 5 can be used to determine the safe vessel diameter for gas and vapour/air mixtures of 

explosion group IIB via the space charge density (dashed-dotted line in Fig. 2). The black circles 

in Fig. 2 show the simulation results from Ohsawa (2009), which indicate the space charge density 

at which brush discharges can be expected at this radius of curvature. 

 

▪ Ignitable for gas and vapour/air mixtures of explosion group II: Exceeding the space potential of 

58 kV, which is considered ignitable for the representative propane/air mixture (MIE of 0.24 mJ) 

of explosion group IIA (IEC TS 60079-32-1:2013+AMD1:2017 CSV). This condition can be 

shown by equation 3 in Fig. 2 as a dark blue curve. 

 

In order to check the applicability of the assessment criteria of the space potential, the electric field 

strength and the space charge density shown as curves in Fig. 2, a comparison is made with measured 

values from the literature. The smallest space-limiting dimension is to be used for the vessel diameter 

and requires an adjustment of the literature values, see Fig. 2 black arrows (Baumann, 2023). In ad-

dition, the threshold of the vessel diameter of 3.0 m is shown in Fig. 2 (below) as a vertical, dashed 

line. 

 

0
R

□a

0
R
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▪ No brush discharges occurred below, on or near the electric field strength curve and the curve of 

the radius of curvature of 0.005 m in the literature values from Post et al. (1983). In (Blum, 2015), 

the safety-related statement was made that no ignitable discharges occur. 

 

▪ Above the curve of the electric field strength and the curve of the radius of curvature of 0.005 m, 

the first brush discharges occur in the literature values from Bright et al. (1975); Hughes et al. 

(1973) and van de Weerd (1971), see green and blue triangle in Fig. 2. These literature values lie 

below the curve formed by the threshold of the space potential of 58 kV. In confirmation of this 

curve, the brush discharges in the ignition tests carried out by Hughes et al. (1973) and van de 

Weerd (1971) with a propane/air and a town gas/air mixture were not ignitable. 

3. New approach to safety assessment 

The threshold of the electric field strength of 100 kV/m is not used for the safety assessment, as it has 

been proven that brush discharges occur below this value. The electric field strength curve formed 

from equation 2 (black curve in Fig. 2, above) can only be used to make a statement about the occur-

rence of brush discharges. A more specific statement on the electrostatic ignition hazard due to brush 

discharges for hazardous substances of explosion group II is possible by analysing the curves of the 

vessel diameter plotted against the space charge density (Fig. 3). This results in threshold curves and 

ranges: 

 

▪ Range II: Below K2. Applies as a transition range from corona to brush discharges. Discharges 

that occur are ignitable for hazardous substances whose MIE is smaller than that of the repre-

sentative mixture of explosion group IIB (MIE 0.082 mJ). 

 

▪ Threshold curve K2: From this threshold curve onwards, brush discharges are considered ignita-

ble for the representative ethylene/air mixture (MIE 0.082 mJ) of explosion group IIB. K2 is 

based on investigations by Langer et al. (2011) to determine the ignitability of brush discharges 

against representative gas mixtures of explosion groups IIA, IIB and IIC. The brush discharges 

took place between the spherical electrode and charged insulating plastic surfaces. A comparabil-

ity with the brush discharges of the charged droplet clouds to be regarded as insulating to earthed 

built-in parts is assumed. The ignition capability of the brush discharges from charged droplet 

clouds will be reduced due to the moving droplets, the Taylor cones - Taylor cones are droplets 

that form a cone with a small radius of curvature under the influence of an electric field and 

generate corona discharges -, and the formation of liquid bridges to a previously unknown extent. 

The directly proportional relationship to the potential or space potential is given in both systems, 

which justifies the comparability. From the investigations described in (Langer et al., 2011), a 

ratio of the ignition capability of brush discharges to representative gas mixtures of explosion 

group IIA to IIB of 2.97 can be derived. Applied to the threshold curve K3, corresponding to 

58 kV, this results in the curve K2, corresponding to 19.5 kV. K2 is slightly below the curve of 

the radius of curvature of 0.005 m (Fig. 2), is therefore more conservative and is used for the 

further safety assessment. From a vessel diameter of 2 m, K2 is adapted to the more conservative 

simulation results from Ohsawa (2009) for the radius of curvature of 0.005 m. Curve K2, the 

curve of the radius of curvature of 0.005 m and the simulation results are close to each other and 

are confirmed by the ignition tests mentioned in chapter 2.3. 

 

▪ Range III: Below K3 up to and including K2. Brush discharges occur predominantly. These are 

considered ignitable for hazardous substances whose MIE is equal to that of the representative 

mixture of explosion group IIB (0.082 mJ) or whose MIE is less than that of the representative 

mixture of explosion group IIA (0.24 mJ). 
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▪ Threshold curve K3: The threshold curve corresponds to the space potential of 58 kV. From this 

threshold curve, brush discharges for the representative propane/air mixture (MIE 0.24 mJ) of 

explosion group IIA are considered ignitable. 

▪ Range IV: Above K3 is range IV, where ignitable brush discharges occur for hazardous sub-

stances of explosion group II. 

 

  
Fig. 3. Threshold curves and ranges for the safety assessment of electrostatic ignition hazards due to brush 

discharges of the charged droplet cloud for hazardous substances of explosion group II (Baumann, 2023) 

4. Measurements 

The basis of charge separation when spraying water is the formation of an electrical double layer on 

the droplet surface. Due to the impact on the vessel wall and the hydrodynamic instability of the jet, 

the outermost molecular layer of one polarity of the double layer is detached and forms the droplet 

cloud (Baumann, 2023; Lenard, 1892, 1915). When spraying tap water, the jet is positively charged 

and the droplet cloud is negatively charged (Baumann, 2023; Pierce, 1970). This charge separation 

effect was named after its discoverer Philipp Lenard (Lenard, 1892, 1915). 

When spraying tap water, the dominant process of charge separation is the impact of the jet on the 

vessel wall (Baumann, 2023). The space charge density is fundamentally maximized by the parame-

ters listed in Table 1 (Baumann et al., 2024): 

Table 1. Parameters for maximising the space charge density  

when spraying tap water (Baumann et al., 2024) 

Maximize the spatial charge  

separation between jet and 

droplet cloud: 

Increase the generation of the 

droplet cloud (Lenard-Effect): 

Maximize the droplet density of 

the droplet cloud: 

▪ Spraying into the upper part 

of the vessel 

▪ Use round jet nozzle 

▪ Reduce distance between 

nozzle and wall 

▪ Increasing the pump pressure 

▪ Increase the temperature of the 

sprayed water 

▪ Use a sufficiently large nozzle 

diameter and flow rate for the 

existing vessel volume 

 

 

 

  

  

  

  

  

               

 
  

  
  
 
  

 
  

  
  
 
  

                             

    

  

   

  

  

           
            

              

            

                   

The highest-energy 

type of discharge 

that occurs

Ignition capability

Curve or 

range in the 

diagram

Transition range 

from corona to 

brush discharges

Ignitable for hazardous substances 

whose MIE is below that of the 

representative mixture of explosion 

group IIB

II <  K2

Predominantly

brush discharges

Ignitable for the representative mixture 

of explosion group IIB (ethene/air 

mixture MIE 0.082 mJ) and for 

hazardous substances with a lower MIE

K2

Ignitable for hazardous substances 

whose MIE is equal to that of the 

representative mixture of explosion 

group IIB or is below the MIE of the 

representative mixture of explosion 

group IIA

K2 ≤     < K3

Brush discharges

Ignitable for the representative mixture 

of explosion group IIA (propane/air 

mixture MIE 0.24 mJ) and for 

hazardous substances with a lower MIE

K3

Ignitable for hazardous substances of 

explosion group II
K3 < IV
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In the tests carried out, the nozzles had a diameter of 0.5 mm to 4.0 mm and, like the vessels, were 

conductive and earthed. The electrical conductivity of the tap water was (5.15 ± 3.41) - 10-2 S/m. The 

water temperature was measured at the drain using a calibrated type K thermocouple (uncer-

tainty ±2 K). When spraying into the lower part of the vessel, the spray jet from one nozzle hit the 

vessel wall as directly as possible. The test set-up with the 1 m³ vessel is shown in Fig. 4. The setup 

is the same for the 6.2 m³ and 16.8 m³ vessel. The 44.0 m³ vessel was set up vertically. The installed 

agitator reduced the effective diameter from 4.10 m to 2.50 m. The 250 N threshold for the repulsive 

force of the hand-operated spraying technology was maintained (DGUV Regel 100-500, 2017). This 

threshold restricts the flow rate, nozzle diameter and pump pressure. 

 
 

Fig. 4. Test setup of the 1 m³ vessel  with mounted air-flushed field meter JCI 131 (left) or the mounted space 

potential measurement technology (right) (Baumann et al., 2024) 

The air-flushed field meter JCI 131 from Chilworth Ltd. measured the electric field strength 𝐸(𝑅) 
(Baumann, 2023; Chilworth Technology Limited, 2006). The measuring accuracy depends on the 

upper end of the measuring range. It is ±1.5 % of ±2 kV/m, ±20 kV/m and ±200 kV/m (Chilworth 

Technology Limited, 2006). The measuring device was mounted flush in the inner shell surface half-

way along the inner length of the vessel (Fig. 4, left). The space potential  (0) in the centre of the 

vessel was measured using a space potential measurement technology (Fig. 4, right) (Baumann et al., 

2021; Baumann, 2023; Baumann et al., 2024). The tip electrode with a length and diameter of 10 mm 

was mounted insulated from earth potential. The space potential of the charged droplet cloud in the 

vessel was measured by contact with this electrode. The electrode was connected to a ±40 kV voltage 

measuring attachment of the EMF 58 field measuring device from Eltex GmbH or the EFM 235 from 

Kleinwächter GmbH. This measurement technology works in the same way as an electrostatic volt-

meter. The space potential was therefore measured in an unencumbered manner (Baumann et al., 

2021; Baumann, 2023; Baumann et al., 2024). The measurement accuracy was ±2.5 % of the full 

scale values of ±1 kV, ±2 kV, ±4 kV, ±8 kV, ±10 kV and ±40 kV. 

Table 2 summaries the measured values of the electric field strength and the space potential in de-

pendence on the investigated vessel dimensions. A detailed presentation of all measurement results 

can be found in (Baumann, 2023; Baumann et al., 2024). 

Air

flushing

Field

meter

JCI 131 Field meter with

measuring potential 

attachment

Thermocouple

Drain

Spraying technology

Jet

1 m³ vessel, conductive and earthed

Droplet cloud

Air flushing

Setup for isolation

Electrode
Nozzle
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Table 2. Measured electric field strengths and space potentials in dependence on the dimensions of the con-

ductive earthed vessels (Baumann, 2023; Baumann et al., 2024) 

Volume 

in m³ 

Diameter 

in m 

Inner length 

in m 

Electric field strength 

in kV/m 

Space potential 

in kV 

1.0 1.07 1.00 -26.5 bis -3.1 -2.29 bis 0.51 

6.2 1.40 4.19 -14.1 bis -3.7 -2.94 bis 0.94 

16.8 1.79 7.04 No measurement -1.97 bis -0.14 

44.0 4.10 (2.50) 4.00 -10.9 bis 0.6 No measurement 

Without the spatial limitation of the vessel -1.0 bis 1.1 -0.62 bis 0.32 

5. Safety assessment of the measurements 

The measured electric field strengths and space potentials are converted into space charge densities 

using equation 3. With the known vessel diameter and the calculated space charge densities, an entry 

is made in the diagram of the boundary curves K2 and K3 and their ranges, enlarged to a maximum 

vessel diameter of 3 m (Fig. 5, left). All space charge densities fall below K2 and are in range II. 

Fig. 5, right, shows the space charge densities considering the following necessary correction of the 

space potentials and "worst case" assumptions: 

 

▪ Application of the space potential correction factor of 2 ± 0.5. The correction factor depends on 

the electrical conductivity of the sprayed water and was determined by comparing the measured 

electric field strength with the space potential (Baumann, 2023). 

▪ Assuming a temperature of 100 °C for the sprayed water. Increase the space charge density by 

1 % per 1 K (Baumann, 2023; Baumann et al., 2024). 

▪ A factor of 2 was used for the 16.8 m³ and 44.0 m³ vessel, as the most critical nozzle diameter of 

2.0 mm was not investigated (Baumann, 2023). 

▪ Generation of maximum space charge densities through constant nozzle alignment and no built-

in parts in the vessel during the tests carried out (Baumann, 2023; Baumann et al., 2024). 

 

 
Fig. 5. Calculated space charge densities of the measured electric field strengths and space potentials and 

their vessel diameters in the diagram of the boundary curves K2 and K3 and their ranges, enlarged to a 

maximum vessel diameter of 3 m. Left without correction, right with correction and "worst-case" assumption 

(Baumann, 2023) 
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Depending on the vessel volume, the following safety-related statements are made: 

 

▪ 1.0 m³: Even the maximum space charge density in this vessel due to the use of an electrostatic 

application system (Baumann et al., 2019), see red triangle in Fig. 5, did not result in K2 being 

exceeded. 

▪ 6.2 m³: The use of several nozzles can lead to K2 being exceeded. 

▪ 16.8 m³ and 44.0 m³: No tests were carried out with the most critical nozzle diameter of 2.00 mm 

and several nozzles. Exceeding K2 is possible. 

▪ Without the spatial limitation of the vessel and without the jet hitting a surface, there is no elec-

trostatic ignition hazard due to brush discharges of the droplet cloud when spraying tap water 

(Table 2). 

6. Conclusions 

The results of measurements carried out in this work were compared with the new approach to safety 

assessment. Based on this, a flow chart for the safety-related assessment of the electrostatic ignition 

hazard of brush discharges from charged droplet clouds when spraying tap water into conductive, 

earthed vessels was developed in collaboration with the BG RCI's electrostatics working group 

(Fig. 6). 

 
Fig. 6. Flow chart developed with the BG RCI's electrostatics working group for the safety-related assess-

ment of the electrostatic ignition hazard of brush discharges from charged droplet clouds when spraying tap 

water into conductive, earthed vessels (EXINFO, 2023) 

Assessment of the electrostatic 

ignition hazard when spraying 

tap water into 

conductive earthed vessels

Small vessel

  ≤     

No electrostatic ignition hazard for 

hazardous substances in explosion 

groups IIA and IIB whose MIE is 

equal to or greater than 0.082 mJ

yes

no

Repulsive force

< 250 N

yes

The thresholds for vessel 

dimensions and spraying 

technology in accordance with 

IEC TS 60079-32-1 section 7.10 

"Spraying liquids and tank 

cleaning " apply

no

yes

no

No need to restrict 

spraying technology

No electrostatic ignition hazard for 

hazardous substances of explosion 

group IIA whose MIE is equal to 

or greater than 0.24 mJ

Repulsive force

< 250 N

yes

no

Medium vessel

  ≤ 6.2    &   ≤ 1.4 m

Medium vessel

  ≤       &   ≤ 2.5 m
One nozzle

yes

no

yes

no
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If falling coherent water clusters occur, IEC TS 60079-32-1 section 7.10.1 must be observed. When 

spraying deionized water, charge separation dominates at the conductive earthed nozzle. Electric field 

strengths of several 100 kV/m, potentials above 48 kV, low-energy gas discharges from the jet and a 

"blue glow" when hitting surfaces occur (Baumann, 2023). IEC TS 60079-32-1 section 7.10 applies. 

As shown in Fig. 2 other liquids than water can generate different space charge densities. With regard 

to the cleaning processes, further investigations of water with added detergents/surfactants or water 

contaminated with various impurities (liquid or solid) are of interest. 
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Abstract
Powders acquire a high electrostatic charge during transport and processing. Consequently, in the af-
termath of dust explosions, electrostatic discharge is often suspected to be the ignition source. How-
ever, definite proof is usually lacking since the rise of electrostatic charge cannot be seen or smelled,
and the explosion destroys valuable evidence. Moreover, conventional methods to measure the bulk
charge of powder flows, such as the Faraday pail, provide only the aggregate charge for the entire
particle ensemble. Our simulations show that, depending on the flow conditions, contacts between
particles lead to bipolar charging. Bipolar charged powder remains overall neutral; thus, a Faraday
pail detects no danger, even though individual particles are highly charged. To address this gap, we
have developed a measurement technology to resolve the powder charge spatially. The first measure-
ments have revealed a critical discovery: a localized charge peak near the inner wall of the conveying
duct is 85 times higher than the average charge that would be measured using the Faraday pail. This
finding underscores the possibility of extremely high local charges that can serve as ignition sources,
even though they remain undetected by conventional measurement systems. Our new technology of-
fers a solution by spatially resolving the charge distribution within powder flows, unmasking hidden
ignition sources, and preventing catastrophic incidents in the industry.

Keywords: industrial explosions, powder processing, electrostatics, measurement, simulation

1 Introduction
For many dust explosions (43% according to Zhi, 2015, Newson Gale, 2013), the ignition source
remains unclear (figure 1a). When investigators fail to identify the source of an explosion, they often
suspect electrostatic discharges because electrostatic discharges leave little or no traces. They cannot
be smelled or felt, so they are not reported by eyewitnesses. Further, as we will elaborate in this
article, conventional measurement equipment cannot detect the local rise of charge. Thus, evidence
is usually lacking.
In the pursuit of finding processes or locations in industrial plants where charge separates at high
rates, pneumatic conveyors are a top candidate. Pneumatic conveying, as other powder operations,
induces tribocharging through frictional contact of particles with pipes and ducts (Xu and Grosshans,
2023). The conveying pipeline, bends, and other components act as charge generators, resulting in the
accumulation of electrostatic charges on the conveyed powder and flown-through devices. Compared
to other powder process operations, pneumatic conveying reaches several orders of magnitude higher
charge levels (figure 1b).
Being the operation that generates the most charge does not mean that pneumatic conveyors are at
the highest risk of experiencing an explosion. Instead, the charge generated in conveyors can cause
discharges in the conveyor itself and any other downstream process. The conveying pipeline itself,
along with bends and transitions, is prone to discharges, but explosions are unlikely in this location if
the equipment is electrically bonded and the dust concentration is low. Even during close proximity
between particles or between particles and the pipeline wall, electrostatic discharges occur due to
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Fig. 1: (a) The ignition source of 43% of dust explosions around the world from 1785 to 2012 (data
collected by Zhi (2015) and compiled by Newson Gale (2013)) is unknown. (b) pneumatic conveying
generates high electrostatic charge, which then (c) compacts and often discharges in silos.

differences in charge potential (Matsuyama and Yamamoto, 1995), but the energy of these discharges
is small compared to the dust’s Minimum Ignition Energy (MIE).
The potential dust explosion locations are downstream of pneumatic conveyors, where particles pile
up or form layers, increasing the particle concentration and energy density. Especially inside silos,
combustible dust clouds can form, and cone discharges can lead to dust explosions (Choi et al., 2018).
Silos are filled with products by trucks, bucket elevators, or pneumatic conveyors, all of which have
the likelihood of producing a dust cloud during the filling process. Particles that received a high charge
in the conveying line can experience cone discharges due to charge compaction (Glor, 1984). Charge
compaction describes the mechanical and electrostatic charge compression when filling a conveyed
product into a silo. If the powder’s surface conductivity is low, the charge dissipates slowly toward the
ground, and the charge density at the silo’s bed becomes much higher than in the conveying system or
the charged dust cloud (Glor, 2001). In other words, pneumatic conveying generates a high powder
charge, and filling a silo compacts the charge to high densities (figure 1c).
Dust explosions in silos are not uncommon. In 2022, one-quarter of all industrial dust explosions
happened in silos and other storages (Cloney, 2023), and the root of these explosions often remains
unclear. For example, the 2020 grain dust explosion at Tilbury docs in Essex, the largest grain terminal
in the UK, destroyed several silos and produced 75-meter-high flames. The fire brigade worked at
the explosion site for 20 days, repeatedly extinguishing smoldering fires from the destroyed silos.
However, the source of the explosion was not found. In the same year, the explosion at Ag Partners in
Royal (Iowa, USA) destroyed a silo where a mixture of corn and soybean was stored along with the
adjacent installations. Again, the cause of the explosion is unknown.
While the roots for these dust explosions remain unknown, we do know that the measurement of elec-
trostatic charge that is introduced from the conveying line to the storage has limitations. Conventional
Faraday pails, or cups, can be strategically placed at selected points in the pneumatic conveying sys-
tem to detect the charge buildup during various conveying stages. Faraday pails measure the charge
induced on their inner surface; thus, they provide the total sum of the enclosed powder’s electrostatic
charge. They cannot provide any other detailed quantity. In other words, the charge read by a Faraday
pail is the integral of the charge in the enclosed volume, Q(t) =

∫
V Q(xxx, t). If part of the powder

carries a positive and the other part a negative charge, the Faraday pail may return a close-to-zero
reading. Similarly, if the powder’s charge at one duct wall is extremely high but low within the rest
of the duct’s area, the Faraday pail returns a mediocre overall charge.
The guidelines (TRBS 2153 (2009), IEC 60079-32-1 (2012)) recommend measuring the electric field
strength above the powder heap within the silo to assess the probability of cone discharges. However,
according to Glor (2013), such measurement is too sophisticated for regular industrial practice.
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We found, through simulations, that pneumatic conveying leads to highly distributed charge. That
means the powder can charge bipolar despite remaining overall neutral (Jantač and Grosshans, 2024).
And, charge distributes in space, meaning that some flow regions become highly charged while oth-
ers remain uncharged (Grosshans and Papalexandris, 2017a). Experimental studies indicated that the
spatial charge profiles generated during pneumatic conveying affect downstream processes. More
specifically, depending on whether the conveying line filled a silo from a central or a tangential lo-
cation, the most frequently measured cone discharge nearly tripled from 50 nC to 140 nC (Glor and
Schwenzfeuer, 1997). This increase might result from a differently distributed powder charge in the
silo, generated during pneumatic conveying and propagated to the silo during filling.
As discussed above, today’s measurement equipment cannot detect these charge distributions. There-
fore, we developed a new measurement technology that can resolve so-far hidden charge peaks. This
paper reports on the simulations predicting distributed flow charge and the new measurement tech-
nology that can resolve these distributions.

2 Simulations predicting bipolar and spatially distributed charge
Our simulations found powder transported by turbulent air to charge nonuniformly. The distributed
charge presented in the following cannot be detected by today’s measurement equipment, which pro-
vides only the integral charge. The mathematical model and numerical methods of our simulation
tool pafiX (2021) are described in detail by Grosshans (2022) and are summarized in the following.

2.1 Mathematical model and numerical methods

pafiX (2021) employs a four-way coupled Eulerian-Lagrangian approach that tracks each particle
individually. The particle motion is sensitive to perturbations; therefore, turbulence is modeled by
DNS. Further, the interaction between charged particles and the incident electric field is captured by
advanced methods as outlined below.
The Navier-Stokes equations for constant densities and diffusivities,

∇ ·uuug = 0 , (1a)

∂uuug

∂ t
+(uuug ·∇)uuug = − 1

ρ
∇p+ν∇

2uuug + fff s + fff f , (1b)

describe the carrier gas flow. Therein, uuug is the fluid velocity, ρ the density, p the dynamic pressure,
and ν the kinematic viscosity. Further, fff s is the source term for the momentum transfer from the
particles to the gas. To simulate pneumatic conveying, we model a short section of the duct, apply
periodic boundary conditions in streamwise (x) direction, and drive the flow by the pressure gradient,
fff f. In the above equations, second-order schemes approximate the spatial and temporal derivatives.
For each particle of the mass m, we solve the acceleration, aaa, based on Newton’s second law of motion
in the Lagrangian framework,

maaa = FFFd +FFFc +FFFe +FFFg . (2)

The drag force acting on the particle, FFFd, is computed according to the empirical correlation provided
by Putnam (1961). The collisional force, FFFc, includes particle-particle and wall-particle collisions.
To detect particle-particle collisions, we implemented ray casting (Roth, 1982, Schroeder, 2001), a
variant of the hard-sphere approach.
A hybrid method (Grosshans and Papalexandris, 2017b) computes the electrostatic forces, FFFe, on a
particle carrying the charge Q. This method adds the the Coulomb interactions between the parti-
cle and its neighboring particles to the far-field forces calculated with Gauss law. The last term in
equation (2), FFFg, denotes the gravitational force.
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2.2 Simulation results

Figure 2 shows the spatial powder charge profiles from channel flow simulations. The gas flow’s
frictional Reynolds number, Reτ = 360, is at the lower end but still representative of pneumatic con-
veying.
Figure 2a depicts the temporal charge evolution of particles of a Stokes number of 20 (St = τ/τ

+
f ,

where τ is the particle’s reponse time and τ
+
f the gas flow’s frictional time scale). For this simulation,

the condenser model (Soo, 1971, Masuda et al., 1976, John et al., 1980) predicted the charge exchange
between particles and walls and other particles.
Figure 2b displays the charge profile of three different Stokes numbers, each when the powder reaches
half its saturation charge. Here, a simple, generic model computes the transfer of charge from a wall
to a particle, ∆qpw,n, and between particles, ∆qpp,n,

∆qpw,n =C1Apw
(
qeq −qn

)
/Ap and ∆qpp,n =C2App (qm −qn)/Ap . (3)

In these equations, qn and qm denote the charge of the particles before the contact, qeq their saturation
charge, Apw and App the contact areas calculated by a Hertzian model, Ap the particle’s total surface
area, and C1 and C2 are constants.
In these simulations, no matter which charge model and Stokes number, the charge at the walls rises
quickly while the charge in the bulk of the flow remains low. In other words, the charge of the flow
is spatially non-uniform regardless of the particle type or precise physical and chemical charging
mechanisms.
As discussed in the introduction, a Faraday pail or induction probe cannot resolve the charge in
space. Thus, these charge peaks, which may be a potential ignition source, have been hidden from
measurement.
Besides missing ignition sources, measuring only the integral of the charge comes with another severe
disadvantage: simulations lack validation data. Simulation codes of powder charging have evolved
enormously in recent years. Now, they can resolve all turbulence scales and the dynamics of each
particle. Whereas experimentally derived, time-averaged, and spatially-resolved profiles of turbulence
statistics and particle concentrations are standard to validate the simulations of uncharged particles,
the equivalent data for powder charging is lacking. The lack of time-averaged and spatially-resolved
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Fig. 2: Simulation of powder charge profiles during pneumatic conveying. The extremes of the pro-
files close to the conveying duct’s walls are hidden from conventional Faraday pails that provide the
integral charge ((a) reprinted with permission from Grosshans and Papalexandris, 2017a).
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(a) (b)

Fig. 3: Simulation of bipolar powder charging during pneumatic conveying. (a) Size distribution of
polydisperse powder. (b) The extremes of the particle charge distribution remain hidden from the
averages provided by conventional Faraday pails (Jantač and Grosshans, 2024). The inset gives the
charge distribution per particle size.

powder charge profiles hinders the validation and further development of simulation codes for powder
flow charging.
The simulation presented in figure 3 depicts bipolar powder charging. Powder charges bipolar if its
size distribution is polydisperse and particles of different sizes collide (Waitukaitis et al., 2014).
We computed the collisional charge exchange by the surface-state/mosaic model in the formulation
of Konopka and Kosek (2017). According to this model, the charge

∆qpp,n = ε(cs,m − cs,n)App (4)

transfers from particle m to n during collision. In the above equation, ε denotes the charge of an
electron or anion with a charge number of -1, and cs,n and cs,m the density of transferrable elementary
charges available on the particles’ surfaces.
The simulation of the particle size distribution in figure 3a results in the charge distribution in figure 3b
(Jantač and Grosshans, 2024). We found that the turbulent carrier flow has a leading influence on the
shape of the resulting charge distribution. More specifically, mid-sized particles collect the most
negative and large particles most positive charge.
Despite the high charge of both polarities collected by specific particle size classes, the charge of the
overall powder remains neutral. That means the integral charge read by a Faraday pail would be zero.
Therefore, the powder charge and the related hazard remain unnoticed.

3 Experiments resolving spatially distributed charge
3.1 Test-rig & measurement system

In response to the need for the resolved powder charge transported by a turbulent flow, we developed
a new measurement technology and installed it at a laboratory-scale pneumatic conveyor (figure. 4a).
The measurement system’s details and accuracy are discussed by Xu et al. (2024). In the following,
we describe modifications to the system and further tests.
At the top of the conveyor, the feeder supplies particles to the duct’s inlet. Optionally, a narrow
aluminum pipe assigns pre-charge to the particles before entering the duct. According to our previous
tests, the net pre-charge is positive (Xu and Grosshans, 2023). The duct conveys the powder vertically
downward, aligned with the gravitational acceleration. After the duct’s outlet, a cyclone followed by
a filter separates the particles from the airflow. A blower sucks the air and powder through the rig.
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Fig. 4: (a) Pneumatic conveying pilot plant to test the new measurement system. (b) Components of
the measurement section: electric field (Ey), laser sheet (green), and PTV camera (Xu et al., 2024).

The duct is made of transparent PMMA, providing optical access for Particle Tracking Velocimetry
(PTV) (figure 4b). The duct’s length, from the inlet to the beginning of the electric field, is 530 mm.
When flowing downstream, the particles reach the measurement section, where two parallel plates
generate an electric field (Ey) that can be switched on or off. The plates are electrically conductive but
transparent so the laser can pass through and illuminate the flow. The duct has a square cross-section.
Each planar wall’s inner side length is H = 50 mm. The laser beam points in spanwise (y) direction.
In streamwise direction (x), the sheet begins 80 mm after the edge of the electric field and spans about
50 mm.
The tests were conducted at a frictional Reynolds number of 360, equal to the abovementioned simu-
lations. The particles were monodisperse, spherical, of a size of d = 100 µm, and made of PMMA.
Their mass flow rate was 0.2 g/s. During the tests, the relative humidity and temperature in the lab
were 52.5% and 21.5 °C.
The measurement system derives the particles’ charge from the force balance and their response to the
electric field. In y direction, the longitudinal axis of the laser beam, the force balance of equation (2)
reduces to

maE
y = Fd,y +Fc,y +Fe,y . (5)

Here, the superscript E indicates the influence of the electric field. Gravitational forces vanish since
the laser points horizontally.
The problem in solving equation (5) lies in the unknown terms Fc,y and Fd,y. The collisional force is
generally unknown, but it can be locally large, even in dilute flows. For particles of St � ∞, the drag
force requires knowledge of the instantaneous gas velocity. However, in turbulent flows, due to the
chaotic fluctuations, the instantaneous gas velocity is unknown.
We proposed a solution to this problem based on averaging,

Q̄ =

(
āE

y − āy +
ūE

y − ūy

τ

)
m
Ey

. (6)

In this equation, the collisional forces and gas velocity vanish even though being implicitly included.
The operator φ̄ denotes the average over many particles at fixed points in space. The particle velocities
and accelerations in the above equation are measured in two separate experiments; one experiment
with the electric field switched off (uy and ay) and one experiment with the electric field switched on
(uE

y and aE
y ). For the mathematical details of deriving equation (6), we refer to the original publica-

tion (Xu et al., 2024).
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3.2 Experimental results

Figure 5 presents the particles’ measured average velocities and accelerations. Figure 6 gives the
particles’ derived charge, in terms of the specific charge (6a) and the electric current (6b).
All data are time-averaged and depict a slice through the duct’s centreline. We succeeded resolving
the flow for 7.4 mm < y < 42.6 mm. Outside of this region, the particles frequently collide with the
walls. Within the electric field, the wall collision frequency changes, which violates the assump-
tions underlying equations (6). Further, the limited camera view close to the duct’s walls led to the
erroneous identification of particle trajectories.
To qualitatively validate the measurement system, we conducted two experiments, one with the pre-
charge pipe and one without. Without the pipe, the particles charge during feeding and flowing
through the duct; they are called flow-charged. With the pipe, the particles receive an additional
pre-charge before entering the duct; they are called pre-charged.
The average wall-normal velocities (figure 5a) and accelerations (figure 5b) fill the terms on the right-
hand side of equation (6). Each data point averages 9000 to 80 000 measured values.
Downstream of the point-like feeding position, the particle flow widened up from the center toward
the walls, as reproduced by the nearly symmetric velocity profile in figure 5a of the flow-charged par-
ticles without the electric field. The particle velocities and accelerations of the pre-charged particles
responded stronger to the electric field than the flow-charged ones.
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Fig. 5: Measured response of the particles to the electric field; Average particle wall-normal (a)
velocities and (b) accelerations.
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Fig. 6: Bipolar powder flow resolved with the new measurement system. (a) Time-averaged specific
particle charge compared to total average particle charge. (b) Time-averaged electric current.

959



Based on the locally highest measured induced wall-normal acceleration, the flow-charged particles
changed their location while passing the electric field in y direction on the average up to 4.9 mm and
the pre-charged particles up to 5.6 mm. Thus, the measurement was invasive. Moreover, this location
change propagates to an uncertainty of the charge profiles’ spatial coordinate in figure 6. Reducing
the downstream distance between the beginning of the electric field and the laser sheet would reduce
spatial uncertainty. However, the chosen distance ensures a low signal-to-noise ratio of the measured
velocity and acceleration responses and the minuscule uncertainty of the derived charge, which we
prioritized over spatial accuracy.
The profiles in figure 6 of both experiments reveal a bipolar charged particle flow. For the flow-
charged particles, the profile is nearly symmetric to the duct’s centreline. Close to the left wall, the
particles carry a positive charge, and close to the right wall, they carry a negative charge.
The measured bipolar charge emanated from same-material contacts with the feeder and the duct’s
walls. During feeding, the particles contacted the feeder’s screw, which was already covered with
other adhering particles. Since also the duct is made of PMMA, the flow-charged particles under-
went only same-material contacts. Same-material contacts, lacking a net direction of charge transfer,
resulted in the observed bipolar charging.
When passing the pre-charge pipe, the particles received, on average, a positive charge before entering
the PMMA duct. In the duct’s left half, the pre-charged profile in figure 6 qualitatively reflects the
charge increase.
On the other hand, in the duct’s right half, the pre-charged particles carried less average charge than
the flow-charged particles. Pre-charging did not simply offset the charge profile; instead, being refined
by the pipe and the assigned charge, changed the flow pattern. An electric field affects the particles,
even without the external field, for example, due to charge spots on the duct. The positively charged
particles moved toward the duct’s left, resulting in the negative offset of the pre-charged particles’
velocity profiles in figure 5a. When the positively charged particles moved to the left, but the negative
ones remained, the local (y > 30 mm) average negative charge increased. Thus, the pre-charged
profile shows the charge increase and its influence on the particle concentration and the local charge
distribution.
Additionally, figure 6 displays the total average charge as a Faraday pail would detect it. That means
the average of the charge profiles weighted by the local particle concentration. Pre-charging increased
the average charge from -0.4 fC to 4.4 fC. However, the resolved peak of the flow-charged particles
is 85 times higher than the average, and the peak of the pre-charged particles is 25 times higher than
the average. Thus, a Faraday pail would dramatically underestimate the flow’s charge.

4 Conclusions
Our simulations demonstrate that whichever powder type or charging mechanism, powder flows
charge non-uniformly. Non-uniform charge means some flow regions or particle size classes charge
stronger or with a different polarity than others. Conventional measurement equipment, such as Fara-
day pails and induction probes, give only the integral flow charge but fail to detect local charge peaks
of both polarities. Our newly developed measurement system can resolve the powder charge in space.
Thus, the new measurement system can detect local extreme charge peaks that were thus far hidden
from measurements. Even though these charge peaks arise during pneumatic conveying, they might
propagate to downstream processes, storages, and silos and ignite the dust. These hidden charge
peaks might enlighten some of the large number of unexplained industrial dust explosions. In any
case, finding these peaks demonstrates that future research in explosion protection should not only
focus on mitigating known hazards but, also, on revealing the hidden ones.
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Abstract 

This paper presents an investigation into one of the most damaging hazards associated with Boiling 

Liquid Expanding Vapor Explosion (BLEVE), specifically focusing on the near-field overpressure 

and impulse effects. Experiments were conducted at a small-scale to study the overpressure and 

impulse using aluminum tubes with a diameter of 50 mm and a length of 300 mm. The tubes were 

filled with pure propane liquid and vapor. The controlled variables, on this work included the failure 

pressure, the liquid fill level, and the weakened length along the tube top. These variables control the 

strength of the overpressure that is characterized by the peak overpressure amplitude, duration of this 

overpressure event and the resultant impulse. Notably, these experiments at a small scale included 

experiments with 100 % liquid fill level. This provided further confirmation that the vapor space is 

the main driver of the lead overpressure hazard. High speed cameras and blast gauges effectively 

illustrated the progressive formation of the shock wave in both temporal and spatial dimensions. 

Furthermore, various predictive models available in the literature are discussed in this paper and new 

correlations were developed to quantify the overpressure duration and impulse. The current analysis 

aims to predict the potential consequence of overpressure events during a BLEVE.  

Keywords: Overpressure, Shock wave, Impulse, Propane, Boiling liquid expanding vapor explosion, 

BLEVE , Vessel failure, Liquid full. 

Introduction 

The boiling liquid expanding vapor explosion (BLEVE) constitutes a distinctive form of physical 

explosion involving a pressure liquefied gas (PLG). It can happen when the pressure vessel containing 

the PLG is severely weakened by some process such as fire heating. Not all explosions observed fall 

under the BLEVE classification as it requires rapid total loss of containment (i.e., full opening of the 

vessel) as proposed by Birk et al. (2007). The BLEVE happens during the sudden explosive release 

of the vapor and liquid energy upon rapid opening of the vessel. The BLEVE results in rapidly 

expanding vapor and flashing liquid that will generate hazards including projectiles, fireballs if the 

commodity is flammable, toxic, or flammable vapor clouds, ground loading, and blast overpressures. 

These hazards close to urban areas, can cause significant consequences in terms of material losses 

and human casualties.  

Numerous researchers have devised models aimed at facilitating hazard mitigation and prediction. 

Casal and Salla, (2006); Planas-Cuchi et al. (2004) developed models based on expansion energy 

using flash fraction of the liquid to quantify the lead shock overpressure. Birk et al. (1996) in response 

to risk and prevention, developed a model to predict the fireball diameter and duration. Moreover, 

Baum et al. (2005) established correlations to predict the projectiles velocity and radius of action 

based on the isentropic expansion energy. As for the ground load, Laamarti E.M. et al. (2024) 

formulated correlations for estimating peak ground load variables associated with small-scale BLEVE 

events. The present study focuses on the near-field overpressure and impulse.  

Overpressures are produced by the expanding vapor and the flashing liquid. They manifest as waves 

that propagate over finite distances, yet they possess sufficient strength to induce structural damage 

to buildings, fracture surrounding glass, and even initiate a cascading chain reaction. Birk et al. (2007) 

identified three overpressures from a BLEVE. The first two are produced primarily by the vapor space 
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release and the third by both vapor phase and flashing liquid. The first overpressure is a steep 

shockwave, followed by a negative phase rarefaction wave caused by the overexpansion of the vapor 

space. The overexpansion leads to a second weaker shock wave. The third wave is produced by the 

flashing liquid and is not a shock wave. The prediction of this specific hazard has been extensively 

explored experimentally and numerically by several authors.  

The exact nature of whether the shock wave overpressure results exclusively from vapor and liquid 

remains a subject to controversy. Giesbrecht et al. (1981) conducted experiments involving rapid 

catastrophic failure of fully propylene filled glass spheres, showing the generation of an overpressure 

wave. However, it is not clear if this overpressure was a shock wave (supersonic). Consequently, 

definitive conclusions regarding the role of liquid phase in shockwave formation remain elusive.  

Van der Berg et al. (2004-2005) formulated a one-dimensional expansion-controlled model assuming 

that flash fraction of the liquid contributes to shock formation. While this assumption leans towards 

a conservative approach, its accuracy remains uncertain.  This perspective contrasted with Baker et 

al. (1983) that suggested that BLEVE shock formation is only a result of vapor expansion as the liquid 

flashing is too slow to produce a shock wave. Presently, advancements in data acquisition 

technologies are leaning toward the understanding that the primary shockwave from BLEVE, is an 

outcome of the vapor expansion alone, with no significant contribution from liquid phase. The liquid 

produces a slower and powerful contribution in the form of ground loading, projectiles, and dynamic 

pressure (drag) effects. Across different scales, Birk et al. (2007), Eyssette (2018) and current 

experiments provided experimental evidence on contributions of vapor and liquid to BLEVE hazards.  

Currently, to estimate the overpressure theoretically, a predominant approach has been based on 

isentropic expansion energy derived from thermodynamic first principles. Researchers like Brode et 

al. (1959), and Prugh et al (1991) adopted this method. In contrast, some other models integrated 

irreversibly to account for heat losses as the one developed by Planas-Cuchi et al. (2004) and Casal 

et al. (2006). While both approaches yielded conclusive results when compared to experiments, these 

models, while informative, fail to account for the complexity of opening dynamics in real-world 

scenarios and do consider flash fraction of the liquid in shock formation. Nevertheless, a new 

approach, far from energy models, was introduced by Birk et al. (2018) with the shock start model 

using the 1D shock tube equation and spherical shock wave theory.  

This paper presents a set of new overpressure data from 2022 experimental campaign done by 

Laamarti E.M. et al. (2024) complemented by data from Eyssette (2018). The collected data include 

a broader range of controlled variables, including failure pressure, liquid fill level and weakened 

length, thereby extending the scope of the existing data. Notably, analysis on unaddressed aspects of 

overpressure was carried out using all the experimental results from a small-scale apparatus. This 

study further investigates the use of Friedman-Whitham approach  for spherical shock waves 

combined with the shock tube model. Correlations are introduced to address the interplay of 

dependent overpressure variables, specifically the lead overpressure peak and duration, and the 

resulting impulse.   

1. Small scale propane BLEVE experiments 

1.1. Experimental apparatus 

The experiments were conducted with small-scale tubes of 300 mm length and 50 mm diameter. A 

total of 36 experiments were conducted in 2022. The tubes were made from aluminum type 6061 T6 

annealed to T0 temper to reduce the material’s yield and ultimate strength. The tubes were machined 

along the top to reduce the wall thickness along a defined weakened length. To reduce the effects of 

age hardening, the tubes were stored in a freezer at -40⁰C before the testing. The tube preparation 

facilitated tube rupture at desired failure pressures, thereby delineating both the location and size of 

the burst opening. To initiate the BLEVE, the tubes were filled with propane and subjected to an 

external heater, along the tube bottom (Fig.1.[Left]). The heater primarily heated the liquid to produce 

saturated mixture of liquid and vapor. The heating caused the pressure to rise in the vessel until it 
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failed. Failure occurred in the weakened length when the von Mises stress reached the yield strength 

of the annealed aluminum. High and low speed instruments were used to capture the hazards produced 

by the small-scale BLEVE. This included thirteen pencil blast gages positioned at varied locations, 

diverse angles, and elevations [vertical, horizontal, 45⁰ angle] around the subjected tubes. The vertical 

gages PCB 137B28 labelled TOP 1,2,3 and 4, are positioned respectively at 15,20,30 and 40 cm above 

the tube. These gages boast a range of 3.45 bar, a response time of 1 µs, a sensitivity of 14.5mV/kPa 

and an uncertainty of under 2%. The remaining gages, PCB 137A23, are placed at different angles 

and sampled at 200 kHz. They also have a range of 3.45 bar, a response time of 4 µs, a sensitivity of 

14.5 mV/kPa and an uncertainty of 0.2 %.   

     

Fig. 1. BLEVE 2022 Experimental apparatus 

Three high speed cameras were strategically positioned at the front, side, and window views to 

capture the details of the explosion and observe the overpressure details. Operating at a rate of 

approximately 24,000 fps, these cameras featured an exposure duration of 40 µs. A detailed 

description of the apparatus is presented in Laamarti.E.M et al. (2024). 

1.2. Experimental apparatus 

The small-scale BLEVE experiments carried out in 2022 [Fig.2] by Laamarti.E.M et al. (2024) for 

various operating conditions has been complemented by data from Eyssette (2018) [Fig.3]. The 

controlled variables that were selected to attain the desired burst conditions included:  

- Failure pressure 𝑃𝑓 [Barg or Bara] : g and a stand for gage and absolute pressure 

- Liquid fill (volume fraction) 𝜑 [%]    

- Weakened length 𝐿𝑐 [m] 

These variations in operating conditions help understand the impact of controlled variables and 

whether similar conditions can yield to same outcomes.  

 
Fig. 2. Summary Laamarti BLEVE Experiments 2022  Fig. 3. Summary Eyssette (2018) BLEVE Experiments 

New data for 100 % liquid fill level was achieved to discern the specific contribution of liquid phase 

in the formation of shockwaves. The experimental variables were systematically modified in a 

progressive manner, thereby facilitating an investigation into the individual influence exerted by each 
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variable on the resultant blast wave. Among the experiments, a total of nine experiments resulted in 

partial opening of the vessel, thus showing the effect of opening size on the strength of the hazards 

produced by the BLEVE.  

1.3. BLEVE Overpressures 

Variations in the operating conditions generate various data on the dependant near-field overpressure 

variables. Conventionally, a BLEVE produces a sequence of overpressure events, consisting of an 

initial first lead shock overpressure from vapor phase followed by an under-pressure wave, a second 

wave from vapor phase and a third wave overpressure from both vapor phase and liquid flashing. 

Fig.4 shows a typical blast data measured at 20 m from a 2000 L propane tank. Three successive 

wave overpressures generated during a BLEVE are visible on the graph. The magnitude, the duration 

and the impulse of the lead shock overpressure will be explored in this study. 

 

Fig. 4. Overpressure measured at 20 m from the side of a 2000 L propane tank, Birk et al. (2007) 

The objective is to formulate a physics-based analysis of the dependant variables, specifically 

extracted from vertical blast gages, because they measured the strongest overpressure for the top 

opening failure. The variables were:  

• Peak overpressure of the first wave [Bar] 

• Duration of the first wave overpressure [s] 

• Impulse per unit area of the first wave overpressure [Bar.s] 

The lead shock decays with distance and is assumed to follow spherical shock theory. The data 

suggests that vessel filled to 100 % capacity with liquid generate solely an overpressure with no 

shockwaves. Thus, the shock tube equations and the Friedman-Whitham spherical shock theory 

cannot be applied.  

2. Numerical Methods 

2.1. Shock tube theory  

During a BLEVE, the pressure vessel fails, and the vapor leaves the vessel, creating pressure on the 

surrounding air. This rapid pushing on the atmosphere results in a series of compression waves that 

pile up and forms a supersonic shock wave to meet the flow constraints (Fig.5). 

Commonly referred to as a “surface of discontinuity”, the shock wave refers to a sharp pressure rise 

that then tails off with distance. The shock strength and shape depend on many factors, such as:  

• The operating conditions: Failure pressure, weakened length, liquid fill.  

• The type of opening: whether partial or full opening of the pressure vessel. 

• The rate of opening due to the uneven thickness of the weakened length  

The BLEVE resulting from a cylindrical vessel will generate a cylindrical shock that will transition 

to a spherical shock as it propagates through an unconfined environment at a transient state. The 
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initial overpressure can be calculated using the shock tube equation, especially if the opening of the 

vessel is extremely rapid. To use the normal shock tube equations and accurately determine the 

stagnation properties, it is essential to transition from the unsteady moving normal shock resulting 

from the explosion to a steady state by moving with the shock [Fig.5].  

 

Fig. 5. Shock wave for [A] unsteady and [B] steady cases 

The 1D normal shock tube equations developed by Rankine-Hugoniot (1870) can then be applied to 

address the stationary problem. These equations satisfy the continuity, momentum and energy 

equations which result in: 

 

 
𝑃4

𝑃1
=

𝑃2

𝑃1
 

[
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]
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 (1) 

The static pressures obtained by transitioning to steady state are: (White,1986):  

 𝑃2

𝑃1
=

2𝛾1𝑀
2

(𝛾1 + 1)
−

(𝛾1 − 1)

(𝛾1 + 1)
   

(2) 

 𝛥𝑝𝑠𝑡 = (𝑃2 − 𝑃1) => 𝑜𝑣𝑒𝑟𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 (3) 

➢ State 2: Explosion side (before shock = downstream part) 

➢ State 1: Unaffected side (after shock = upstream part) at ambient conditions  

ℎ1 and ℎ2: Enthalpy at state 1 and 2            𝑆: Supersonic shock speed    

𝑇1 and 𝑇2: Static temperature at state 1 and 2                     𝑃4: Static failure pressure     

𝑃1 and 𝑃2: Static pressure at state 1 and 2                          𝛾1: Air specific heat ratio (1.4) 

𝑆1 and 𝑆2: Entropy at state 1 and 2                                     𝑎4: Speed of sound in propane                   

𝛾4: Propane specific heat ratio (1.3)           𝑀: Mach number   

𝑢𝑏: Blast wind speed (speed of air behind the shock)        𝑎1: Speed of sound in air  

All terms are expressed in SI units : meters (m), seconds (s), pascals (Pa), Joule (J), Kelvin (K). 

2.2. Friedman Whitham approach 

Under the assumption of spherical expansion, the variation of shock strength with distance can be 

predicted using the Friedman Whitham relation (Friedman,1960) as follows: 

 
[
𝑹

𝑹𝟎
]
𝟐

= 𝒆(𝟐𝛾𝟏−𝟐)
−

𝟏
𝟐 𝐬𝐢𝐧−𝟏 [
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(4) 

Where  
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1
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(5) 

 
𝑍 = ((𝛾1 − 1)𝑀2 +  2)

1
2 

(6) 
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𝑅: Radius of the hemispherical shock  

𝑅0: Radius of the hemispherical sphere surface of the vapour phase where the shock started  

 

𝑅0 = [
3(1 − 𝜑)

4𝜋

𝑉𝑡𝑢𝑏𝑒

2
]

1
3

  (8) 

𝑉𝑡𝑢𝑏𝑒: Volume of the tube 

 
[
𝛥𝑝𝑒𝑥𝑝

𝛥𝑝𝑠𝑡
] = [

𝑅

𝑅0
]
𝑛

≃ [
𝛥𝑝𝐹𝑤

𝛥𝑝𝑠𝑡
] = [

𝑅

𝑅0
]
𝑛

 (9) 

𝛥𝑝𝐹𝑤 : Overpressure from Friedman Whitham  

𝛥𝑝𝑠𝑡 : Overpressure from shock tube equations  

𝛥𝑝𝑒𝑥𝑝: Experimental overpressure 

n: Index 

2.3. Duration of lead overpressure 

The duration of the lead overpressure is an important dependant variable that helps evaluate the 

strength of the shock. The longer the duration of lead overpressure prolongs the exposure of structures 

to the intense force exerted by the blast wave potentially leading to great damage. Moreover, 

prolonged overpressure can result in secondary effects such as structural fatigue and domino effects. 

The experimental value is found from the base of the triangular shaped peak overpressure. The 

duration of lead overpressure, being solely an outcome of the vapor phase, can be rendered non-

dimensional by dividing it by the duration of vapor release.  

 
𝑡𝑜𝑣
∗ =

𝑡𝑜𝑣

𝑡𝑣𝑎𝑝
   𝑤𝑖𝑡ℎ  𝑡𝑣𝑎𝑝 = 

𝐷

𝑎
  (10) 

𝑡𝑜𝑣 : Experimental duration of overpressure [s]                             𝐷 : Tube diameter [m] 

𝑡𝑜𝑣
∗ : Dimensionless duration of overpressure                              𝑡𝑣𝑎𝑝: Duration of the vapor phase [s] 

𝑎 : Speed of sound in vapor propane [m/s]. 

2.4. Impulse per unit Area 

The impulse per unit area is determined by integrating the first peak overpressure over its duration. 

The wave form is nearly an isosceles triangle, and the integral is approximately equal to :  

 
𝐼𝑜𝑣 =

𝛥𝑝𝑒𝑥𝑝 𝑡𝑜𝑣

2
 (11) 

𝐼𝑜𝑣 : Experimental Impulse per unit area [bar. s] 

The formula corresponds to the impulse per unit area experienced by an object exposed to a blast. 

The condition is that the object is small enough for the impulse per unit area to remain constant across 

its surface.   

2.5. Correlation equation 

The duration and the impulse from the first overpressure have been correlated to the independent 

variables to formulate a predictive equation equal to:  
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𝑡𝑜𝑣 ≃ 𝑡𝑜𝑣_𝑐𝑜𝑟 = 𝐾1 (

𝑃𝑓

𝑃𝑎𝑡𝑚
)
𝑎

(𝜑)𝑏 (
𝐿𝑐

𝐿𝑣
)
𝑐

𝑡𝑣𝑎𝑝 (12) 

𝑡𝑜𝑣_𝑐𝑜𝑟: Correlated duration of lead overpressure [s]    

a, b. c, 𝐾1, are constants                          

For the impulse per unit area, and the corresponding equation is : 
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𝐼𝑜𝑣_𝑐𝑜𝑟 =

𝛥𝑝𝐹𝑤 𝑡𝑜𝑣_𝑐𝑜𝑟

2
         (13) 

3. Results and discussion 

3.1. Opening dynamics 

The opening dynamics of the vessel are believed to strongly influence the resultant overpressure. 

Experiment 30 from Laamarti BLEVE experiments 2022 can be compared with Experiment 26 by 

Eyssette (2018) under similar initial conditions of failure pressure, liquid fill and weakened length. 

Fig.6 [Left] shows the lead overpressures and Fig.6 [Right] shows the tube opening. As it can be seen, 

the overpressure vs time is quite similar except the Eyssette (2018) data shows a rising pressure after 

the initial overpressure. This could be attributed to the larger size of the laboratory used in the Eyssette 

(2018) experimental campaign and the difference of 5-10 % liquid fill, which couldn’t be precisely 

controlled due to leaking issues.  

 

Fig. 6. Lead overpressure TOP 1 vertical gage (15cm)  [a] Eyssette (2018) [b] Laamarti Experiments 2022 

3.2. Influence of failure conditions on top vertical blast overpressure 

The controlled failure conditions influence the lead overpressure strength and impulse. While prior 

studies on near field overpressure predominantly focused on the blast wave’s peak overpressure, this 

investigation extends its scope to include the study of the impulse. To discern the impact of the 

controlled variables, experiments were selected with similar conditions and with only one parameter 

changing at a time (Fig.7). 
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Fig. 7. [Left]Comparative study of the first lead peak overpressure from TOP 1 blast gage [Right]High-speed 

camera Experiment 20; Frame 1 (time =0 ms): no failure, Frame 2 (time = 0.4 ms): Lead shock reached TOP 

1 (15 cm), small white cloud (vapour) starting. Frame 3 (time = 0.8-1.2 ms): Flashing process. Horned beast 

expansion of contents. Frame 4-5 (time = 1.6-2 ms): Internal vessel pressure drops progressively to 

atmospheric pressure and the second wave reaches TOP 1 gage. Frame 6 (time = 3.1=5.2 ms): Cloud 

dispersion 

The sequence of events remains consistent across the experiments; however, the duration of these 

events varies depending on the operating conditions and the opening dynamics involved.  

Using experiment 20 as a reference point, experiments 18, 25 and 29 respectively represent an 

increase of liquid fill, a decrease of failure pressure and a decrease of weakened length. Fig.7a shows 

the overpressures measured by the blast sensor TOP 1 positioned 15 cm above the top of the tube. 

Below are summaries of the experiments.  

Experiment 20 \Experiment 18: Increase of the liquid fill level from 20 % to 90 % 

• reduced maximum peak overpressure.  

• increased duration of the peak wave. 

• reduced impulse.  

• formed two clear pressure peaks.  

• negative phase amplitude is similar for 

both experiments.  

In fact, high liquid fill level does imply lower amount of vapor phase energy and thus a more rapid 

decay of overpressure with distance.   

Experiment 20 \ Experiment 25: Decrease of the failure pressure from 23 to 14 Barg.  

• reduced maximum peak overpressure.  

• increased duration of the peak wave 

• reduced impulse. 

• reduced the negative phase amplitude.  

• ratio of failure pressures is equal to the 

ratio of peak overpressures (0.67)  

The failure pressure describes the pressure difference between the atmospheric pressure and the tube 

pressure. As expected, lower failure pressure produces a weaker pressure wave. 

Experiment 20 \ Experiment 29: Decrease of the weakened length from 100 to 75 mm. 

• smaller opening 

• reduced maximum peak overpressure.  

• no change on duration of peak wave 

• slightly reduced the negative phase 

amplitude.  

The contents exiting the pressure vessel through a smaller opening area had an impact on the 

maximum peak overpressure, as the reduced opening of the vessel walls interfered with the formation 

of the shock.   

Overall, it was observed that all controlled operating conditions resulted in changes to the 

overpressure characteristics measured at 15 cm above the tube. An important dependence was noted 

for failure pressure and liquid fill level, while a partial dependency was identified for weakened 

length. This underscores the necessity to develop correlations that link lead overpressure 

characteristics to the controlled variables. While the crack velocity, which describes the way the 

pressure vessel opens, is believed to exert a certain impact, control over this parameter has not been 

achieved to date.  

3.3. Estimation of the lead peak overpressure  

The lead peak overpressure from the vertical blast gage at 15 cm above the tube is presented in Fig. 

8 and 9 for both Laamarti BLEVE 2022 campaign and Eyssette (2018) as a function of the failure 

pressure, liquid fill, and weakened length. The graphical representations reveal a discernible pattern: 

the magnitude of the experimental overpressure consistently increases with an increase in failure 

pressure and weakened length, while it decreases with a rise in liquid fill. This phenomenon can be 

attributed to the vapor phase; a larger volume of vapor phase correlates to a slower pressure decay 

over distance, resulting in a higher magnitude of overpressure at a specified distance.  Moreover, the 

graph shows that at a similar failure pressure, the 100 % liquid fill cases failed partially and gave the 

lowest peak overpressure. 
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Fig. 8. Lead peak overpressure Laamarti Experiments 2022  Fig. 9. Lead peak overpressure Eyssette (2018) 

The experimental peak overpressures were normalized by the calculated peak overpressures from the 

shock tube equation under identical operating conditions. These normalized values are represented in 

Fig.10 with respect to dimensionless distance.  

 

Fig. 10. Lead peak overpressure from TOP blast gages   Fig. 11. Lead peak overpressure from all gages 

Results from both campaign exhibit similarities, overlaying each other and revealing the general 

behaviour of the shock wave. As distance increases, the overpressure shows a 1/R rate of decay, 

indicative of the weakening shock because of energy dissipation in the surrounding atmosphere and 

an expanding shock surface area. Experimental findings demonstrate that the vertical overpressures 

are more powerful compared to those measured by the 45⁰ angle gages and the horizontal gages, as 

depicted in Fig.11. This can be primarily attributed to the dynamics of opening, particularly the energy 

required to flatten the vessel walls.  

The experimental findings presented above can then be contrasted with the prediction from the 

Friedman-Whitham theory for each experiment, for instance experiment 2 and 6 are illustrated in Fig. 

12. The overpressures were normalized by the overpressure from the shock tube equations.  

The comparison between experiments and the Friedman Whitham approach for experiment 2 

indicates a good approximation of the solution with a minor discrepancy observed in the exponent 

value. This deviation in results can be attributed to small differences in the opening of the vessel. For 

lower liquid fill levels, the overpressures are faster and stronger and the Friedman-Whitham model 

tends to overpredict the actual experimental data. Furthermore, the shock fully forms within the 3-4 

times the tube diameter range, thus it may fully form at TOP 2, 20 cm above the tube, rather than 

TOP 1 (15 cm). This is visible for experiment 6 where the second experimental overpressure data 

point at 20 cm surpasses the first one at 15 cm.  
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Experiment 2: 99 % | 150 mm | 24 Barg        Experiment 6: 50 % | 150 mm | 23.1 Barg 

Fig. 12. Comparative study of the prediction of the overpressure from blast vertical top gages    

The Friedman-Whitham prediction is compared with the experimental overpressure data obtained for 

all experiments at various heights above the tube as illustrated in Fig.13. 

 

Fig. 13. Comparative study of the prediction of the overpressure from blast TOP gages    

The graph distinctly illustrates that the Friedman-Whitham relation tends to slightly overestimate the 

experimental overpressure. However, it is noteworthy that dividing the Friedman-Whitham formula 

by approximately half underestimate the weakest overpressures.  

On the overall experiments, the exponent for vertical blast gages was obtained between -0.8 and -

1.02 for the Friedman-Whitham approach and between -0.87 to -1.25 for the experiments such as:  

[
𝛥𝑝𝑒𝑥𝑝

𝛥𝑝𝑠𝑡
] = [

𝑅

𝑅0
]
−0.87 𝑡𝑜−1.25 

≃ [
𝛥𝑝𝐹𝑤

𝛥𝑝𝑠𝑡
] = [

𝑅

𝑅0
]
−0.8 𝑡𝑜−1.02

 

3.4. Estimation of the duration of lead overpressure 

The power of a shock aligns with the energy of the overpressure over time – indicating that a longer 

duration of overpressure corresponds to a stronger shock. Thus, this investigation targets the duration 

of overpressure quantified by measuring the integral under the maximum peak overpressure, evenly 

distributed along the isosceles triangle. Fig.14 illustrates the overpressure duration under various 

operating conditions derived from 2022 and Eyssette (2018) experimental campaigns. In Fig.14, it is 

observed that the experimental duration of lead overpressure increases with higher liquid fill. 

Conversely, an increase in failure pressure leads to a decrease in experimental duration. The influence 
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of weakened length is less evident. Importantly, cases with 100 % liquid fill showed the longest 

duration of lead overpressure.  

 
Fig. 14. Duration of TOP 1 gage [15cm] lead overpressure from  [Left] BLEVE 2022 [Right] Eyssette(2018)  

The dimensionless duration of lead overpressure [Equation 10] has been calculated for both Laamarti 

BLEVE 2022 experiments and Eyssette (2018). A correlation [Equation 12] with specific exponents  

has been numerically derived to match the dimensionless duration from 2022 experimental data based 

on operating conditions. Subsequently, this correlation has been then applied to Eyssette (2018) 

experiments, showing a very consistent fit with the results (𝑦 =  𝑥0.99). Fig. 15 [Left] shows the 

dimensionless duration of overpressure with respect to the correlation for both campaigns.  

 
Fig. 15. [Left] Dimensionless duration of lead overpressure at TOP 1 gage (15 cm vertically) [Right] 

Experimental vs correlated duration of lead overpressure from TOP 1 gage (15 cm vertically)  

The graph reveals five data points with a distinct behaviour from the rest. These points are 100 % 

liquid fill scenarios, and they have a prolonged duration of lead overpressure compared to other 

experiments because of the different opening dynamics involved. Consequently, the 100 % liquid fill 

cases are not included in the formulation of the duration of lead overpressure. The average duration 

of lead overpressure found numerically is expressed as follows:  

𝑡𝑜𝑣_𝑐𝑜𝑟 = 9.05 (
𝑃𝑓

𝑃𝑎𝑡𝑚
)

−0.66

(𝜑)−0.20 (
𝐿𝑐

𝐿𝑣
)
0.02

𝑡𝑣𝑎𝑝 

Fig. 15 [Right] shows the experimental vs correlated duration of lead overpressure. From the graph, 

the highest duration covering the upper bound of data cloud (100 % liquid fill excluded) is  

𝑡𝑜𝑣_𝑐𝑜𝑟_𝑚𝑎𝑥 = 𝑘𝑡𝑜𝑣_𝑐𝑜𝑟         𝑤𝑖𝑡ℎ 𝑘 = 1.64 

This correlation is applicable within 3-4 times the diameter (3-4D) range, where the maximum peak 

overpressure was registered, and has undergone validation exclusively at small scale (D = 50 mm 

L/D = 6) for both Laamarti Experiments 2022 and Eyssette (2018) data. There are not applicable for 

100 % liquid fill, and they require validating at larger scale.  

3.5. Estimation of the impulse per unit area  
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The experimental peak overpressure is shown as a function of the lead overpressure duration in Fig. 

16 [Left]. The plot shows that the highest peak overpressures have shorter durations. The duration 

will depend on the weakened length, the failure pressure, the liquid fill, and the opening dynamics. 

Fig.16. [Left] shows again the five points, each with 100 % liquid fill,  as observed in Fig.15. These 

points exhibit a combination of low overpressure magnitude and long duration, despite having similar 

failure pressures as the other liquid fill cases. This suggests the distinctive characteristics of BLEVEs 

with 100 %  liquid fill. Further investigation is required for this specific BLEVE scenarios. Fig.16 

[Right] shows that most of experimental results lie beneath the average predicted impulse line, 

aligning with the intended goal of overpredicting the results. The upper and lower bounds of the 

experimental impulse are determined by twice and one-fourth the average impulse.  

  
Fig. 16. [Left] Experimental Lead peak overpressure vs overpressure duration [Right] Experimental 

Impulse per unit area vs Correlated Impulse per unit area.  

By employing Equation 13, the correlation for impulse per unit area can be written as:  

𝐼𝑜𝑣_𝑐𝑜𝑟 =
𝛥𝑝𝐹𝑤9.06 (

𝑃𝑓

𝑃𝑎𝑡𝑚
)
−0.66

(𝜑)−0.20 (
𝐿𝑐

𝐿𝑣
)
0.02

𝑡𝑣𝑎𝑝

2
 

𝐼𝑜𝑣_𝑐𝑜𝑟 =
𝛥𝑝𝑠𝑡 [

𝑅
𝑅0

]
−0.8 𝑡𝑜−1.02

9.06 (
𝑃𝑓

𝑃𝑎𝑡𝑚
)
−0.66

(𝜑)−0.20 (
𝐿𝑐

𝐿𝑣
)
0.02

𝑡𝑣𝑎𝑝

2
 

4. Conclusion 

The investigation into near-field overpressure from small-scale propane BLEVE experiments (D = 

50 mm, L = 300 mm, volume =589 cm3) provides new insights into the calculation of impulse per 

unit area from the lead blast overpressure. The study focused on vertical blast gages positioned above 

the tube, precisely where the maximum peak overpressure is registered.  

Analysis of the Laamarti BLEVE experiments 2022 and Eyssette (2018) experimental campaign 

revealed that experiments with high failure pressures, low liquid fill levels, and long weakened 

lengths produced the highest peak overpressures. Notably, experiment 16 from BLEVE experiments 

2022 exhibited the greatest peak overpressure, aligning with the highest failure pressure (35 Barg), 

the longest weakened length (150 mm), and the lowest liquid fill level (15 %). This observation 

suggests that the vapor phase contributes to high overpressure magnitude and is mainly responsible 

for shock formation.  

The duration of lead overpressure was found to increase with high liquid fill levels and low failure 

pressures. However, when the liquid fill level reached 100 % (compressed liquid), the duration of 

lead overpressure was relatively longer. Consequently, the established correlation is not applicable to 

scenarios involving 100 % liquid fill.   

Finally, a formula for the impulse per unit area was derived based on the Friedman-Whitham approach 

and the developed correlation for the duration of lead overpressure. Presently, this impulse formula 
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is validated only at a small scale and still require validation at a larger scale. Moreover, it is important 

to reiterate that the correlation does not apply to liquid full fill cases where the vessel fails under 

hydrostatic conditions. Hence, additional investigation is necessary for scenarios involving 100 % 

liquid fill, as they represent a specific case of BLEVE.  
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Abstract
In this paper we present a computational study of electrification of liquid dielectrics in channel flow
and at moderate turbulence intensities. For purposes of computational savings this study consists
of large eddy simulations, according to which the large turbulent scales are directly resolved by
the computational grid while the effect of the smaller unresolved scales is suitably modeled. First
we examine different subgrid-scale models for the electric charge density. Their efficacy is then
assessed via comparisons with results from direct numerical simulations at low turbulence intensities.
According to our analysis, themost efficientmodel is the one based on the eddy diffusivity approach and
the introduction of the turbulent electric Schmidt number. Subsequently, we present numerical results
of electrification of benzene in channel flow and at different Reynolds numbers. Herein we discuss the
various stages of the electrification process and the variation of the total charge and streaming current
with the turbulence intensity. According to our findings, the increase of the turbulence intensity rises
dramatically not only the amount of charge transported in the bulk of the fluid but also the rate at
which this transport takes place. Finally, we present results for the statistics of the charge density,
which provide additional insight about the distribution of the electric charges in the liquid.

Keywords: flow electrification, turbulent flows, dielectric liquids, large eddy simulations, electrical
double layer, electrohydrodynamics.

1 Introduction
Flow electrification occurs when electric charges are transported from the interface between a

solid boundary and a flowing liquid dielectric towards the bulk of the flow domain. The class of liquid
dielectrics includes several hydrocarbons like benzene, toluene, heptane and others. In their pure
state, liquid dielectrics are free of electric charges. However, they inevitably contain impurities. In
turn, these impurities get dissolved into particles carrying electric charge, namely, anions and cations.
These charged particles then participate in the formation of the Electrical Double Layer (EDL) at the
interface between a solid boundary and the liquid dielectric. The first layer of the EDL is referred to
as the surface charge and is on the side of the solid body.

The second layer is on the side of the liquid and is composed of ions attracted to the surface charge.
It consists of two sublayers, the Stern and the diffuse layer. The Stern layer, whose thickness is of the
order of the ion size, is anchored to the solid boundary and contains ions whose charge is opposite to
that of the surface charge, so as to maintain an electrically neutral interface. On the other hand, the
diffuse layer has a more loose structure and the concentration of ions therein decreases away from the
solid surface. Typically, the thickness of the EDL is a few Debye lengths. The Debye length is the
characteristic length-scale of electrostatic effects in fluids and plasmas. It is of the order of a micron
and its precise value depends on the electrical properties of the medium (Atkins et al., 2018, Berg,
2010). In particular, it is proportional to the square root of the electrical resistivity of the liquid.

Liquid dielectrics have high resistivity hence Debye length. Accordingly, the thickness of their
diffuse layers is comparatively higher than in other liquids. This makes it easier for electric charges
to be transported away from the diffuse layer and towards the bulk of the flow domain. In other
words, a thicker diffuse layer facilitates flow electrification. However, this phenomenon leads to high
streaming currents, i.e. electric currents due to the convective motions (flow) of the liquid, which
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constitute a major safety hazard. By now it is well documented that electric discharges caused by
flow electrification of flammable dielectrics have caused many accidents in the petroleum and process
industries; see for example the earlier reports of Klinkenberg (1959, 1964) and the more recent
account of Ohsawa (2011). Additionally, flow electrification is often responsible for the failure of
power transformers (Bourgeois et al., 2005).

Since flow electrification represents a major safety hazard, it has been the subject of concentrated
research efforts in the past. Moreover, since the phenomenon involves convective transport of charges,
it had been proposed early on that flow turbulence plays a significant role to it. For example, Touchard
(1978) proposed a model for the charge-density profile in turbulent flows that assumed constant charge
density in the bulk of the flow. However, that profile was discontinuous at the edge of the diffuse layer.
This was corrected later in the model of Cabaleiro et al. (2019) who proposed a continuous profile but
without properly taking into account the convective transport of ions. Very recently, Touchard (2021a)
proposed to combine those two models. Comparisons of these three models with experimental results
were reported by Touchard (2021b). Additional studies on the streaming current in the diffuse layer
have been provided by Abedian and Sonin (1982), Domínguez and Touchard (1997), Paillat et al.
(2001) and others.

The above works have provided important physical insight on the phenomenon and elucidated the
role of several underpinning mechanisms. However, they all focused on the charge-density distribution
in a stationary state, i.e. by assuming that the electrification process has been completed. Further,
they necessarily relied on approximate expressions for the mean velocity profile in a turbulent flow.
Therefore, they did not provide information about the evolution of the electrification process and,
furthermore, did not quantify the role of the turbulence intensity.

In a recent paper (Calero et al., 2023), we presented a numerical study of the electrification process
in turbulent channel flows at weak turbulence intensities. This study consisted of Direct Numerical
Simulations (DNS), which means that the computational grid of the flow domain was sufficiently
refined so as to resolve all turbulent structures and flow scales. According to our simulations, the
amount of electric charge transported in the interior of the channel increases dramaticallywhen the flow
becomes turbulent. Also, the electrification rate increases with the turbulence intensity. This is due to
the fact that, as the turbulence intensity increases, the thickness of the hydrodynamic boundary layer
becomes comparable to that of the diffuse layer which, in turn, facilitates and enhances the convective
transport of charged particles. Accordingly, electric charge is built up rapidly in the interior of the
channel until it reaches a plateau, which signals the completion of the electrification process.

In the present paper, we expand upon our earlier results and study numerically the electrification
process at higher turbulence intensities, i.e. at higher Reynolds numbers. The grid-resolution re-
quirements increase tremendously as the turbulence intensity increases because of the development of
ever smaller flow structures (eddies). Therefore, for purposes of computational savings, the present
study is based on Large Eddy Simulations (LES) instead of DNS. According to the LES approach, the
computational grid is sufficiently fine to resolve the large turbulent structures of the flow-field, which
are also the ones that contain most of the turbulent kinetic energy. Whereas the effect of the smaller
unresolved structures is modeled.

2 Governing equations
In the flows of interest, dynamic currents due to charge transport are very small so that electro-

magnetic induction is negligible. Variations of the fluid density and temperature are assumed to be
negligible as well. Accordingly, the governing equations are the Navier-Stokes equations, supple-

977



mented by the transport equation for the electric charge and the Gauss law for the electric field (Calero
et al., 2023). In the context of LES, the filtered version of these equations read,

∇ ··· ũuu = 0, (1)
∂ũuu
∂t
+

(
ũuu ··· ∇

)
ũuu+

1
ρ
∇p̃ = ν∇2ũuu+

1
ρ

F̃FFel −∇ ··· τττ, (2)

∂ ρ̃el
∂t
+ ũuu ··· ∇ ρ̃el = D∇2 ρ̃el−

σ

ε
ρ̃el−∇ · ζζζ , (3)

∇2φ̃ = −
ρ̃el
ε
. (4)

In the above system, ũuu = (ũ, ṽ, w̃) and p̃ stand respectively for the filtered fluid velocity and dynamic
pressure, while ρ and ν denote the fluid density and kinematic viscosity. Also, ρ̃el and φ̃ are the filtered
electric-charge density and electric potential. In otherwords, ẼEE =−∇φ̃with ẼEE being the filtered electric
field. Further, σ, ε and D are, respectively, the electric conductivity, electric permittivity and ionic
diffusivity of the fluid. For the problems of interest these quantities can be assumed to be constant;
see relevant discussion in Calero et al. (2023).

Assuming that the absolute values of the valences of anions and cations are equal, the electric
charge density is defined by,

ρel = e0z(nP− nN) , (5)

where e0 is the elementary charge, z the absolute ionic valence and nP and nN the concentrations of
cations and anions, respectively. Also, the expreesion for the Debye length reads, λD =

√
ε D/σ

(Paillat et al., 2001).
In the momentum equation (2), the forcing term F̃FFel is the filtered Lorentz force, i.e. the volumetric

electric force acting on the fluid. Also in (2), the residual tensor τττ represents the unclosed terms of
the filtered momentum equation (2) and has to be modeled. Similarly, the residual vector ζζζ represents
the unclosed terms of the filtered charge-density equation and has to be modeled as well.

In the problems of interest, the relevant hydrodynamic dimensionless group is the Reynolds number.
Our study is concerned with electrification in turbulent channel flows and it is therefore convenient to
introduce the friction Reynolds number Reτ = uτh/ν, where h is the half-width of the channel and uτ
is the friction velocity. The latter one is defined as uτ =

√
τw/ρ with τw being the wall shear stress.

Also, the dimensionless groups related to charge transport are the electric Schmidt number, Sc = ν/D,
and the ratio between the hydrodynamic and electrostatic time scales rt = (h/uτ)/(ε/σ). The ratio
ε/σ appears in the ohmic-resistance term of (3) and is commonly referred to as the charge relaxation
time.

The literature on subgrid-scale modeling for the Navier Stokes equations is vast; see, for example,
(Sagaut, 2005) and references therein. The most common approach is to introduce the eddy-viscosity
concept according to which τττ is represented as an additional viscous stress-tensor. Then, we have,

τττ−
1
3
tr(τττ)III = −2νt S̃SS , (6)

where tr(τττ) is the trace of τττ, III the identity tensor and S̃SS the filtered strain-rate tensor, S̃SS = 1/2
(
∇ũuu+

(
∇ũuu

)>) .
Typically, the eddy viscosity νt is assumed to scale linearly with the amplitude of the strain rate, i.e.

νt = (CS∆)2
√

S̃SS : S̃SS , (7)

where the double dot denotes the double interior product between two 2nd-order tensors, CS the
so-called Smagorinsky coefficient and ∆ the nominal filter size: ∆ = (∆x∆y∆z)1/3 with ∆x, ∆y and
∆z the dimensions of a given computational cell. This choise for the nominal filter size is the one that
is most often used in practice.
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In our simulations we set CS = 0.17, which is the value proposed by Lilly (1992) for channel flows.
To correct the behavior of the eddy viscosity in the near-wall regions, it is common to add in (7) the
van Driest damping function (Pope, 2000). This approach was also adopted in our study. Accordingly,
the eddy viscosity reads,

νt =
(
0.17∆

(
1− e−y

+/25
))2

√
S̃SS : S̃SS (8)

where y+ is the distance from the wall measured in wall units, y+ = yReτ/h. Validation tests of the
proposed LES model for the flows of interest, consisting of comparisons between LES and direct
numerical simulations (DNS), can be found in Calero (2023).

With regard to the modeling of F̃FFel , we remark that, for constant emissivity, the Lorentz force is
given by FFFel = ρel EEE. Earlier numerical studies (Calero et al., 2023) have shown that in the flows of
interest the Lorentz force is very weak. Accordingly, it can be approximated simply by,

F̃FFel ≈ ρ̃elẼEE . (9)

Finally, the turbulent flux ζζζ is approximated via the so-called gradient assumption, which is the
standard approach for the modeling of turbulent fluxes in scalar transport equations. According to it,

ζζζ = −Dt∇∇∇ ρ̃el . (10)

In the above equation, Dt stands for the ionic eddy diffusivity. Herein, it is estimated via the introduction
of a turbulent electric Schmidt number,

Sct =
νt
Dt
. (11)

Since νt vanishes as we approach the wall, then so does Dt. The value of Sct is typically estimated
via comparisons with DNS results. Numerical tests that we conducted in the framework of our study
showed that for the flows of interest, the estimate that yielded the most accurate result is Sct = 4.

The governing system (1)-(3) is integrated numerically via the algorithm proposed by Calero et al.
(2022). The hydrodynamic component, i.e. the Navier-Stokes equations, is solved via a SIMPLE-
based scheme (Ferziger et al., 2019). Whereas, the discretization of the Poisson equation (4) for the
electric potential leads to a linear system that is solved via Jacobi iterations. Finally, the charge-
density equation is integrated numerically via an upwind method. The combined algorithm has been
parallelized using the Message Passing Interface (MPI) protocol and implemented in a Cartesian mesh
with a staggered-grid arrangement. Validation tests for the combined algorithm and full details for its
implementation are available in (Calero et al., 2022). It is also worth adding that this algorithm is part
of pafiX (2019), which is an open-source computational tool for electrohydrodynamics.

3 Numerical setup
The computational domain consists of a channel with half-width h = 0.5 cm. The channel is

periodic in the streamwise x and spanwise z directions. The cross-stream direction is then parallel to
the y axis. The midplane of the channel is located at y = 0. The working dielectric liquid is benzene at
room temperature and its properties are listed in table 1. The electrical conductivity σ is particularly
low, as is the case for several liquid hydrocarbons, and its precise value depends on the concentration
of impurities. The value listed in table 1 is the one measured in the experiments of (Forster, 1962).
The value of D is calculated via the Einstein-Stokes formula, D = kBT/(3πνρd) with d being the
presumed diameter of the impurities (Ohshima and Furusawa, 1998). For the value listed in table 1,
we assumed that d = 4 nm. The Debye length is then estimated at λD ≈ 5.73×10−5 m.

In our study we consider flows at 4 different friction Reynolds numbers: Reτ = 180, 210, 300
and 395. The corresponding flow rates are sufficiently high for the thickness of the hydrodynamic
boundary layer to be comparable to that of the diffuse layer. Accordingly, flow electrification takes
places in all the cases presented herein. For Reτ = 180 and 210 the length and depth of the channel are:
Lx = 4πh and Lz = 2πh, respectively. Whereas for computational savings, in the cases of Reτ = 300
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Table 1: Material properties of benzene at 298.23 K.
Quantity Source Value

ρ (Chemical-Book, 2022) 874 Kg/m3

ν (Reid et al., 1987) 6.95×10−7 m2/s

ε (Brown et al., 1951) 2.01×10−11 F/m

σ (Forster, 1962) 1.1×10−12 S/m

D (Ohshima and Furusawa, 1998) 1.8×10−10 m2/s

Table 2: Properties of the computational meshes. Lx, Ly and Lz are the channel dimensions, and Nx,
Ny and Nz are the number of grid points in the respective directions. ∆x+ and ∆z+ are the uniform
cell spacings in the x and z directions. ∆y+max is the largest grid spacing in the y direction.

Reτ Lx× Ly× Lz Nx×Ny×Nz ∆x+ ∆z+ ∆y+max

180 4πh×2h×2πh 96×65×80 23.56 14.14 8.71

210 4πh×2h×2πh 96×65×80 27.48 16.49 10.16

300 2πh×2h× πh 96×65×96 19.63 9.81 14.49

395 2πh×2h× πh 128×96×128 19.38 9.70 12.92

and 395 we set Lx = 2πh and Lz = πh. In the high Reτ cases, the extent of the channel in the periodic
directions have been reduced for purposes of computational savings; nonetheless these dimensions are
still sufficiently large so as to prevent spurious interactions between the resolved turbulent structures
and to accurately compute the statistical properties of the flow (Lessani and Nakhaei, 2013).

Our simulations are wall-resolved LES, which means that the fluid structures in the near-wall
regions, including the boundary layer, are fully resolved. To this end, the distance of the center of
the first computational cell from the adjacent wall, y+f p, satisfies y

+
f p < 1. For example, for the case

of Reτ = 180, y+f p = 0.1. The width ∆y of the computational cells is then increased away from the
walls and towards the midplane following a hyperbolic tangent distribution. Nonetheless, in all cases,
care has been taken so that a sufficient number of computational cells is placed inside the boundary
layers. On the other hand, the grid spacing in the periodic directions is uniform. The summary of the
properties of the computational meshes is given in table 2.

In our simulations, the Stern layers are not resolved because their thickness is at the order of the
ion size; instead, for purposes of computation of the electric charge density, they are assumed to be
part of the solid wall-liquid interface. Then at the solid boundaries we prescribe the no-slip condition
for the velocity and a non-zero Dirichlet condition for the electric charge density ρel . In other words,
the electric charge density in the Stern layers is assumed to remain constant; see also the relevant
discussion in Abedian and Sonin (1982). More specifically, the charge density at the walls is set to
ρel = 10−4 C/m3. Further, a zero-Neumann condition is applied for the electric potential at the top and
bottom walls.

In terms of initial conditions, we first perform a preliminary simulation of turbulent channel flow
in absence of electric charge. Once the flow becomes fully developed, we then apply the initial profile
for the electric charge density and start the simulation of flow electrification. In the cross-stream y
direction, the initial charge density consists of an exponentially decreasing profile, starting with the
(dimensionless) value of unity at the wall and decreasing so that approximately 95% of the initial
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charge is located within 3 Debye lengths. This choice has been based on Paillat et al. (2001) who
suggested that 95% of the charge in the diffuse layer is located between the Stern layer and a distance
of 3λD from the wall. In this manner, the thickness of the initial charge-density profile corresponds to
the actual thickness of the diffuse layer of an EDL for the presumed λD. On the other hand, this profile
is constant in the x and z directions. For all the simulations presented therein, we determine the time
step via the Courant-Friedrichs-Lewy (CFL) condition (Ferziger et al., 2019) with the Courant number
set to 0.25. These results have been non-dimensionalized by the value at the wall ρw. Similarly, the
coordinate y has been non-dimensionalized by the channel half-width h, and the time variable t by
h/uτ.

4 LES results
In this section we present results obtained from LES for electrification of liquid benzene during

channel flow. As mentioned above, we consider four different friction Reynolds numbers, Reτ = 180,
210, 300 and 395.

The evolution of the average charge density at the midplane, 〈ρel〉xz, is plotted in Figure 1. In
all cases, the electrification process consists of three stages, as outlined by Calero et al. (2023): the
initial rapid build-up of charge (high electrification rate), a transition stage (lower electrification rate)
and the statistically stationary stage which signals the completion of electrification. As expected, the
electrification rate increases substantially with the turbulence intensity. For example, at Reτ = 395, the
working medium (liquid benzene) attains the third stage of electrification approximately three times
faster than it does at Reτ = 180. This is due to the fact that as the turbulence intensity increases, the
thickness of the boundary layer decreases and, therefore, there are more turbulent structures that enter
the diffuse layer and transport charges towards the bulk of the channel.

Similarly, the peak value of 〈ρel〉xz also increases with Reτ. For instance, at Reτ = 300 the final
(peak) value of 〈ρel〉xz is 12.3% higher than at Reτ = 210. However, at high Reτ this increase becomes
much less pronounced. For example, the final value of 〈ρel〉xz at Reτ = 395 is only 2.7% higher than
at Reτ = 300.

It is also interesting to observe that forReτ = 180 and 210, the average charge at themidplane 〈ρel〉xz
exhibits some low-frequency and small-amplitude oscillations in the final stage of the electrification
process, i.e. in the statistically stationary state. These oscillations have also been observed at
lower Reynolds numbers (Calero, 2023). Their amplitude progressively decreases with Reτ. More
specifically, at Reτ = 300 these oscillations have all but disappeared. The presence of these oscillations
at low Reτ is attributed to the convective term in the charge density equation (3), i.e. to the local
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Fig. 1: Evolution of the area-averaged charge density 〈ρel〉xz at the midplane (y = 0) for the friction
Reynolds numbers considered herein.
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Fig. 3: Profiles of the charge density rms, ρel,rms, across the channel.

misalignment of the velocity vector and the charge gradient. Their amplitude diminishes at high Reτ
because as the turbulence intensity increases, the mixing of electric-charge carriers becomes more
efficient, thereby reducing the fluctuations of ρel .

Next, we present the predictions of our LES for the first and second-order statistics of the charge
density. As before, the sampling period is 80 flow-through times. In Figure 2 we have plotted the
profiles of the mean charge density, 〈ρel〉, across the channel for the four values of Reτ considered
herein. Overall, the shape of the profiles is the same as the one predicted by DNS at low turbulence
intensities reported in (Calero et al., 2023). More specifically, the 〈ρel〉 profiles consist of three
zones. The first one is adjacent to the wall and within both the hydrodynamic boundary layer and the
diffuse layer. Inside this zone, the fluid velocity is exceedingly small and the dominant mechanism of
transport of charge is the ionic diffusion. Its thickness is a couple of percentage points of the unit length
(the channel half-width h). In the second zone, convective transport of charge becomes important
and, therefore, the competing mechanisms therein are the convective and conductive currents. This
zone terminates at a distance of 0.10 to 0.15 unit lengths from the wall. Finally, the third zone is
characterized by a very slow decrease of the charge density away from the walls. From the plots of
Figure 2 we can also infer that an increase of the turbulence intensity reduces the thicknesses of the
first and second zones and also uniformizes the charge-density distribution away from the walls.

Finally, results for the rms of the charge density, ρel,rms, across the channel are provided in Figure 3.
Once again, the shape of these profiles are the same as those predicted by DNS at lower turbulence
intensities. In particular, the rms values exhibit a strong peak near the wall and then drop in the bulk of
the channel. This peak coincides with the end of the first zone mentioned above. The location of the
peak moves closer to the wall as Reτ increases, i.e. the thickness of the first zone of the 〈ρel〉 profile
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becomes smaller. Additionally, the values of ρel,rms across the channel decrease as Reτ increases. This
is due to the fact that mixing is enhanced as the turbulence intensity increases. The same trend is also
observed in passively advected scalars in turbulent flows; for example, in free convection the rms of the
(normalized) temperature decreases as the turbulence becomes more intense (Hay and Papalexandris,
2019, 2020).

It is also interesting to observe that in the bulk of the channel the predicted rms profiles are not
completely flat but exhibit some very small variation. This is most likely a numerical artifact due to
the subgrid-scale modeling. Nonetheless, the amplitude of this variation is very low, from which we
may infer that overall the performance of the subgrid-scale model is satisfactory.

5 Conclusions
In this paper we have studied electrification of liquid dielectrics in channel flows of moderate

turbulence intensities via large eddy simulations. Accordingly, we first derived the filtered version
of the governing equations. The unclosed terms in the momentum equation are approximated by
the eddy-viscosity model that incorporates a constant Smagorisnky coefficient and the van Driest
damping function. Similarly, the unclosed term in the charge-density equation are modeled via the
eddy diffusivity approach and the introduction of a the turbulent electric Schmidt number.

Our simulations predicted that the electrification rate increases monotonically with the turbulence
intensity. The electrification process consists of three stages, namely, the initial build-up of charge
in the channel, the transition stage, and the statistically stationary stage in which the charge in the
channel remains constant. We have also confirmed that in the last stage the mean charge-density profile
consists of three zones. The first one is dominated by charge diffusion of the wall and the second one
by increased convective current. The third zone is characterized by a very slow decrease of the charge
density away from the walls. As expected, the first zone becomes thinner as the turbulence intensity
increases. At the same time, the rms value of the charge density become smaller due to enhanced
turbulent mixing. In the future we plan to perform simulations at even higher Reynolds number and
also extend our studies in pipe and duct flows.
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Abstract 

Mixing inert materials with combustible dust can reduce electrostatic ignition risks and prevent dust 

explosions. The admixing of solid inertants is a feasible safety strategy for premix production in the 

animal feed sector. The premix is a complex blend of cereals, vitamins, amino acids, and minerals to 

meet animal nutritional needs. However, characterizing the ignition sensitivity of industrial premixes 

requires time-consuming experimental analysis due to the array of the ingredients’ properties (e.g., 

chemical nature, Particle Size Distribution – PSD, and mass fraction). Therefore, this research aims 

to study the influence of the chemical nature and the PSD of minerals on the Minimum Ignition 

Energy (MIE) of organic/mineral binary mixtures to broaden the understanding of the involved 

physicochemical mechanisms. DL-Methionine was mixed with three minerals (CaCO3, NaCl, and 

NaHCO3) with distinct PSD, which undergoes different physical and chemical inerting mechanisms. 

The ignition tests were conducted in the MIKE3 based on the standard ISO/IEC 80079-20-2. In 

addition, thermal analysis by Differential Scanning Calorimetry and pyrolysis gas identification using 

a modified Godbert-Greenwald and Micro Gas Chromatography were performed to characterize the 

minerals’ inerting mechanism. The results showed that the PSD of the mineral is the most significant 

factor in the MIE moderation. However, its influence also depends on the mineral nature. For 

instance, the PSD of CaCO3 should be low (d50 = 52 µm) to achieve efficient inerting. Similarly, NaCl 

achieved a successful ignition inerting at a low median diameter (d50 = 35 µm) because of the particle 

heating time to reach its decomposition into scavenging agents. By contrast, NaHCO3 was the most 

effective inerting agent due to thermal and chemical effects. Its addition to methionine increased by 

80% the decomposition enthalpy of the mixture and by 30% the amount of CO2
 released during the 

pyrolysis. These findings may be applicable for designing safer preventive measures considering 

inherent safety principles for animal feed premixes manufacturing.  

Keywords: ignition energy, dust mixture, prevention, animal feed, inerting, particle size.  

1.  Introduction 

The organic matter is combustible, and if it is in powdered form, it can lead to an explosion under 

certain conditions: the simultaneous presence of an oxidant and an ignition source when the dust is 

suspended in a cloud (Amyotte et al., 2009). An average of 29 dust explosions per year happened in 

the United States from 2016 to 2023, causing 185 injuries and 15 fatalities, half related to the agri-

food industry (Cloney, 2023). Nevertheless, suitable dust explosion preventive measures based on 

the risk assessment can be applied to improve the safety level at industrial facilities. For instance, 

inerting systems can use solid inert materials for dust explosion prevention (Amyotte, 2006), which 

is associated with diminishing the ignition sensitivity (Amyotte et al., 2009) through parameters such 

as the Minimum Ignition Energy (MIE), which provides information about the type of electrostatic 

discharges that are likely to ignite a dust cloud. The admixing of inert or non-combustible (e.g., 

mineral) agents into combustible powder is widely used in diverse industries, such as mining, 
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pharmaceuticals, food, and animal feed. In the latter industry, minerals are added to mixtures of 

vitamins, amino acids, and cereals to constitute a complex compound feed named “premixes” to 

satisfy nutritional animal needs through subsequent post-treatment processes, such as pelleting. These 

minerals are intentionally mixed into premixes to provide nutrients, enhance flowability, and modify 

organoleptic product properties. Although their primary purpose is not to prevent explosion, 

modifications of their chemical nature and mass fraction can then be considered an application of the 

moderation principle of inherent safety (Amyotte et al., 2009).  

The mineral products can inhibit combustible dust ignition and, subsequently, flame spread by 

physical or chemical inerting mechanisms. The first method comprises processes including the 

cooling of reacting gases through thermal decomposition, the dilution of combustibles, and the 

dissipation of combustion heat via the heat sink effect. On the other hand, chemical inerting is 

associated with the scavenging of combustion reactive radicals, termination reactions, and alteration 

of combustion kinetics. For instance, Lin et al. (2020) studied the inerting efficiency of four minerals 

(NaHCO3, Na2C2O4, KHCO3, and K2C2O4) on the MIE and Minimum Ignition Temperature (MIT) 

of polyethylene (PE) dust. They found that the bicarbonate group and potassium element had the best 

inerting performance due to its low thermal decomposition temperature. Similar research analyzed 

the inerting and inhibition of the explosion severity of organic/mineral mixtures (Liu et al., 2022; 

Serrano et al., 2023; Yang et al., 2022). In addition, various authors (Addai et al., 2016; Dufaud, 

Perrin, et al., 2012; Janès et al., 2014) also evaluated the MIE of mixtures of organic dust samples, 

such as lycopodium, niacin, cornstarch, and minerals, like MgO, (NH4)2SO4, SiO2, and NaHCO3. 

They reported that the mixtures’ MIE significantly increased after a certain mineral concentration 

threshold between 60 and 90 wt% regarding the inert agent’s chemical nature.  

Moreover, Zheng et al. (2021) analyzed the inerting efficiencies of other mineral compounds 

(hydroxides and phosphates) on the MIE of wood dust, in which the O2 dilution by NH3 decomposed 

from phosphate inert agent led to the best ignition sensitivity moderation. Furthermore, the mineral 

agents’ inerting efficiency is also related to their PSDs, in which finer particles are more effective at 

explosion inerting than coarser ones because of a significant increase in the specific surface area 

(Amyotte, 2006). Moreover, Amez et al. (2023) illustrated this by comparing the ignition inhibition 

of toner, lycopodium, and Holi dust by mixing with NaHCO3 at different PSD. They highlighted that 

the optimum mineral PSD does not need to match the organic sample’s PSD because of the influence 

of the particle shape and agglomeration trends on the mixture dispersibility. Besides, Zhong et al. 

(2022) observed the most efficient inerting effect on sucrose flame propagation by adding fine 

NaHCO3 (25 – 37 µm). Nevertheless, research on organic/inert mixtures has rarely considered amino 

acids as the combustible fraction (common additives into premixes) and their potential interactions 

with minerals allowable for animal feed. Moreover, most powder products used in the industry have 

PSD with a large span and coarser particle size, which diverges from the properties of the dust samples 

commonly used in previous research studies. Therefore, this study aims to study the influence of the 

mineral’s chemical nature and PSD on the MIE of binary mixtures commonly used in premix 

manufacturing. Consequently, it will broaden the understanding of the involved physicochemical 

mechanisms and contribute to applying suitable preventive measures.  

2. Materials and methods 

The methodology followed in this study is divided into four steps: first, the selection of the 

combustible and mineral powders; second, the selection and characterization of the samples’ PSD; 
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third, the MIE evaluation; and lastly, the mixture thermal analysis and pyrolysis gases identification 

to improve the understanding of the minerals inerting mechanisms.   

2.1.  Organic and mineral powder selection 

The binary mixture ingredients were selected according to their physicochemical properties and 

relevance in the animal feed industry. For the combustible fraction, DL-methionine was chosen 

because it is a widely used organic additive in premix formulations, has low cohesive behavior, and 

is very sensitive to electrostatic ignition (IFA, 2023). On the other hand, Table 1 shows the three 

mineral powders chosen based on their distinctness in chemical nature and material properties, like 

the thermal decomposition temperature (Tdecomp) and specific heat capacity (Cp). Thus, the inerting 

effect of each mineral will follow different mechanisms: heat sink by the solid heat capacity and 

decomposition enthalpy, O2 dilution, and scavenging of free radicals, as reported by (Amez et al., 

2023; Janès et al., 2014; Reding & Shiflett, 2019; Yang et al., 2022).  

Table 1. Mineral material properties 

Compound Chemical formula Tdecomp [K] 
Cp [J/mol∙K] 

(400 K – 1000 K) 

Calcium Carbonate CaCO3 923 – 1073  99 – 126 

Sodium Chloride NaCl 1080 – 1235 52 – 65 

Sodium Bicarbonate NaHCO3 400 - 460 88 – N/A 

2.2. Particle size characterization 

The Particle Size Distribution (PSD) is one of the most influential variables on dust ignition 

sensitivity (Amyotte, 2006). The PSD of the dust samples was measured using Mie diffraction theory 

by a Mastersizer 3000 Particle Size Analyzer (Malvern Instruments), which was equipped with the 

Aero S dry dispersion unit (dispersion pressure: 0.3 bar). Subsequently, the mineral dust samples 

were sieved in three distinct ranges relevant to industrial applications (A: small – B: medium – C: 

coarse) to evaluate the inerting effectiveness of the mineral PSD and the mineral’s chemical nature 

considering comparable PSD ranges. Thus, the characteristic diameters (d10, d50, and d90) of the sieved 

mineral samples are shown in Fig. 1. Otherwise, the methionine sample was sieved only at the lowest 

range (A) to mitigate the impact of the polydispersity and high ignition sensitivity (Castellanos et al., 

2020). The methionine characteristic diameters (d10, d50, and d90) are shown in Table 2.  

 

Fig. 1. Characteristic diameters (d10, d50, d90) of the sieved mineral dust samples at each particle size range 

category (A, B, C).  

987



 

15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Table 2. Methionine material properties 

Compound Chemical formula d10 [µm] d50 [µm] d90 [µm] 

DL-Methionine C5H11NO2S 13 62 161 

 

2.3. Ignition sensitivity 

The ignition sensitivity of the binary (methionine/mineral) mixtures was studied by evaluating their 

Minimum Ignition Energy (MIE) ranges. The MIKE3 apparatus was used for the electrostatic ignition 

tests and the standard MIE determination according to ISO/IEC 80079-20-2 (2016). The experimental 

runs were performed with an inductance of 1 mH at two ignition delays (tv = 120 and 150 ms) and 

for a maximum mixture mass of 3.6 g. The binary mixtures were blended before the MIE test using 

a 3D mixer (Turbula) to achieve high mixing efficiency, homogeneity, and replicability. Tests were 

conducted on powders stored at constant relative humidity but not dried to avoid the effects of rapid 

water adsorption and powder modification. Moreover, the experimental runs for each mineral 

chemical nature (CaCO3, NaCl, NaHCO3) were chosen based on a factorial experimental design (32). 

Therefore, the DoE factors and levels were the methionine mass fraction (10, 30, 50 wt%) and the 

mineral’s particle size class (A, B, C). A similar approach was followed by (Serrano et al., 2023).  

2.4. Inerting mechanism analysis 

To highlight the inerting mechanism, the characterization of the thermal behavior by Differential 

Scanning Calorimetry (DSC) and pyrolyzed gases through the modified Godbert-Greenwald oven 

and Micro Gas Chromatography (µGC) were performed for the binary mixtures with class A minerals 

(finest PSD, thus more “reactive” class).  

2.4.1. Differential Scanning Calorimetry (DSC) 

The DSC analysis was performed using a Mettler Toledo DSC 1, placing 10.0 ± 0.1 mg of the sample 

inside a 100 µL aluminum crucible under a nitrogen atmosphere inside the furnace. Nitrogen was 

used to avoid exothermic effects due to oxidation reactions. The tests were performed from 298 K to 

773 K under a heating rate of 10 K/min. In this case, the DSC was used to determine the onset 

temperature of thermal decomposition, measure the heat absorbed during the endothermic 

decomposition/pyrolysis, and compare the minerals’ heat sink efficiency. The samples were prepared 

at a 1:1 mass ratio between methionine and each mineral sample with PSD class A.  

2.4.2. Modified Godbert-Greenwald oven  

The Godbert-Greenwald oven, conventionally used for the dust cloud Minimum Ignition Temperature 

(MITc) according to the standard ISO/IEC 80079-20-2 (2016), was modified to be used as a single 

plug-flow reactor to collect the post-pyrolysis gases of methionine and its mixtures with class A 

minerals: CaCO3, NaCl, and NaHCO3. For a detailed description of the experimental setup, see 

(Pietraccini et al., 2023). Nevertheless, the solid trap was not installed because the analysis of the tar 

and char generated during the pyrolysis is out of the scope of this study. In addition, an argon pulse 

(0.6 bar) dispersed the powder mixtures into the furnace, and then a collapsible Tedlar bag collected 

the pyrolysis gases at the oven outlet. Besides, the mass of the tested samples was set at 0.5 g to 

promote enough pyrolyzed gases in the Tedlar bag and reduce the experimental uncertainties. It is 

important to note that the furnace setup was flushed with argon before each experimental test to 

remove the residual air and moisture. Moreover, the oven temperature (923 K) was set considering 

the operational limitations of the setup; the methionine MITc, which is approximately 660 K 

depending on its PSD (IFA, 2023); and the dust cloud residence time in the heated chamber. 
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Therefore, this analysis aims to characterize the impact of the admixed minerals in methionine’s 

pyrolyzed gas composition by their thermal contribution. Subsequently, the gas sample was analyzed 

using a micro gas chromatograph (SRA 3000 µGC equipped with a TCD detector, three ways), in 

which permanent gases (H2, O2, N2, CH4, CO, and CO2), some light hydrocarbons (C2H2, C2H4, and 

C2H6) and some aromatics (benzene, toluene, and xylene isomers) were measured. The gas samples 

were injected by triplicate.  

3. Results and discussion 

The MIE of the binary mixtures with different combustible mass fractions was analyzed in two steps: 

first, comparing the effect of the mineral’s chemical nature (sodium bicarbonate, calcium carbonate, 

and sodium chloride) at comparative PSD and, second, varying the minerals’ PSD. Subsequently, the 

impact of the mineral fraction on the endothermic decomposition/pyrolysis enthalpy and pyrolyzed 

gas composition are presented using DSC and µGC techniques, respectively.  

3.1. Mineral chemical nature effect 

Firstly, the mineral chemical nature effect on the MIE of the methionine mixtures was analyzed 

considering equivalent particle size ranges for the mineral products to obtain comparative results. Fig. 

2 shows the MIE of the binary mixtures at three mass fractions (10, 30, and 50 wt%) and for each 

mineral sample (CaCO3, NaCl, NaHCO3) with PSD classes B and C. The MIE of the mixtures with 

50 and 70 wt% of any mineral was in the same range as the pure methionine MIE, marked as a shaded 

yellow area (Fig. 2), demonstrating no ignition sensitivity moderation regardless of the mineral’s 

chemical nature. Therefore, the ignition preventive measures recommended for these mixtures are 

equivalent to the pure combustible product (Amyotte et al., 2009), which agrees with the trend found 

by other authors (Addai et al., 2016; Amez et al., 2023). Moreover, the MIE of the mixtures at 10 

wt% methionine displayed a significant increase, which was more gradual for the blends with class 

C minerals, as shown in Fig. 2. Such evolution was expected because of the PSD effect on the particle 

heating time (Zheng et al., 2021). However, the mixture with 90% NaHCO3 class B was the only 

sample with a MIE > 1000 mJ, corresponding to an almost insensitive powder to electrostatic ignition.  

 

 

Fig. 2. Effect of the mixed mineral (NaCl, CaCO3, and NaHCO3) at different particle size range classes (B and 

C) on the MIE of methionine mixtures. Pure methionine MIE’s range is indicated in a yellow shade.  
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The CaCO3 and NaCl mixtures evidenced the same MIE evolution throughout the studied methionine 

mass fraction range (Fig. 2), regardless of the difference between their inerting mechanism. Indeed, 

the calcium carbonate decomposes into CO2, diluting the oxygen concentration and modifying the 

local concentration in reactive species (Liu et al., 2022). On the other hand, the NaCl decomposes 

into Na∙ and Cl∙, which are reactive agents that are well-known to scavenge free radicals (especially 

H∙, OH∙), leading to termination reactions, flame cooling, and potentially flame quenching (Janès et 

al., 2014; Yang et al., 2022). However, the inerting impact of CaCO3 and NaCl over classes B and C 

is limited, considering the particle heating times and their thermal stability (Tdecomp > 800 °C, Table 

1) (Amez et al., 2023; Zhong et al., 2022). For instance, the particle heating of calcium carbonate is 

rate-limited by the heat external transfer (Biot < 0.1), in which, if for class A sample, the heating time 

necessary to reach the Tdecomp can be lower than 100 ms, it is multiplied by 10 for class C. Therefore, 

as shown in Fig. 2, the thermal inerting mechanism predominates over the chemical ones, and the 

amount of CO2, Na∙, and Cl∙ released is not sufficient to prevent the ignition phenomenon. 

Nevertheless, the assortment of heat sinks and species generation by these minerals are enough to 

modify the ignition sensitivity of the mixtures with 10 wt% methionine. Conversely, the mixtures 

with 90 wt% NaHCO3 were the least sensitive ones to ignition at both particle classes, as shown in 

Fig. 2. The NaHCO3 particles undergo a combination of physical (O2 dilution) and chemical 

(scavenging of free radicals) inerting mechanisms in the dust flame (Lin et al., 2020). In addition, its 

thermal decomposition occurs at a significantly lower temperature (Table 1), which implies a higher 

volume of the concerned species (CO2, Na∙, and Cl∙) and more efficient ignition prevention. 

Moreover, the higher inerting efficiency of NaHCO3 could be seen even with coarse particles with 

longer heating times (Class C). Hence, the decomposition at lower temperatures into reactive species 

(NaHCO3) is a more critical parameter than the potential to generate them (NaCl) for preventing dust 

mixture ignition (Yang et al., 2022).  

3.2. Mineral particle size effect 

Subsequently, the mineral’s particle size effect was evaluated more thoroughly by considering the 

corresponding PSD’s characteristic diameters (d10, due to the large specific surface area developed 

by small particles and d50). Fig. 3 shows the MIE of the binary mixtures between each mineral sample 

(chemical nature and particle size class) at a mass fraction of 50 and 90 wt% with methionine. As a 

general result for methionine-based mixtures, the minerals’ inerting efficiency was enhanced by 

reducing their PSD and increasing their mass fractions (Addai et al., 2016). In addition, the mixes 

with 50 wt% minerals and coarser particles did not modify the pure methionine MIE, as illustrated 

by Fig. 3. Such result should notably be analyzed, considering the influence of the mineral’s particle 

segregation (Janès et al., 2014) and the particle heating time. Nonetheless, the PSD threshold at which 

90% NaHCO3 inhibits the methionine mixture ignition (d50 = 300 µm and d10 = 200 µm) is 

significantly higher than for the other minerals, which agrees with the results obtained by (Amez et 

al., 2023) with comparable PSD values. Moreover, the 50% methionine mixture can even become 

insensitive to electrostatic ignition with coarser particles of NaHCO3 (Fig. 3b).  

Furthermore, the similarities between the MIE evolution of the 90 wt% CaCO3 and NaCl mixtures 

(Section 3.1) are reinforced due to the correspondence between the d50 of these minerals at each 

particle size class (Fig. 3a). However, the d10 of the CaCO3 samples class A and B are significantly 

lower than the NaCl equivalent ones (Fig. 3b), pointing out a higher polydispersity and specific 

surface area. This result suggests that, for a given PSD, CaCO3 particles are more efficient by the 

thermal sink (Castellanos et al., 2020) than the NaCl ones, leading to potentially higher released 

amounts of CO2 than Na∙ and Cl∙ reactive species (Zheng et al., 2021). Nevertheless, the NaCl 

mixtures showed equal or lower ignition sensitivity than CaCO3, implying that the scavenging of free 

radicals is a more efficient inerting mechanism, as reported by (Janès et al., 2014). Moreover, 50 wt% 

of NaCl and NaHCO3 could inhibit the methionine mixture ignition if their d50 and d10 are below 35 

and 10 µm, respectively, consistent with the results reported by (Zhong et al., 2022). By contrast, 

adding 50 wt% CaCO3 with comparable d50 and even lower d10 (4 µm) is insufficient to prevent the 

methionine ignition. Such results should be considered for risk assessment and ATEX zoning.  
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Fig. 3. Effect of the d50 (a) and d10 (b) of the mixed mineral (NaCl, CaCO3, and NaHCO3) at different mass 

fractions on the MIE of methionine mixtures. Pure methionine MIE’s range is marked in a yellow shade. 

 

3.3. Inerting thermal effect  

As previously shown, the inerting agent’s heat absorption and endothermic thermal decomposition 

can significantly reduce the combustible dust’s MIE (Janès et al., 2014). Hence, the thermal effect of 

the three admixed minerals (CaCO3, NaCl, and NaHCO3) was characterized using DSC techniques, 

and the main parameters of their heat flow curve are detailed in Table 3, including the values of the 

pure NaHCO3 and methionine (Met). A comparison, at equal mass, between pure Met and its mixtures 

with CaCO3 and NaCl shows that no significant changes are observed in the onset temperature or the 

heat absorbed by the samples. This behavior is undoubtedly due to the high thermal stability of both 

compounds in the studied temperature range (Table 1). Nevertheless, the CaCO3 sample removed 

slightly more heat because of its higher polydispersity and lower d10, as shown in Fig. 1 (class A).  

Table 3. DSC curves parameters of the binary mixture and some pure ingredients 

Mixture Onset temperature [K] Peak temperature [K] Heat absorption [J] 

Met 548 550 -328a 

NaHCO3  396 428 -339a 

Met – NaCl 539 549 -342 

Met – CaCO3 547 551 -356 

Met – NaHCO3 492 500 -593 

                          a Decomposition enthalpy of the actual mass admixed           

By contrast, adding NaHCO3 increased by 80% the amount of heat required to pyrolyze the 

methionine present in the mixture and led to a shift in the onset and peak temperatures. Hence, this 

inerting agent is significantly the most efficient because of its decomposition at low temperatures 

(430 K). The NaHCO3 particles efficiently removed heat from the Met particles and released inert 

gases (CO2) that diluted the oxygen concentration even before the pyrolysis step (550 K), as indicated 

(a) (b) 
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by Table 3, which evidences the main difference with the other minerals inerting mechanisms. 

Nevertheless, it is essential to highlight that the chemical mechanisms and the high-temperature 

decomposition of CaCO3, NaCl, and the generated Na2CO3 (Lin et al., 2020; Liu et al., 2022; Yang 

et al., 2022) were not analyzed due to operational constraints (Section 2.4.1). 

3.4. Methionine pyrolysis gases and mineral effect 

Evaluating the admixed minerals’ effect on the methionine pyrolysis step could give more clues about 

the inert/combustible interactions during the ignition stage. Therefore, the pyrolyzed gases of 

methionine and methionine/minerals binary mixtures were analyzed using the modified Godbert-

Greenwald oven (Section 2.4.2). The identified pyrolysis gases of methionine and their molar 

concentrations are shown in Fig. 4. They are consistent with the compounds obtained by Merritt and 

Robertson (1967). The traces of light hydrocarbons (C2H6, C2H2, and C3H8) and aromatic compounds 

(benzene and toluene) were disregarded. In addition, the measured oxygen concentration and the 

corresponding nitrogen values were neglected because they were associated with air leaks in the 

experimental setup. Nevertheless, the results indicate that some N2 was generated during the 

methionine pyrolysis (Fig. 4), as expected considering its chemical nature (Table 2). Furthermore, 

the relative concentration of CH4 and C2H4 regarding H2 is significantly larger than the pyrolysis gas 

composition of starch and cellulose obtained by (Pietraccini et al., 2021), which is consistent with the 

fact that methionine is a sulfur-containing amino acid that generates hydrogen sulfide (H2S) as one 

of its main compounds (Choi et al., 1995). Nevertheless, the sulfur group leads to more complex 

pyrolysis patterns (Fujimaki et al., 1969; Posthumus & Nibbering, 1977) that are out of the scope of 

the present study. For instance, the methionine pyrolysis could generate a group of amines (e.g., 

C4H11NS) and more complex compounds at significant amounts like methanethiol (CH3SH), dimethyl 

sulfide ((CH3)2S) and dimethyl disulfide (C2H6S2) (Xu et al., 2021), which were not measurable by 

the experimental setup used. In this perspective, the tar trap used by (Pietraccini et al., 2023) could 

be used in the future.  

 

 

Fig. 4. Molar concentration of gases obtained from methionine flash pyrolysis. 
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Subsequently, the pyrolysis gases from mixtures of a 1:1 mass ratio between methionine and mineral 

(NaHCO3, NaCl, and CaCO3) were analyzed. However, considering the complexity of methionine’s 

pyrolysis previously detailed, the mineral effect analysis focuses on the impacts of the heat sink and 

oxygen dilution (e.g., CO2 release), not on the pyrolysis mechanism itself. Therefore, the calculated 

ratio between the CO/CO2 obtained by the binary mixtures was chosen as the variable of interest, as 

shown in Fig. 5. The trend between NaCl and CaCO3 mixtures is consistent with the shift of the 

C/CO2 equilibrium towards CO when the temperature increases (Dufaud, Poupeau, et al., 2012; 

Pietraccini et al., 2021). The CaCO3 sample removes heat more efficiently because of its PSD, as 

shown in Table 3, and lower Tdecomp than NaCl (Liu et al., 2022). Nevertheless, the CO2 generation 

from CaCO3 is not considered because it occurs at a temperature higher than the one set for the 

experiment (Table 1). However, this result is invalid for the conclusion that CaCO3 is a better inerting 

agent than NaCl. Indeed, the experimental setup did not emulate the ignition and flame kernel growth, 

for which the chemical inerting mechanism of NaCl is more efficient, as shown by Fig. 2. On the 

other hand, NaHCO3 behaved as a more efficient heat sink (endothermic decomposition). It generated 

CO2, reducing more than half the other compounds’ CO/CO2 ratio (Fig. 5). Thus, NaHCO3 is 

validated as the most efficient inerting agent, considering its influence since the organic pyrolysis 

step, where it absorbs heat and dilutes local O2 concentration. 

  

 

Fig. 5. The ratio between CO and CO2 generated by the pyrolysis of methionine (Met) and minerals mixtures.  

4. Conclusions 

Admixing solid inertants is a compelling ignition prevention strategy for premix production in the 

animal feed sector by applying the moderation principle of inherent safety. This option is all the easier 

to consider as it is already part of the manufacturing process. A better understanding of the modes of 

action of these inert powders means that, within the limits of the industrial applications targeted, safer 

formulations can be chosen. Moreover, this study contributes to determining ATEX zones and 

implementing the associated preventive measures (e.g., earthing, choice of FIBC type - Flexible 

Intermediate Bulk Container). 

The MIE characterization of simplified versions of premixes with different combustible fractions, 

PSD, and mineral chemical nature contributes to a better understanding of the ignition sensitivity of 
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industrial premixtures. This study determined that NaHCO3 is the most efficient ignition inhibitor 

agent due to its physical and chemical inerting mechanisms. It endothermically decomposes at a 

temperature lower than the methionine pyrolysis, removes heat from the preheating flame zone, 

releases inert gases (CO2) that drop down local O2 concentration, and generates reactive species (Na∙), 
which hinders combustion radicals at elevated temperature. For instance, in parallel experimental 

tests, the mass fraction range in which NaHCO3 class A prevented the methionine ignition is between 

30 and 45%. However, this mineral did not inhibit the ignition when coarser particles were used, 

which evidences that the mineral PSD is the most significant factor for defining the inerting 

efficiency. Such behavior is notably due to particle segregation (e.g., caused by the differential 

sedimentation between finer, lighter organic particles and mineral powders) and the heating time to 

reach the onset decomposition temperature while the flame propagates. Hence, the suitable mineral 

chemical nature (oxide, carbonate, and bicarbonate) intended to moderate the ignition sensitivity of a 

premix should consider the proper particle size range constraints. Nevertheless, the chemical 

interactions between the minerals and complex organic additives (sulfur-containing) still represent an 

uncertainty. Further research aims to develop a simplified MIE model for organic/mineral mixtures.  

Acknowledgments 

The authors gratefully acknowledge the support of the Club EMIX partners.  

 

References 

Addai, E. K., Gabel, D., & Krause, U. (2016). Experimental investigations of the minimum ignition 

energy and the minimum ignition temperature of inert and combustible dust cloud mixtures. 

Journal of Hazardous Materials, 307, 302–311. https://doi.org/10.1016/j.jhazmat.2016.01.018 

Amez, I., Castells, B., León, D., García-Torrent, J., & Medic, L. (2023). Experimental study on 

inert products, moisture, and particle size effect on the minimum ignition energy of 

combustible dusts. Journal of Loss Prevention in the Process Industries, 81, 104968. 

https://doi.org/10.1016/j.jlp.2022.104968 

Amyotte, P. (2006). Solid inertants and their use in dust explosion prevention and mitigation. 

Journal of Loss Prevention in the Process Industries, 19(2–3), 161–173. 

https://doi.org/10.1016/j.jlp.2005.05.008 

Amyotte, Paul., Pegg, M. J., & Khan, F. I. (2009). Application of inherent safety principles to dust 

explosion prevention and mitigation. Process Safety and Environmental Protection, 87(1), 35–

39. https://doi.org/10.1016/j.psep.2008.06.007 

Castellanos, D., Bagaria, P., & Mashuga, C. V. (2020). Effect of particle size polydispersity on dust 

cloud minimum ignition energy. Powder Technology, 367, 782–787. 

https://doi.org/10.1016/j.powtec.2020.04.037 

Choi, S. Y., Kim, M. G., & Inoue, H. (1995). Determination of sulfur in biologically important 

substances by pyrolysis-gas chromatography. Journal of Analytical and Applied Pyrolysis, 32, 

127–136. https://doi.org/10.1016/0165-2370(94)00833-M 

Cloney, C. (2023). 2022 Combustible Dust Incident Report - Version #1. DustEx Research Ltd. 

https://dustsafetyscience.com/2022-Report 

994



 

15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Dufaud, O., Perrin, L., Bideau, D., & Laurent, A. (2012). When solids meet solids: A glimpse into 

dust mixture explosions. Journal of Loss Prevention in the Process Industries, 25(5), 853–861. 

https://doi.org/10.1016/j.jlp.2012.04.011 

Dufaud, O., Poupeau, M., Khalili, I., Cuervo, N., Christodoulou, M., Olcese, R., Dufour, A., & 

Perrin, L. (2012). Comparing Pyrolysis Gases and Dusts Explosivities: A Clue to 

Understanding Hybrid Mixtures Explosions? Industrial & Engineering Chemistry Research, 

51(22), 7656–7662. https://doi.org/10.1021/ie201646s 

Fujimaki, M., Kato, S., & Kurata, T. (1969). Pyrolysis of Sulfur-containing Amino Acids. 

Agricultural and Biological Chemistry, 33(8), 1144–1151. 

https://doi.org/10.1080/00021369.1969.10859440 

IFA, I. for O. S. and H. of the G. S. A. I. (2023). GESTIS-DUST-EX: Database Combustion and 

explosion characteristics of dusts. 

ISO/IEC 80079-20-2. (2016). Explosive atmospheres — Part 20-2: Material characteristics — 

Combustible dust test methods. International Electrotechnical Commission. 

Janès, A., Vignes, A., Dufaud, O., & Carson, D. (2014). Experimental investigation of the influence 

of inert solids on ignition sensitivity of organic powders. Process Safety and Environmental 

Protection, 92(4), 311–323. https://doi.org/10.1016/j.psep.2014.04.008 

Lin, C., Qi, Y., Gan, X., Feng, H., Wang, Y., Ji, W., & Wen, X. (2020). Investigation into the 

Suppression Effects of Inert Powders on the Minimum Ignition Temperature and the Minimum 

Ignition Energy of Polyethylene Dust. Processes, 8(3), 294. https://doi.org/10.3390/pr8030294 

Liu, J., Meng, X., Yan, K., Wang, Z., Dai, W., Wang, Z., Li, F., Yang, P., & Liu, Y. (2022). Study 

on the effect and mechanism of Ca(H2PO4)2 and CaCO3 powders on inhibiting the explosion 

of titanium powder. Powder Technology, 395, 158–167. 

https://doi.org/10.1016/j.powtec.2021.09.067 

Merritt, C., & Robertson, D. H. (1967). The Analysis of Proteins, Peptides and Amino Acids by 

Pyrolysis-Gas Chromatography and Mass Spectrometry. Journal of Chromatographic Science, 

5(2), 96–98. https://doi.org/10.1093/chromsci/5.2.96 

Pietraccini, M., Badu, P., Tait, T., Glaude, P.-A., Dufour, A., & Dufaud, O. (2023). Study of flash 

pyrolysis and combustion of biomass powders using the Godbert-Greenwald furnace: An 

essential step to better understand organic dust explosions. Process Safety and Environmental 

Protection, 169, 458–471. https://doi.org/10.1016/j.psep.2022.11.041 

Pietraccini, M., Delon, E., Santandrea, A., Pacault, S., Glaude, P.-A., Dufour, A., & Dufaud, O. 

(2021). Determination of heterogeneous reaction mechanisms: A key milestone in dust 

explosion modelling. Journal of Loss Prevention in the Process Industries, 73, 104589. 

https://doi.org/10.1016/j.jlp.2021.104589 

Posthumus, M. A., & Nibbering, N. M. M. (1977). Pyrolysis mass spectrometry of methionine. 

Organic Mass Spectrometry, 12(5), 334–337. https://doi.org/10.1002/oms.1210120516 

995



 

15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Reding, N. S., & Shiflett, M. B. (2019). Characterization of Thermal Stability and Heat Absorption 

for Suppressant Agent/Combustible Dust Mixtures via Thermogravimetric 

Analysis/Differential Scanning Calorimetry. Industrial & Engineering Chemistry Research, 

58(11), 4674–4687. https://doi.org/10.1021/acs.iecr.8b06143 

Serrano, J., Nowicki, A., Perrin, L., & Dufaud, O. (2023). Effect of Particle Size Distribution and 

Inerting Mechanism on  Explosion Severity of Organic/Mineral Mixtures. Chemical 

Engineering Transactions, 104, 55–60. https://doi.org/10.3303/CET23104010 

Xu, L., Cheng, J.-H., Ma, X.-Q., Shen, J.-Y., Xu, Z.-X., & Duan, P.-G. (2021). Transformation of 

the Sulfur Element during Pyrolysis of Sewage Sludge at Low Temperatures. Energy & Fuels, 

35(1), 501–509. https://doi.org/10.1021/acs.energyfuels.0c02706 

Yang, P. P., Meng, X., Zhang, Y., Liu, J. Q., Yan, K., Li, F., Wang, Z., Liu, Y., Dai, W. J., & 

Wang, Z. (2022). Experimental study and mechanism analysis on the suppression of flour 

explosion by NaCl and NaHCO 3. Combustion Science and Technology, 1–16. 

https://doi.org/10.1080/00102202.2022.2056412 

Zheng, L., Yu, Y., Yang, J., Zhang, Q., & Jiang, J. (2021). Inhibiting effect of inhibitors on ignition 

sensitivity of wood dust. Journal of Loss Prevention in the Process Industries, 70, 104391. 

https://doi.org/10.1016/j.jlp.2021.104391 

Zhong, Y., Li, X., Jiang, J., Liang, S., Yang, Z., & Soar, J. (2022). Inhibition of Four Inert Powders 

on the Minimum Ignition Energy of Sucrose Dust. Processes, 10(2), 405. 

https://doi.org/10.3390/pr10020405 

  

996



Passive Ventilation of a Volatile Liquid Spill in an
Enclosure

S. Raghuram a, V. Raghavan a & Ali S. Rangwala b

a Department of Mechanical Engineering, Indian Institute of Technology Madras, Chennai 600036, India
b Department of Fire Protection Engineering, Worcester Polytechnic Institute, Worcester, MA 01609, USA

E-mail: rangwala@wpi.edu 

Abstract

Flammable liquid spill in an enclosure poses a common explosion hazard in an industrial setting.
The ensuing explosive vapor leak is analysed in an enclosure with a single opening on the wall at
two different ambient temperatures, 293 K and 350 K. Ten different liquids, with wide range of
flammability, used in varied applications (fuels in automobiles/aircrafts, electrolytes in batteries of
e-mobility  devices,  solvents  in  chemical  process  industry)  are  chosen and their  area  of  spread
(typically  less  than  the  floor  area)  is  calculated  for  a  given  spillage  volume.  Quasi-steady
evaporation from the unrestrained liquid spill is modelled considering fuel properties at constant
temperature  and pressure.  This  is  coupled with the  passive ventilation model  of a heavy vapor
(which assumes a uniform mixing of fuel and air), to predict the steady state concentration within
the enclosure. This forms a neutral plane which demarcates the regions of the mixture exiting and
air entraining the enclosure.  The assumption of equal flow rates (of the exiting mixture and the
entraining air, resulting in neutral plane at the center of the opening) in the natural ventilation model
is relaxed in the passive ventilation model,  resulting in 25% higher values of the concentration
predicted. For a given geometric parameter of the opening and spill area, the model solves for the
height of the neutral plane, the mass flow rate of the mixture issuing out, the mass flow rate of
entraining air, and the density of the mixture in the enclosure. The critical geometric parameter of
the opening that leads to an explosive mixture is identified for each of the liquid spills. This value
for  n-Pentane (which poses the highest explosion hazard) is 45%, 83% of the corresponding wall
value at 293 K and 350 K respectively. For a standard range of vent sizes, Class II and Class III
spills are found to result in safe concentration levels at standard room temperature (293 K), with
Class III B being safe even at 350 K.

Keywords: liquid spill, enclosure, passive ventilation, geometric parameter, explosion hazard

 Introduction

Several flammable liquids are being used on a daily basis in various industrial,  commercial and
domestic applications and are stored in containers placed in enclosures. In the event of a spillage,
the liquid would vaporize, mix with ambient air, possibly forming a flammable mixture within the
enclosure.  Understanding the potential  hazard associated with flammable liquid spills  in vented
enclosures is crucial to the safe storage of these liquids. This requires prediction of evaporation rate
and  concentration  buildup for  a  given  opening  size  in  the  enclosure.  Natural  ventilation  was
assumed by Brown and Solvason (1962), where equal volume flow rate of exiting mixture and
entraining air is considered. This assumption will not hold good for large gas buildup where the
enclosure is  almost completely filled by the vapor.  Also ceiling and floor openings,  instead of
opening on the walls cannot be analyzed using this approach. A comprehensive review has been
provided by Linden (1999), discussing various aspects related to natural ventilation.

Passive ventilation model was developed by Molkov et al. (2014), where the assumption of equal
volume flow rate is relaxed. In this model, the location of the neutral plane (NP), which divides the
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exiting mixture from the entraining air, is a function of the opening size, the gas properties and the
mass flow rate. Molkov et al. (2014) have validated the model with experimental data of Cariteau
and Tkatschenko (2013) for leakage of helium gas. They found that the concentration predicted
using the passive ventilation model closely follows the experimental data, while the results from the
natural ventilation model are unrealistic. They further derive an expression for minimum gas flow
rate that would lead to 100% concentration buildup within the enclosure.

The natural  and passive ventilation models discussed above have been formulated for sustained
leakage of a light gas in an enclosure. In the present work, the passive ventilation model of a heavy
vapor, adapted from Molkov et al. (2014) is coupled with quasi-steady evaporation model to predict
concentration buildup due to a liquid spill within an enclosure with single opening. Ten different
commonly used liquids spanning a wide range of flammability/combustibility are considered and
their steady state concentration buildup within the enclosure is evaluated.

The paper is organized as follows. Section  1 presents the  model  for evaporation of liquid spill
coupled with the enhanced passive ventilation model for sustained leak of heavy gas in an enclosure
with single opening. This is followed by a subsection on validation of the model with experimental
data from literature. In Section 2, the steady state vapor concentration buildup within the enclosure
for the flammable liquids chosen in the analysis are presented and compared. The paper ends with a
Section 3 on the conclusions of the study.

1. Mathematical Model

The model focuses on predicting the concentration buildup in an enclosure due to a liquid spill. The
liquid  spill  could  possibly  be  due  to  a  leak  in  the  container  storing  the  fuel  placed  inside  an
enclosure. The size of spread of the liquid spill is first characterized. The rate of evaporation of the
liquid  spill  is  next  determined  assuming  steady  evaporation.  Finally,  for  the  calculated  steady
evaporation rate of the liquid spill, the concentration buildup of the fuel vapor within the enclosure
for  a  given  opening  configuration  is  evaluated.  This  enables  the  prediction  of  the  potential
explosion hazard associated with a particular fuel due to a spillage event.

1.1. Size and spread of the liquid spill

The size and spread of the spill will depend on various external factors such as surface elevation
difference, porosity of the surface, surface undulations. For a relatively flat, smooth and non-porous
surface, the minimum depth of the spillage can be obtained assuming a balance between hydrostatic
pressure and surface tension (Rangwala and Zalosh, 2023; Hiemenz and Rajagopalan, 2016)

d=√ 2 σ (1− cosθ )

ρL g
                                                          (1)

where  d  is the minimum spill depth (m),  σ is the surface tension (N/m),  ρL is the density of the
liquid fuel,  g is the acceleration due to gravity and θ is the contact angle. For concrete surfaces,
most commonly used in an industrial setting, θ = 25oC (Rangwala and Zalosh, 2023; Hiemenz and
Rajagopalan, 2016).

1.2. Steady evaporation of the liquid spill

The  properties  of  the  liquid  fuel  that  largely  influence  the  evaporation  rate  are  the  boiling
temperature and the volatility. Solving the coupled heat and mass transfer conservation equations at
the surface of the spill, results in an expression for evaporation rate in terms of the mass flux of fuel
vapor emanating from the spill surface (Rangwala and Zalosh, 2023; Kanury, 1977),

ṁF
' '
=

ℎ
Cp , G

ln (1+BT )=
ρG Dℎ

kG

ln (1+BD )                                       (2)
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where kG is the thermal conductivity of air (W/mK), Cp,G is the specific heat of air (J/kgK), ρG is the
density of air (kg/m3), D is the fuel vapor mass diffusivity in air (m2/s). B is the Spalding number,
which can be calculated using energy/species balance as

BT=
C p , F (T ∞− T s )

L
                                                         (3)

BD=
Y F ,s

1− Y F ,s
                                                              (4)

where Cp,F is the specific heat of the fuel vapor (J/kgK) Ts, YF,s are the temperature, mass fraction at
the spill surface, T∞ is the ambient temperature  and  L is the latent heat of vaporization of the fuel
(J/kg). The Spalding heat transfer number, BT is the ratio of the rate of heat transfer from the spill
surface to the ambient to the rate of heat transfer from the bulk of the spill to the spill surface. Here,
the sensible heat required to raise the temperature of the liquid bulk to the surface temperature is
neglected due to the assumption of rapid heat transfer in the liquid phase, the latent heat required to
vaporize the liquid fuel is considered. The Spalding mass transfer number, BM is the ratio of the rate
of mass transfer from the fuel surface to the ambient, to the rate of mass transfer from the fuel bulk
to the fuel surface. Here, the fuel mass fraction of the liquid bulk is one, since pure liquid fuels are
considered, the fuel vapor mass fraction in the ambient is assumed zero. The mass fraction at the
spill surface, YF,s can be obtained from the mole fraction, XF,s, which is related to the partial vapor
pressure, and can be calculated using the thermodynamic equilibrium relations like the Clausius
Clapeyron equation given by

X F, s=exp{
− L MW F

Ru
(

1
T s

−
1
Tb

)};Y F , s=
XF ,s MW F

MW mix
                                   (5)

where MWF is the molecular weight of the fuel (kg/kmol),  Tb is the boiling temperature (K), Ru =
8314 J/kmol-K is the universal  gas constant,  and the mixture molecular  weight is  calculated as
MWmix = XF,s  MWF  + (1-XF,s) MWair. Equations 3-5 are solved iteratively to obtain the equilibrium
spill surface temperature and concentration,  Ts,  YF,s. The value of surface temperature is initially
taken as Ts = T∞ - 20, and is changed in every iteration till the equality in Equation (2) is satisfied.
Heat is convected from the spill surface to the ambient air by natural convection. The typical value
of heat transfer coefficient that corresponds to heat transfer by natural convection from internal
surfaces of rooms in buildings lies in the range of 1-5 W/m2K (Awbi, 1998). Hence, a value of h =
5 W/m2K is chosen and used throughout the present analysis.

1.3. Concentration buildup within the enclosure

The fuel vapor generated is assumed to mix steadily with the air within the enclosure, leading to a
homogeneous fuel-air mixture.  The passive ventilation model of Molkov et al.  (2014), which is
based on this uniform and steady mixing assumption is employed to determine the mass flow rates
of the exiting mixture and entraining air and thus the concentration of the mixture. The height of the
neutral plane (NP) which demarcates the regions of mixture exiting and air entraining the enclosure
as shown in Figure 1 is also evaluated. The mixture if heavier compared to air, exits below the NP,
while a lighter mixture exits above it. This would mean, the pressure difference about the opening
of the enclosure is zero only at the NP and is non-zero otherwise.
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Fig. 1. Schematic showing gaseous leak in an enclosure due to liquid spill with a single opening, considering
passive  ventilation.  The  neutral  plane  (NP)  demarcates  the  region  of  exiting  mixture  from that  of  the
entraining air. Mass flow rate of the exiting heavy mixture and entraining air are denoted as ṁmix, ṁair. The
mass flow rate of evaporation of the liquid spill is denoted as ṁF. All heights are measured from the bottom
of the enclosure. The height of the lower edge, upper edge and NP of the opening are denoted as h1 , h2 , hNP.

The following hydrostatic equations give the variation of the external and internal pressures.

pext  (ℎ)+ρmix  gℎ=pNP+ρmix  gℎNP                                            (6)

pint  (ℎ )+ρair  gℎ=pNP+ ρair  gℎNP                                              (7)

The pressure difference, ∆p (h) = pext (h) - pint (h) that drives the flow across the opening is given as 

Δp (ℎ)=Δρg|ℎ−ℎNP|                                                        (8)

where ∆ρ = |ρair - ρmix| is the absolute density difference. Using Bernoulli’s equation, the velocity
profile for the exiting mixture and entraining air is calculated from ∆p (h) expression.

Umix  (ℎ )={2 g|1−
ρ air

ρmix 
||ℎ−ℎNP|}

1/2

                                            (9)

U air  (ℎ )=− {2 g|1−
ρmix

ρair
||ℎ−ℎNP|}

1/2

                                           (10)

The mass flow rates on either side of the NP are calculated by the integration of the respective
velocity profiles.

ṁmix =ρmix  W|∫
ℎNP 

ℎm

U mix  (ℎ) dℎ|= 2
3

W {2g ρmix  Δρ }
1/2

|ℎm−ℎNP|
3 /2

                     (11)

ṁair =ρair W|∫
ℎNP 

ℎ k

U air  (ℎ) dℎ|=2
3

W {2 g ρair  Δρ }
1/2

|ℎk −ℎNP|
3 /2

                        (12)

where  W is the width of the opening and k=1, m=2 for light gas; k=2, m=1 for heavy gas. Mass
conservation applied to the enclosure gives

ṁmix  − ṁair =ṁF=Y F ṁmix =X F ρF/ ρmix =ρF QF                            (13)
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where YF is the mass fraction of the fuel and XF is the volume fraction of the fuel (hereafter referred
to as the steady state fuel concentration or simply concentration). QF is the volumetric leak flow rate
of the gas. The mass flow rate of the fuel vapor leaking into the enclosure,  ṁF in Equation 13 is
obtained from the spill evaporation mass flux,  ṁF

”
 (from the evaporation model) in Equation 2, as ṁF =

ṁF
”A, where As = Vs /d is the spillage area, Vs is the volume of the spillage. The concentration buildup within

the enclosure for a given fuel spill depends both on the evaporation characteristics and the buoyancy driven
flow characteristics. The Equations 5, 6, 7, 8 can be rearranged to give

  
ρmix 

ρair 

=1+ XF (
ρF

ρair 

− 1),                                                         (14)

QF=
2√2

3
CD A √g' H (

XF

ZF
)

3 /2

,                                                 (15)

ΔℎNP=

H (
ρmix

ρair
)

1 /3

Z F

,                                                           (16)

ZF=(1− X F )
2 /3

+(
ρmix

ρair
)

1 /3

                                                       (17)

g'
=g|1 − ρF/ ρair| is the reduced gravity, g is the acceleration due to gravity, ∆hNP = |hNP - hm|  is the

height from NP through which the mixture exits, H = h2 - h1 is the height of the opening and CD is
the  coefficient  of  discharge,  a  multiplier  that  accounts  for  the  exit  losses,  with  typical  values
between 0.60 and 0.65 for small square edged openings (ASHRAE Handbook, 2001). CD = 0.6 is
used in the present study. The mass flow rate of the exiting mixture and that of the entraining air
can be calculated as ṁF = ρmix  QF/XF and ṁair = (1+YF) ṁmix. It is to be noted that this formulation
assumes the mixture to be uniform throughout the enclosure and does not consider stratification.

Fig. 2. Steady state mixture concentration predicted by the passive ventilation model (shown using thin black
lines for the present model, thick red lines for Molkov et al., 2014), compared with the maximum helium
concentration from experiments (shown using symbols) of Cariteau and Tkatschenko (2013) plotted with leak
flow rates for the various opening configurations considered. 
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1.3.1. Comparison with experimental data

In order to validate the closed form solution obtained for the passive ventilation model, the results
are compared with experimental data of Cariteau and Tkatschenko (2013). The leakage of helium
gas ejected from a tube placed 21 cm above the floor in an enclosure with base dimensions 0.93 m x
0.93 m and height 1.26 m was studied by Cariteau and Tkatschenko (2013) for various flow rates.
Three different opening configurations are considered here for validation of the model: W x H = 90
cm x 18 cm (Opening a),  W x H = 18 cm x 18 cm (Opening b) and  W x H = 90 cm x 3.5 cm
(Opening c). The steady state concentration for these configurations is calculated using the model
for various leak flow rates using Equation 10 and compared with experimental data of Cariteau and
Tkatschenko  (2013)  in  Figure  2.  The  model  slightly  overpredicts  when  compared  to  the
experimental data possibly due to the uniform mixing assumption made.

2. Results and discussion

The purpose of this study is to evaluate the concentration buildup in an enclosure due to a volatile,
flammable  liquid  spill.  Flammability  is  characterized  by  the  flash  point, TF and  the  boiling
temperature, Tb of the liquid. NFPA 30 (Benedetti, 1998) classifies flammable/combustible fuels
into three major classes with minor divisions, based on the values of TF and Tb: flammable liquids
belong in Class I, and combustible liquids in Class II (low flash point) and Class III (high flash
point).  Various  widely  used  liquid  fuels  (employed  in  automobile,  industrial  and  domestic
applications) that fall under these three classes (and their divisions) are chosen for the current study.
Two fuels, dimethyl carbonate and ethylene carbonate, which are used as solvents in electrolytes of
lithium-ion batteries are chosen. They are of particular interest due to the increasing importance of
addressing the issue of thermal runaway and the resulting explosion hazard in such batteries, which
are now widely being used in e-mobility devices. These fuels (in increasing order of TF) are listed in
Table 1 along with their  NFPA 30 classification and their  important  properties  required in this
study. Surrogate fuels  have been used to evaluate the properties of blended fuels, Iso-octane for
Gasoline  (Zhen  et  al.,  2017),  n-Dodecane  for  Diesel  Fuel  (Farrell  and  Peters,  1986),  n-
Heptylcyclopentane  for  Kerosene (Wang,  2001),  n-Hexadecane for  Motor  Oil  (Maharjan  et  al.,
2018).

Table 1. Properties of various flammable liquids considered in the present study at 293 K

Liquid 
Fuels

NFPA
30

Class

TF

(K)
Tb

(K)
LFL
(％)

MW
(g/mol)

ρL

(kg/m3)

σ x 102

(N/m)

d
(mm)

As

(m2)

n-Pentane I A 222.0 309.2 1.5 72.2 626.0 1.603 0.699 0.715

Gasoline I B 227.5 372.4 1.4 114.2 692.0 1.963 0.712 0.703

Toluene I B 277.0 383.8 1.3 92.1 867.0 2.854 0.793 0.631

Dimethyl 
Carbonate

I B 290.0 363.4 4.2 90.1 1069.4 2.880 0.717 0.697

Xylene I C 298.0 412.3 1.0 106.2 864.0 2.885 0.799 0.626

Turpentine I C 308.0 429.3 0.8 136.2 861.0 5.480 1.103 0.453

Diesel Fuel II 313.0 525.6 0.6 170.3 653.0 2.584 0.762 0.656

Kerosene III A 338.0 497.3 0.7 168.3 758.0 2.300 0.732 0.683

Ethylene 
Carbonate

III B 423.0 521.4 3.6 88.1 1337.4 6.639 0.974 0.513

Motor Oil III B 473.0 634.0 1.4 295.2 905.6 2.700 0.858 0.583
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Enclosure dimensions as used in the study with  base dimensions 0.93 m x 0.93 m (floor area  of
0.865 m2) and height 1.26 m is considered. Using the surface tension and liquid density of the fuels,
the depth of the liquid spill is calculated using Equation 1. The area of spread is calculated as the
ratio of the initial volume and the depth of liquid spill. An initial spillage volume, Vs = 0.5 L (= 5 x
10-4 m3 = 13.2 % of a gallon) is chosen such that the spillage occupies about 40-80 % of the floor
area and is left unrestrained. The depth of the liquid spill and the spread area, calculated for the
various fuels considered are included in Table 1. While the average surface tension of the fuels
considered  is  0.0285 N/m, the surface tension of  Turpentine  is  almost  twice  this  value (liquid
density not very different) and hence has the highest (lowest) depth of spillage (spread area). The
lowest depth of spillage is reported for n-Pentane, due to the low surface tension value (~ 60 % of
the average surface tension value).

Fig. 3. Variation of fuel concentration with the vent parameter, A√ H  for the various fuels considered at T∞

= 293 K. The horizontal lines point to the LFL value of the respective fuels. The reference value of
( A√ H )wall  is calculated using the dimensions of one of the walls of the enclosure considered.

The evaporating mass flux of the liquid spill is next calculated for the fuels considered by solving
Equations 3-5 iteratively. The mass flow rate of the vapor, ṁF that corresponds to the spillage area
of each fuel is calculated. Also calculated are the regression rate of the liquid spill using the liquid
density and the time required for complete evaporation of the spill volume considered. These values
are presented in Table 2 for  T∞ = 293 K. Based on the vapor mass flow rate of each of the fuel
calculated, the steady state concentration within the enclosure is determined using Equations 14-17
for two different ambient temperatures, T∞ = 293 K, 350 K. The steady state concentration is plotted
with the vent parameter for the fuels considered in Figure 3 in log-log scale. 

The variation of concentration with the vent parameter is evident from Equation 15, X F ( A√H )
−2 /3,

showing an asymptotically  decreasing trend, consistent with Figure 3.  This is due to higher air
entrainment  reducing  the  concentration  for  larger  opening.  For  a  given  vent  parameter,  the

concentration varies as X F (ṁF / ρF )
2 /3 ( g' )

−1 /3
, again from Equation 15. This shows the concentration
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strongly varies with the vapor flow rate and weakly with the relative density difference. This trend
is evident from Figure 3, where fuels with higher ṁF, exhibit higher concentration buildup. 

Table 2. Gas-phase properties, evaporation and spill regression rate of various flammable fuels considered
for T∞ = 293 K. 

Liquid 
Fuels

Cp,F

(kJ/kgK)1
L

(kJ/kg)2
D x 106

(m2/s)3
Ts

(K)
YF,s vF

(mm/min)

ṁF x 105

(kg/s)
tE

(mins)

n-Pentane 1.681 373.489 8.111 261.3 0.299 0.0633 47.25 11.0

Gasoline 1.640 313.169 6.085 286.4 0.113 0.0135 11.71 52.7

Toluene 1.137 417.626 8.198 285.8 0.049 0.0066 5.987 120.7

Dimethyl 
Carbonate

1.114 388.092 8.446 279.7 0.091 0.0104 12.87 69.3

Xylene 1.190 406.492 6.615 290.9 0.019 0.0020 1.815 396.8

Turpentine 1.015 315.474 6.152 291.5 0.016 0.0016 1.015 709.3

Diesel Fuel 1.670 347.745 4.550 292.9 3.38x10-4 2.48x10-5 0.023 30676.6

Kerosene 1.438 341.598 4.991 292.9 3.55x10-4 2.97x10-5 0.028 24627.1

Ethylene 
Carbonate

1.025 722.260 8.883 292.9 4.34x10-5 3.96x10-6 0.005 245745.5

Motor Oil 1.255 222.048 3.878 292.9 2.73x10-5 2.08x10-6 0.001 413426.0

1 Yaws (1999), 2Yaws (2008), 3Yaws (2014)

Fig. 4. Variation of fuel concentration with the vent parameter, A√ H  for the various liquids considered at
T∞ = 350 K. The horizontal lines point to the LFL value of the respective fuels. The reference value of

( A√ H )wall  is calculated using the dimensions of one of the walls of the enclosure considered.
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With a low LFL value, n-Pentane poses the most critical explosion hazard with the venting needed
to avoid LFL, being 45 % of ( A√ H )wall of the enclosure. Gasoline and Toluene also pose a greater
explosion  hazard,  compared  to  the  other  fuels.  Despite  the  high  concentration  of  Dimethyl
Carbonate, the A√ Hrequirement is low (lower than Xylene and Turpentine) due to the high LFL
value.  However, for the typical opening sizes considered by Cariteau and  Tkatschenko (2013),
(with vent parameter values are in the range 10-2 - 10-1), leads to concentration buildup within the
enclosure higher than the LFL value, for all the Class I liquid spills, and hence the Class II, III spills
can be considered safe.

Table 3. Gas-phase properties, evaporation and spill regression rate of various flammable fuels considered
for T∞ = 350 K. 

Liquid 
Fuels

Cp,F

(kJ/kgK)1
L

(kJ/kg)2
D x 106

(m2/s)3
Ts

(K)
YF,s vF

(mm/min)

ṁF x 105

(kg/s)
tE

(mins)

n-Pentane 1.923 322.738 12.00 275.3 0.549 0.1753 130.8 4.0

Gasoline 1.921 284.332 9.077 317.4 0.433 0.0801 69.41 8.9

Toluene 1.353 385.759 11.90 314.1 0.227 0.0407 37.06 19.5

Dimethyl 
Carbonate

1.276 352.965 12.44 301.4 0.286 0.0450 55.96 15.9

Xylene 1.405 378.050 9.949 329.8 0.172 0.0249 22.46 32.1

Turpentine 1.360 295.191 9.058 335.2 0.172 0.0228 14.84 48.3

Diesel Fuel 1.901 326.305 6.841 348.9 0.024 0.0022 2.045 346.4

Kerosene 1.718 321.731 7.359 348.8 0.022 0.0023 2.105 324.6

Ethylene 
Carbonate

1.158 691.053 13.08 348.7 0.004 0.0004 0.496 2246.3

Motor Oil 1.409 213.238 5.778 349.9 0.003 0.0003 0.196 2982.7

1 Yaws (1999), 2Yaws (2008), 3Yaws (2014)

The calculation is repeated for an ambient temperature of T∞ = 350 K. The regression rate of the
liquid spill calculated using the liquid density and the time required for complete evaporation of the
spill volume considered are presented in Table 3. The steady state concentration is plotted with the
vent parameter for the fuels considered in Figure 4 in log-log scale.  n-Pentane remains to be the
most critical explosion hazard with a much higher venting (compared to the lower temperature), 83
% of  of the enclosure needed to avoid LFL. The concentration trends are broadly similar to what is
observed in the lower temperature case with some differences.  Toluene,  though having a lower
evaporation rate compared to Gasoline, shows marginally higher concentration due to small value
of relative density difference. Xylene and Turpentine, despite their low concentration, along with
Toluene and Gasoline, pose high explosion hazard compared to the other fuels due to the low LFL
values. Dimethyl Carbonate, despite the high concentration, remains to be less hazardous at 350 K,
due to the high LFL value. Least concentration is observed for Ethylene Carbonate for a given vent
parameter as opposed to the 298 K case and poses the least explosion hazard, with a high LFL value
adding to its advantage. With A√H=0.1, considered as the upper limit of nominal venting size, we
can observe that all liquid spills except Ethylene Carbonate and Motor Oil (Class III B) fuels lead to
concentration build up higher than the respective LFL values. Class III B spills (unrestrained) can
therefore be considered safe up to temperatures as high as 350 K.
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3. Conclusions

The ensuing explosive vapor leak from a flammable liquid spill is analysed in an enclosure with a
single opening on the wall at two different ambient temperatures, 293 K and 350 K. Ten different
liquids, with wide range of flammability,  that belong to various classes of flammable/combustible
liquids  according  to  the  NFPA  30  classification,  and  used  in  varied  applications  (fuels  in
automobiles/aircrafts, electrolytes in batteries of e-mobility devices, solvents in chemical process
industry) are considered. An initial spill volume of 0.5 L is chosen so that the area of spill for all the
fuels considered is within 40-80 % of the floor area of the enclosure considered. Turpentine has the
highest (lowest) depth of spillage (spread area) since the surface tension is almost twice the average
value of the liquids considered (liquid density not very different).  Quasi-steady evaporation from
the  liquid  spill  is  modeled  considering  fuel  properties  at  constant  temperature  and  pressure.
Thermodynamic equilibrium is assumed to prevail at the liquid-vapor interface, and the thermal and
molecular diffusivity are assumed to balance each other. Passive ventilation of the heavy vapor
generated is considered, extending the model of Molkov et al. (2014) for light vapor. The model
assumes uniform mixing of fuel and air, leading to a steady state concentration within the enclosure.
This  forms  a  neutral  plane  (NP)  which  demarcates  the  regions  of  the  mixture  exiting  and air
entraining the enclosure. For a given vent parameter and spill area, the model solves for the height
of the neutral plane, the mass flow rate of the mixture issuing out, the mass flow rate of entraining
air, and the density of the mixture in the enclosure. The concentration is found to strongly vary with
the  vapor  flow  rate  and  weakly  with  the  relative  density  difference.  The  critical  geometric
parameter of the opening that leads to an explosive mixture is identified for each of the liquid spills.
This  value  for  n-Pentane (which  poses  the  highest  explosion  hazard)  is  45%,  83%  of  the
corresponding  wall  value  at  293  K  and  350  K  respectively. Gasoline  and  Toluene  also  pose
relatively  high  explosion  hazard  at  both  temperatures.  Dimethyl  Carbonate,  despite  the  high
concentration buildup is relatively safer due to the high LFL value. It has been observed for the
unrestrained spill considered, Class II and Class III liquid spills result in safe concentration levels at
the  standard  room  temperature  of  293  K,  while  the  Class  III  B  liquid  spills  result  in  safe
concentration levels at temperatures as high as 350 K.
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Abstract 

Further developments in wireless communication technology (e.g. Wifi, mobile technology such as 

5G) offer various advantages, including higher transmission rates and enhanced connectivity between 

individual devices. These and other advantages are also important in the process industries. However, 

using these transmission technologies in a potentially explosive atmosphere requires a safety 

investigation into the possible ignition hazards caused by devices with integrated high-frequency 

transmitters operating directly in a hazardous area. Electromagnetic radar level measuring devices are 

an example, which must be approved in accordance with IEC 60079-0 section 6.6.2 (radio frequency 

sources). Thresholds are limited to a frequency range from 9 kHz to 60 GHz. Modern devices operate 

at much higher frequencies, e.g. 80 GHz or more, which requires a safety investigation of the possible 

ignition hazards posed by the electromagnetic radiation necessary. 

In this work, the possible ignition of explosive atmospheres caused as a result of hot surfaces of solids 

irradiated by electromagnetic radiation is investigated. In order to be able to determine if a hot surface 

of the solid material due to this process leads to a hazard, radiation absorbing solids are examined at 

a frequency of 92 GHz. Due to the small size of the application-based solids, the ignition tests are 

carried out in accordance with the test specifications for small hot components according to 

IEC 60079-0 Section 5.3.3 (small component temperature for Group I or Group II electrical 

equipment) and 26.5.3 (small component ignition test (Group I and Group II)). During the ignition 

tests, a cubical absorber is used as a measurement object, which is centred in a temperature-controlled 

ignition vessel by a holding device. Therefore, the measuring object is adjustable in three axes in 

order to position this absorber in the focus of a lens horn antenna. In this way, it is possible to irradiate 

the underside of the measuring cube in the test vessel in a focussed arrangement through the lens horn 

antenna with a high frequency of 92 GHz and a maximum output power of 3.3 W. The measurement 

setup for generating the radio frequency (RF) radiation consists of a signal generator with a frequency 

extender and an amplifier, which are connected to the lens horn antenna by waveguides. The 

temperature of the measurement object is measured by an integrated, highly sensitive wire 

thermocouple. Additionally, the temperature in the ignition vessel is measured by means of mantle 

thermocouples at various positions. Ignition tests are carried out with mixtures of diethyl ether-air 

(temperature class T4) and carbon disulphide-air (temperature class T6). Here, different percentages 

of the individual mixtures are used, starting with the stoichiometric concentration. Furthermore, the 

ignition tests are carried out depending on different output powers to a maximum of 3.3 W at 92 GHz. 

The results of the ignition tests by absorption of radio frequency radiation are presented and 

interpreted in this work. Thus, the limit values for radio frequency power thresholds specified in 

IEC 60079-0 for the safe operation of wireless communication devices in potentially explosive 

atmospheres shall be extended in future based on these investigations. 

Keywords: ignition hazards, high frequency, explosion prevention, small hot components, wireless 

communication 
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1. Introduction 

As advancements in wireless communication technology accelerate, we face the challenge of safely 

integrating radio frequency transmitters into potentially explosive atmospheres. This development 

offers the promise of improved connectivity and higher transmission rates, resulting in a higher level 

of efficiency and innovation both in everyday life and in process industries. However, while these 

advances are promising, safety considerations must be taken into account, especially when integrating 

high-frequency transmitters in explosive atmospheres. Devices such as electromagnetic radar level 

transmitters are critical in industrial applications and are required to follow the standards according 

to IEC 60079-0 (2017) section 6.6.2 (radio frequency sources). Modern devices use frequencies that 

often exceed the standard frequency limits of 9 kHz to 60 GHz, which creates the need for increased 

radio frequency power thresholds specified in the standard. Addressing these challenges requires a 

comprehensive understanding of ignition hazards and explosion prevention. Particularly heated 

surfaces of solids irradiated by high-frequency electromagnetic radiation require thorough 

investigations. Current standards, as defined in IEC 60079-0 (2017) section 6.6.2, must therefore be 

extended to ensure the safety of using modern high-frequency devices. To achieve this, heating 

experiments using high-frequency electromagnetic radiation are combined with the "ignition tests for 

small hot components" in accordance with IEC 60079-0 (2017) sections 5.3.3 and 26.5.3. These tests 

aim to investigate the ignition hazards due to radio frequency (RF) radiation under various conditions, 

including different gas mixtures and output powers up to 3.3 W maximum at 92 GHz.  

Measurements are carried out using mixtures of diethyl ether-air and carbon disulphide-air, based on 

the known low ignition temperature derived from experience and previous research. For instance, 

diethyl ether corresponds to temperature class T4 in the explosion protection of electrical equipment, 

while carbon disulphide corresponds to temperature class T6. (Setchkin, 1954), (Markworth, et al., 

1985). Due to their low ignition temperatures, these mixtures are suitable for ignition tests and allow 

detailed investigations of the effects of radio-frequency radiation as a potential ignition source in 

explosive atmospheres. Through the selection of these mixtures for testing, safety considerations 

regarding using radio frequency devices in potentially explosive atmospheres can be evaluated and 

appropriate safety protection derived. By means of experiments and analytical considerations, a 

threshold value is determined at which the RF radiation under consideration does not pose an ignition 

hazard. This threshold value is intended to serve as a basis for improvements to existing standards 

and to facilitate the integration of wireless communication technologies into potentially hazardous 

environments in the future. Thus, this work contributes to the constant efforts of explosion protection 

and industrial safety. 

2. Test setup for ignition tests based on small hot components 

Here, the test setup for the ignition tests consists of three main parts: the preparation and analysis of 

the explosive gas-air atmosphere, the RF signal generation and the ignition vessel with the 

measurement object and lens horn antenna. The principal test setup is shown in Figure 1. The 

explosive gas-air atmosphere is prepared using the standard method consisting of a mass flow 

regulator, a chemical pump and an evaporator as well as gas analysis using an oximeter. The generated 

gas-air mixture is then heated through a pipe system and directed into a preheated ignition vessel 

(12 liter volume). For the ignition tests carried out here, carbon disulphide for temperature class T6 

and diethyl ether for T4 are used in accordance with IEC 60079-0 (2017) section 26.5.3. The RF 

signal is generated through a high-power amplifier from a weather radar application (see chapter 2.1). 

Due to the high output power of the amplifier and the resulting self-heating of the amplifier, it is 

necessary to cool it down to at least 24 °C using a water-cooling system. Otherwise, the output power 

of the amplifier would decrease with increasing self-heating. 
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Figure 1. Test setup for the ignition tests with RF radiation generation. 

 

2.1. RF signal generation 

In order to generate RF radiation with a high output, the high power amplifier (HPA) (Millitech AMP-

10-41300) is used here. This amplifier operates at a frequency of 92 GHz and a power amplification 

of 4 W maximum. To generate the output signal at 92 GHz and 4 W, first a signal is generated at 

15.33 GHz using a signal generator (Rohde&Schwarz SMF100A). The frequency of the generated 

signal is then increased by factor 6 to 92 GHz using a signal frequency extender (VDI WR10SGX-

M). The extended signal is amplified to up to 4 W using the HPA and is radiated through a connected 

waveguide by the focusing circular horn antenna (see Figure 1). To be able to adjust the power at the 

input of the amplifier to a defined value, a part of the power PCh.A is coupled out before the HPA by 

means of a directional coupler. The output power of the RF signal generation is controlled by the 

output power of the signal frequency extender. For this purpose, the signal frequency extender is 

provided an input voltage of 0 V to 5 V. The isolator between the signal frequency extender and the 

HPA protects both devices from reflections in the path. 

Due to the test setup for the ignition tests, the output power of the HPA cannot be measured at the 

same time as the ignition tests. For this reason, the power applied to the antenna was determined 

additionally to the adjusted input power of the HPA. The setup to measure the output power at the 

power amplifier is shown in Figure 2. 

 

Figure 2. Measurement setup for determining the output power of the power amplifier (HPA). 

 

By means of an attenuator and directional coupler, the output power PCh.B is displayed. By considering 

the specific attenuations of the attenuator AAttenuator and the waveguide AWaveguide, it is possible to  
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determine the power Pout [dBm] applied to the antenna input in dBm by using (1).  

𝑃𝑂𝑢𝑡[𝑑𝐵𝑚] = 𝑃𝐶ℎ.𝐵[𝑑𝐵𝑚] + 𝐴𝐴𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑜𝑟 + 𝐴𝑊𝑎𝑣𝑒𝑔𝑢𝑖𝑑𝑒 (1) 

The measured attenuation values are given in formula (2).  

𝑃𝑂𝑢𝑡[𝑑𝐵𝑚] = 𝑃𝐶ℎ.𝐵[𝑑𝐵𝑚] + 29.45 − 0.94 (2) 

The power Pout is converted from dBm to watts according to equation (3).  

𝑃𝑂𝑢𝑡[𝑊] =
10𝑃𝑂𝑢𝑡[𝑑𝐵𝑚]/10

1000
 

(3) 

An overview of the input powers at the antenna considered here as a function of the input powers 

PCh.A adjusted at the amplifier can be seen in Table 1. 

Table 1. Overview of the considered RF radiation power at the antenna input for the ignition tests. 

Adjusted input power 

of the power amplifier  

PCh.A in dBm 

Measured output power 

of the power amplifier 

PCh.B in dBm 

Power at the antenna 

input  

Pout in dBm 

Power at the antenna 

input  

Pout in W 

10.75 6.67 35.18 3.3 

8.01 4.18 32.69 1.9 

7.54 3.57 32.08 1.6 

The maximum output power of the amplifier of 4 W is not reached. The reason for this could be the 

attenuation losses during RF signal generation and the self-heating of the amplifier. Thus, the 

maximum output power of Pout = 3.3 W at 92 GHz is possible for the ignition tests. The power values 

of Pout = 1.9 and Pout = 1.6 are derived from the possible input power adjustments of the HPA as well 

as the already performed heating tests (Walkemeyer, et al., 2022(a)), (Walkemeyer, et al., 2022 (b)). 

 

2.2. Measuring object and temperature measurement 

The measurement object is a material cube (PEEK ESD101) with a high absorption capacity and an 

edge length of 5 mm x 5 mm x 5 mm (Walkemeyer, et al., 2022(a)), (Walkemeyer, et al. 2022(b)). 

This measurement object size corresponds to the specifications for small components according to 

IEC 60079-0 (2017) section 5.3.3. During the ignition tests, the surface temperature of the 

measurement object is measured using a thermocouple (type K, diameter 0.003 inch, Omega 

Engineering Ltd.). For this purpose, the thermocouple is placed in a diagonal drill hole with a diameter 

of 0.4 mm in the absorber. This measurement object with thermocouple is attached to a holder made 

of PTFE from the side using a spring-mounted Kapton tape and then inserted into the ignition vessel 

through a bushing. However, this measuring object holder is constructed in a way that the measuring 

object can be adjusted in three axes. This allows the absorber to be positioned in the focus of the 

antenna. Furthermore, the thermocouple is aligned with the surface of the measurement object. Based 

on previous investigations (Walkemeyer, et al., 2022(a)), (Walkemeyer, et al., 2022(b)), it was 

determined that the thermocouple does not react with the RF radiation.  

In order to read the thermocouple, an A/D converter (National Instruments (NI) TB-9212) is used, 

which is capable of reading up to eight thermocouples simultaneously. This module is connected 

through a PC interface (NI cDAQ-9174) to a computer running the LabView control software. In 
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addition to the surface temperature, this system also monitors the temperatures of the power amplifier, 

mixture, vessel and 100 mm above the measurement object. 

Additionally, the holder can be rotated to determine the surface temperatures at different positions on 

the measurement object. This allows the surface temperature to be measured at the top TSurface,top or 

bottom TSurface,bottom of the measuring cube. The positioning of the thermocouple in dependence on the 

focus of the antenna is represented in Figure 3 a) and b). 

a) b) 

Figure 3. a) Thermocouple position on the top side of the measurement object surface.  

b) Thermocouple position on the bottom side of the measurement object surface. 

 

For the investigation regarding the maximum surface temperatures of the measurement object 

depending on the two positions of the thermocouple and the RF radiation power considered here, 

temperature measurements were carried out in air. Therefore, the temperatures of TSurface,bottom and 

TSurface,top were measured at the power values of Pout = 3.3 W, 1.9 W and 1.6 W respectively. The 

results of the maximum possible temperatures due to the absorption of the RF radiation are given in 

Table 2.  

Table 2. Surface temperature of the measurement object depending on the thermocouple position and the RF 

radiation power in air. 

Pout in W TSurface,bottom in °C TSurface,top in °C 

3.3 500 256 

1.9 292 198 

1.6 265 181 

There is a significant temperature difference between the direct focused bottom side of the absorber 

and the opposite top side. Comparing the surface temperatures measured here on the top side of the 

measurement object (see Figure 3 a)) with the results of the core temperatures obtained from the 

heating experiments of (Walkemeyer, et al., 2022(a)), (Walkemeyer, et al., 2022(b)), these correspond 

with a deviation of ± 15 °C. This means that the approximate core temperature of the absorber 

material can be derived from the surface temperature. 
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3. Test procedure and measurement results 

To determine the most favourable gas/air mixture for ignition depending on the power of the RF 

radiation, ignition tests are carried out in the stoichiometric mixture concentration range. For this 

purpose, investigations are conducted regarding the direct and indirect ignition characteristics with 

different parameters of the power and the mixture concentrations of carbon disulphide-air and diethyl 

ether-air. In each case, tests start with the mixture concentrations known to be most favourable for 

ignition and then the power of the RF radiation is adjusted to determine the power at which no ignition 

occurs. Afterwards, the volume percentages in the gas mixture are changed and the power of the RF 

radiation is varied again. For carbon disulphide-air mixture, the test starts with a volume percentage 

of 1.8 % according to (Setchkin, 1954) and for diethyl ether-air mixture, it starts with a volume 

percentage of 23 % according to (Markworth, et al., 1985). This volume percentage complies with 

the recommended volume percentage in the range of 22.5 % and 23.5 % according to the standard 

IEC 60079-0 (2017) section 26.5.3 regarding ignition tests for small hot components.  

Furthermore, the surface temperatures on the bottom and top of the measurement object is measured 

alternately for each ignition test and parameter combination (see Figure 3 a) and b)). If an ignition 

occurs, the ignition temperature TIgnition,bottom or TIgnition,top is determined by the thermocouple in the 

measurement object.  

In addition to the surface temperatures, the ignition delay time tIgnition delay is also determined for each 

test. Here, the ignition delay time is defined as follows. The ignition delay time begins with the 

heating of the absorber (starting of RF radiation) and ends at the time of ignition. This ignition delay 

time is used as an indicator to evaluate ignition efficiency of the respective mixture concentrations 

depending on the set power of the RF radiation.  

As another test parameter, the cut-off temperature TSurface,cut-off is used. This parameter is used to 

protect the test setup consisting of the measurement object with thermocouple as well as the antenna. 

Observations indicated that the measurement object can be destroyed during the test duration until 

the maximum possible surface temperature of the absorber is reached at the maximum power of 3.3 W 

(see Table 2). Therefore, the ignition tests at the power of 3.3 W are aborted when the surface 

temperature on the bottom or top reaches 250 °C and no ignition occurs. 

 

3.1 Measurement results for carbon disulphide-air mixtures 

In the following, the results of the ignition tests with a carbon disulphide-air mixture are presented 

depending on the output power of RF radiation. For this purpose, Table 3 indicates the mixture 

concentrations and powers at which ignition occurred. Additionally, the defined ignition delay time 

is stated when ignition takes place. The ignition delay time indicated is the maximum ignition delay 

time tIgnition delay,max determined respectively. Table 3 shows that ignitions occurred at a power of 

Pout = 3.3 W for mixture concentrations from 1.5 % to 8 % carbon disulphide in air. At a volume 

percentage of 1 %, no ignitions could be achieved. Due to the observed increase in the maximum 

ignition delay time tIgnition delay,max, from 26 s at a mixture concentration of 2 % to 40 s at 8 %, along 

with the resulting decrease in the ignition efficiency of the gas mixture, ignition tests were stopped at 

a volume percentage of 8 %. This reduction in ignition efficiency of the gas mixture corresponds to 

known references (Setchkin, 1954), (Markworth, et al., 1985). According to (Markworth, et al., 1985), 

no ignition is possible for small hot components with a volume percentage of more than 9.6 % of 

carbon disulphide in air.  

At a reduced power of Pout = 1.9 W, ignitions could only be detected at mixture concentrations of 

1.5 %, 1.8 % and 2.0 %. These ignitions are a so-called cold flame reaction (Markworth, et al., 1985). 

During this process, the heat released leads to an abrupt rise of surface temperature, which can result 

in a cold-flame ignition. Due to this increase of temperature, the gas mixture was ignited in a 

concentration range from 1.5 % to 2.0 %. Reducing the irradiated power from 3.3 W to 1.9 W into 

the measurement object results in the fact that ignitions above a volume percentage of 2.5 % could 
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no longer be detected. Also, no more cold flame reaction could be observed. Like the ignition tests at 

a power 3.3 W, no ignitions could be achieved at a volume percentage of 1 %. Furthermore, no 

ignitions were obtained in the concentration range from 1 % to 8 % carbon disulphide in air at an RF 

radiation power of 1.6 W. 

Table 3. Results of the ignition tests for carbon disulphide-air mixtures. 

Vol. % carbon 

disulfide in air 
1 1.5 1.8 2 2.5 3 3.5 5 6.5 8 

Pout = 3.3 W - x x x x x x x x x 

tIgnition delay,max  - 47 s 40 s 26 s 29 s 32 s 27 s 26 s 35 s 40 s 

Pout = 1.9 W - x x x - - - - - - 

tIgnition delay,max  - 287 s 257 s 204 s - - - - - - 

Pout = 1.6 W - - - - - - - - - - 

“x”: Ignition; “x”: cold flame ignition; “-“: no ignition 

A decreasing and increasing behaviour of the ignition delay time can be observed for both powers 

Pout = 3.3 W and 1.9 W. This indicates that the most favourable mixture concentration for ignition is 

2 % carbon disulphide in air. Differences to the reference value of the most favourable ignition 

mixture concentration of 1.8 % carbon disulphide in air for small hot components (Setchkin, 1954) 

can be caused by different influencing parameters, for example characteristics and location of the 

measurement object as well as convection and flow conditions. 

Figure 4 provides a further representation of the results. This figure presents the maximum ignition 

temperatures TIgnition measured at the bottom and top of the measurement object depending on mixture 

concentrations. Observing the ignition temperatures at a mixture concentration of 2 % in Figure 4, it 

can be seen that the temperatures measured on the bottom of the measurement object 

TIgnition,bottom = 337 °C are the same for the powers of 3.3 W and 1.9 W applied. Furthermore, with the 

power of 1.9 W, the ignition temperatures on the bottom of the measurement object are approximately 

the same. The same behaviour can also be observed for the surface temperatures on the top of the 

measurement object TIgnition,top, here the ignition temperatures are between 207 °C and 212 °C.  

In comparison, the measured ignition temperatures at a power of 3.3 W both on the bottom and on 

the top of the measurement object display temperature deviations. The maximum measured ignition 

temperature of TIgnition,bottom = 412 °C was determined at a volume percentage of 1.5 % and the 

minimum ignition temperature of TIgnition,bottom = 308 °C at a volume percentage of 2.5 % on the 

bottom of the measurement object. These deviations in temperature behaviour depending on the 

mixture concentration are not in accordance with the expected ignition curve. Based on ignition tests 

for small hot components with carbon disulphide-air mixtures, the ignition temperature TIgnition is 

expected to rise with increasing volume percentage (Setchkin, 1954), (Markworth, et al., 1985). A 

possible influencing factor for this deviating behaviour of the ignition temperature could be the power 

of the RF radiation of 3.3 W and the resulting heating of the measurement object. Because at 

Pout = 3.3 W, the absorber material of the measurement object heats up faster compared to irradiation 

with a power of 1.9 W. Here, the heating behaviour of the absorber depending on the power of the 

RF radiation is shown by considering the maximum ignition delay time (see Table 3). Additionally, 

there is no deviation in the ignition temperature at a reduced power of 1.9 W. That the ignition 

temperatures at Pout = 1.9 W does not indicate a noticeable increase in temperature can be attributed 

to the observed range between 1.5 % and 2.0 % of the mixture concentrations. 
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Figure 4. Surface temperatures of the measured object at time of ignition depending the position of the 

thermocouple and the RF radiation power. 

Based on the investigations, it was determined that no ignitions occurred at powers of RF radiation 

of Pout = 1.6 W for carbon disulphide-air mixtures. Thus, the resulting surface temperature of the 

measurement object due to irradiation by high-frequency electromagnetic radiation represents no 

ignition source for the test parameters considered here. However, it should be considered that this is 

a determined limit value for the power output of the RF radiation without taking into account relevant 

measurement uncertainties and a suitable safety factor. 

3.2 Measurement results for diethyl ether-air mixtures 

The results of the ignition tests with diethyl ether-air mixture are presented in the following depending 

on the output power of RF radiation. Therefore, the mixture concentrations and powers at which 

ignition occurred are indicated in Table 4. Furthermore, the defined ignition delay time is specified 

when ignition takes place. The ignition delay time indicated is the maximum ignition delay time 

determined respectively. To protect the test setup, the cut-off temperature TSurface,cut-off for the power 

of 3.3 W is considered here in addition to the results for carbon disulphide/air mixtures.  

Table 4. Results of the ignition tests for diethyl ether-air mixtures. 

Vol. % diethyl 

ether in air 
2.5 3.4 6 9 12 15 18 23 24 30 

Pout = 3.3 W 

with TSurface,cut-off 
- - - - - - - - - - 

Pout = 3.3 W 

without TSurface,cut-off 
    x   x   

tIgnition delay,max      73 s   52 s   

Pout = 1.9 W - - - - - - - - - - 

“x”: Ignition; “-“: no ignition 
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In Table 4, it can be seen that no ignitions occur at a power of 3.3 W when the cut-off temperature is 

used. Based on the low ignition temperature of diethyl ether, ignitions should be achieved without 

restriction due to TSurface,cut-off = 250 °C, at least at the most favourable ignition mixture concentration 

of 23 % diethyl ether in air (IEC 60079-0, (2017), (Markworth, et al., 1985). This was proven by 

ignition tests without taking the cut-off temperature into account, at a mixture concentration of 23 % 

and an additional 12 %. With the recommended mixture concentration of 23 % diethyl ether in air, 

ignitions could be obtained at an ignition temperature of 290 °C and a maximum ignition delay time 

of 52 s. At a mixture concentration of 12 %, the ignition tests showed ignitions at an ignition 

temperature of 490 °C at tIgnition delay,max = 72 s. This increase in ignition delay time indicates the 

expected reduction of the ignition efficiency of the gas mixture. It should be noted that the results of 

the ignition tests could only be obtained by destroying the measurement object at a power of 3.3 W, 

without considering the cut-off temperature. 

At a reduced power of 1.9 W, no ignitions could be achieved in the concentration range of 2.5 % to 

30 % diethyl ether in air. Also, no cold flame reactions (Markworth, et al., 1985) could be observed. 

Therefore, no ignition tests were carried out using RF radiation at a power of 1.6 W.  

Based on the investigations, it was determined that no ignitions occurred at powers of RF radiation 

of Pout = 1.9 W for diethyl ether-air mixtures. Thus, the resulting surface temperature of the 

measurement object due to irradiation by high-frequency electromagnetic radiation represents no 

ignition source for the test parameters considered here. However, it should be considered that this is 

a determined limit value for the power output of the RF radiation without taking into account relevant 

measurement uncertainties and a suitable safety factor. 

4. Conclusions 

Within the scope of this study, it could be shown that hot surfaces of solids that are irradiated with 

electromagnetic radiation can be an ignition source in explosive atmospheres. The measurement 

results indicate that the required surface temperature of the absorber at which an ignition can occur 

depends essentially on the following influencing parameters: 

- the output power of the high-frequency electromagnetic radiation and 

- the gas mixture type and concentration. 

Further influencing parameters, which were not considered here, are the characteristics of the 

measurement object such as shape, surface area and material as well as convection and flow 

conditions. These influencing parameters are known from ignition tests for small hot components 

(Setchkin, 1954), (Markworth, et al., 1985). During the investigations, a measurement object cube 

with a high absorption capacity (absorber material: PEEK ESD101) was irradiated with a constant 

RF radiation of maximum 3.3 W at 92 GHz by a focussing lens horn antenna. A worst-case scenario 

was considered here due to the choice of antenna shape, the constant irradiation with an RF signal 

and the absorber material. As a result, limit values for the output power of the RF radiation of 

Pout = 1.9 W for diethyl ether-air mixtures and Pout = 1.6 W for carbon disulphide-air mixtures could 

be determined at which the resulting surface temperature of the measurement object represents no 

ignition source. However, it should be considered that these are only the limit values for the output 

power of the RF radiation without taking into account relevant measurement uncertainties and a 

suitable safety factor. Based on the results of these investigations and further considerations, the 

determination of a maximum RF power for the safe operation of wireless communication devices in 

potentially explosive atmospheres is to be revised in future. 
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Abstract 

Light alcohols are under investigation in recent years as alternative fuels and in the framework of 

hydrogen development for its production from bio-resources (Pio et al., 2021). Furthermore, the use 

of water-diluted alcohols is ubiquitous for the chemical, food, pharmaceutical, and polymer industry,  

as a solvent or reactant. Hence, detailed analysis for the safe use, for the design of prevention and 

mitigation measures, and for the consequence analysis are required. It is also of great importance to 

get more practical knowledge on fundamental explosion characteristics of common alternative fuels 

that can be applied in the process industries, including mixtures with hydrogen as a green energy 

carrier (Porowski et al, 2023). In this work we have investigated the explosion characteristics of 

alcohol-water-air mixtures, including explosion pressure (Pex) and the maximum rate of explosion 

pressure rise (dp/dt)max in the standard 20-liter explosion sphere. Results first clarify the effect of 

carbon number and the chemical structure on the explosion phenomenon. Furthermore, the effect of 

water (total water and water vapour) has been defined on the explosion characteristics of light alcohol-

air mixtures.   

Keywords: gas explosion, deflagration index, light alcohols, inerting, mitigation measures, water 

effects.  

Introduction 

The depletion of fossil fuel reserves and the rising awareness of greenhouse gas emissions, 

particularly carbon dioxide, on climate change are driving the search for alternative fuels. This search 

is also motivated by a growing desire to mitigate the environmental impact of fuel combustion. Light 

alcohols such as methanol, ethanol, propanol, and butanol are emerging as promising candidates, 

especially when sourced from bio-based materials like sugar cane, corn, starch, waste biomass, and 

agricultural residues. These bio-sourced fuels are renewable and produce fewer air pollutants and 

carbon dioxide than fossil fuels. Additionally, they possess favorable combustion characteristics; for 

instance, methanol, ethanol, and propanol have high research octane numbers (RON), while the 

octane ratings of butanol isomers are comparable to those of conventional gasoline (Sarathy et al., 

2014). Moreover, these alternative fuels can be used in conjunction with other fuels, blended, or 

mixed with green energy carriers such as hydrogen (Porowski et al., 2023). As noted by Kumar and 

Ashok (2021), light alcohols can serve as supplementary fuels when combined with substances like 

n-butanol, iso-butanol, and hydrogen, enhancing the combustion properties of methanol. Research 

also shows potential for producing hydrogen through oxidative steam reforming of ethanol (Palma et 

al., 2017). Beyond energy, diluted light alcohols have applications in the chemical, pharmaceutical, 

and food industries, where their safe usage and the understanding of their physicochemical properties 

are critical (Porowski et al, 2024). In terms of fire safety and assessing the combustion properties of 

alternative fuels, it is vital to investigate the explosion characteristics of these substances, including 

explosion pressure, maximum rate of explosion pressure rise, laminar burning velocity, flame stretch 

and curvature, ignition delay time, and mass burning rates (Cammarota et al., 2009; Giannakopoulos 
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et al., 2015; Wako et al., 2021). This comprehensive approach not only advances our understanding 

of alternative fuels but also contributes to safer and more sustainable energy practices. Laminar 

burning velocity (LBV) is a crucial physicochemical property that characterizes the combustible 

mixture of fuel and oxidizer, influenced by factors such as fuel composition, equivalence ratio (ϕ), 

flame stretch, and mixture dilution (De Goey et al., 2011; Egolfopoulos et al., 2014; Konnov et al., 

2018). LBV measures the rate at which a flame front propagates under laminar conditions in an 

unburned gas mixture. Understanding LBV is essential for determining turbulent combustion, such 

as in engines, validating kinetic models, and ensuring the fire safety of systems utilizing various 

gaseous or liquid fuels, including methane, ethanol, hydrogen, or fuel blends (Cracknell et al., 2013; 

Konnov et al., 2018; Rallis & Garforth, 1980). Numerous studies have focused on the laminar burning 

velocity of combustible gases and mixtures (Gu et al., 2010; Konnov et al., 2018; Liao et al., 2007; 

Rallis & Garforth, 1980; Sileghem et al., 2014; Veloo et al., 2010; Y. Zhang et al., 2014). A detailed 

review by Konnov et al. (2018) outlined various LBV measurement techniques for different fuel and 

air mixtures, including the spherical flame method, stagnation flame method, heat-flux method, and 

burner method. It has generally been observed that the laminar burning velocity for many combustible 

mixtures, including light alcohols, peaks at an equivalence ratio slightly above 1.0 and decreases for 

both leaner and richer fuel mixtures (Chen, 2011; Dahoe & de Goey, 2003; Gu et al., 2010; Hechinger 

& Marquardt, 2010; Rallis & Garforth, 1980; Y. Zhang et al., 2014). Further studies have also 

explored other characteristics and their impacts on LBV, such as flame stretch (Marshall et al., 2011). 

Research by Sileghem et al. (2014) not only investigated the LBV of blends of methanol, ethanol, 

iso-octane, and n-heptane but also examined the temperature dependence of LBV for methanol and 

ethanol. In another study, Bradley et al. (2009) measured the laminar burning velocities in conjunction 

with other parameters like Markstein numbers and critical Peclet numbers for gas phase mixtures of 

ethanol and air. Additionally, the Markstein length for light alcohols was investigated in a study by 

Bechtold & Matalon (2001). This body of research highlights the complexity and significance of 

studying LBV to enhance our understanding of combustion processes, particularly for developing 

safer and more efficient fuel systems. 

Alcohols and alcohol blends have proven to be valuable fuels for a wide range of combustion 

applications, particularly in modern spark ignition (SI) and compression ignition (CI) engines. Their 

high octane numbers and favorable emission profiles make them attractive alternatives, with no need 

for significant engine design modifications (Konnov et al., 2018; Sarathy et al., 2014). Bio-ethanol, 

as highlighted by Vancoillie et al. (2012), is a reliable alternative fuel for spark-ignition engines due 

to its renewable origins and lower emissions. Higher alcohols, such as those containing four or more 

carbon atoms, are especially suited for use in internal combustion engines because of their higher 

energy densities. However, their ignition delay times and octane numbers are generally lower, making 

them more suitable for CI engines (Sarathy et al., 2014). Recent studies, such as those by Vargün et 

al. (2023) and Z. Zhang et al. (2022), have suggested that injecting alcohols into commercial diesel 

engines can reduce NOx emissions and lower the levels of soot, hydrocarbons, and carbon monoxide. 

However, there are concerns about increased cancer risks and ozone-related illnesses due to higher 

aldehyde emissions and unburned ethanol, particularly when ethanol is used extensively as a fuel 

(Sarathy et al., 2014). Methanol, the simplest aliphatic alcohol with a molar mass of approximately 

32.04 g/mol, consists of a methyl group and a hydroxyl group. It is used both as a fuel and a fuel 

additive, contributing to low NOx emissions due to its high H/C ratio, absence of C-C bonds, and 

high latent heat. These properties also enhance the speed of combustion (Wako et al., 2021). The 

laminar burning velocity (LBV) and temperature exponent (α) for methanol-air mixtures were 

thoroughly investigated in studies such as Katoch et al. (2016), demonstrating good consistency with 

existing literature, especially for slightly rich mixtures. Ethanol, the second aliphatic alcohol in the 

homologous series with a molar mass of about 46.07 g/mol, remains the most widely used biofuel. 

Derived primarily from the microbial fermentation of sugars and starches, ethanol's burning rates and 

its blends with fossil fuels have been extensively studied. Parag & Raghavan (2009) found that water 

addition to ethanol reduces its mass burning rate, whereas the burning rate increases with higher 

gasoline content in ethanol-gasoline mixtures. Research by Katoch et al. (2018) on the LBV of 
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ethanol-air flames across a temperature range confirmed these findings, noting a minimum 

temperature exponent value for slightly rich mixtures (ϕ = 1.1). Propanol is available in two isomers: 

1-propanol (or n-propanol) and 2-propanol (or iso-propanol), typically derived from petrochemicals, 

though novel biological sources are also being explored. Veloo & Egolfopoulos (2011) examined the 

flame speeds and extinction strain rates of propanol isomers and compared them to propane/air 

mixtures, revealing how the hydroxyl functional group affects flame characteristics. Beeckmann et 

al. (2014) conducted LBV measurements for methanol, ethanol, n-propanol, and n-butanol, finding 

that the LBV for n-propanol was similar to those of other alcohols at slightly rich mixtures. This 

consistency was further supported by Li et al. (2022), who reported peak laminar burning speeds for 

n-propanol at an equivalence ratio of about 1.1. This literature review clearly indicates that there is a 

need for experimental and numerical data on thermodynamic and reactivity properties of light 

alcohols. To assess their potential as energy carrier and for safety evaluations. So that mitigation 

strategies and technologies may be devised and implemented to cope with accidental releases of 

alcohol vapours. For indeed: when mixed with air, these may pose serious hazards to people, the 

environment and infrastructure in form of fires and explosions. Furthermore, inspection of the 

scientific literature revealed that there is a knowledge gap in the safety literature pertaining to the 

lower alcohols. For this reason the main focus of this paper is on the determination of the explosion 

severity parameters of alcohol – water mixtures. 

1. Experiments 

All experiments were carried out in a 20-liter combustion testing vessel depicted in Figure 1. This 

apparatus allows for the investigation of the deflagration mode of combustion, often referred to as the 

"explosion phenomenon," along with related explosion parameters of alcohol-air mixtures. These 

parameters include explosion pressure (Pex), maximum rate of explosion pressure rise (dP/dt)max, and 

explosion delay time (tdel). Here's a breakdown of these terms: 

• Explosion Pressure (Pex): This parameter represents the peak pressure attained during the 

explosion, measured above the initial atmospheric pressure. It is considered an excess pressure, 

additional to the baseline atmospheric pressure. 

• Maximum Rate of Pressure Rise (dP/dt)max: This measures the highest rate at which pressure 

increases within the vessel or engine during the combustion event. It is closely linked with the 

intensity of the explosion and is crucial for safety considerations and engine design. 

• Explosion Delay Time (tdel): This is the duration between the initiation of the combustion 

process (such as the introduction of a spark or reaching the auto-ignition temperature) and the 

occurrence of the maximum explosion pressure. It indicates the reactivity of the fuel-air mixture 

and is influenced by factors such as the mixture's composition, temperature, pressure, and the 

presence of any diluents like water vapor. 

 

These parameters are essential for understanding the combustion dynamics and safety implications 

of using alcohol-air mixtures in various applications. Tested mixtures are methanol, ethanol, 1-

propanol and 2-propanol at equivalence ratio ranging between 0.3 and 0.7 as calculated by 

considering the vapour pressure at initial conditions of 323.15 K and 1 bar. Pure alcohols were 

initially diluted in water such that the volumetric content of the latter ranged from 0 % to 70 % vol. 

Also, for each alcohol-water ratio, four different volumes were injected, from 2 to 8 cm3. The 

dedicated injection device was applied to provide the liquid samples of light alcohols going at the 

bottom of the testing vessel. The heating plate was mounted and kept at temperature of 333.15 K. A 

magnetic mixing device was also deployed for at least 5 minutes to allow the liquid sample of light 

alcohols to evaporate. The heating plate’s temperature was decreased to 323.15 K and the air was 

slowly administered to bring the pressure in the testing vessel to the pressure of 1 bar. After 
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disengaging the magnetic stirrer, a time span of at least 5 minutes was permitted to elapse prior to 

ignition. Each sample was tested at least three times. 

  

Fig. 1. 3D drawing (left) and the picture (right) of the 20 L combustion vessel. 

 

Liquid light alcohol samples were admitted into the combustion vessel mixed with air, including ϕ = 

0.3–0.7 as determined at experimental conditions. Specific details on the samples, their composition 

and volumetric water content are given in Table 1.  

Table 1. Molecular mass (M) density (ρ), critical temperature (Tc), critical pressure (Pc), critical volume 

(Vc), acentric factor (ω), boiling point (Tb) and vapour pressure (PSat) of CH3OH, C2H5OH, 1-C3H7OH,  

2-C3H7OH, H2O and air [1,2]. 

Substance M (kg mol−1) 
Ρ (†) 

(kg m−3) 

Tc (⊕) 

(K) 

Pc (⊕) 

(bar) 

Vc (⊕) 

(cm3 mol−1) 

ω 

(-) 

Tb (‡) 

(K) 

PSat (*) 

(bar) 

Fl. lim. (y) 

(vol%) 

CH3OH 32.04 × 10−3 787.2 512.16 80.92 117.88 0.565 338.15 0.17 6–37 

C2H5OH 46.07 × 10−3 787.3 513.9 61.37 167.10 0.649 351.15 0.079 3–19 

1-C3H7OH 60.10 × 10−3 802.0 536.8 51.70 218.41 0.629 370.15 0.028 2–14 

2-C3H7OH 60.10 × 10−3 782.7 508.3 47.62 220.10 0.665 355.15 0.061 2–12 

H2O 18.015 × 10−3 997.05 647.10 220.64 56.02 0.344 373.13 0.0317  

Air 28.964 × 10−3 1.161 132.63 37.858 92.35     
(†) At 298.15 K and 1 bar. (‡) At 1 bar. (*) At 298.15 K. (⊕) These quantities permit the calculation of the critical density ρc = 

MPc/RTc and the critical compressibility Zc = PcVc/RTc. (y) Flammability limits in air at 298.15 K and 1 bar as tabulated in 

(Poroewski et al, 2024). Notice that the upper flammability limit in air supersedes the vapour pressure of the pure 

substances at these conditions. () From Ref. (Porowski et al, 2024). 

Each sample was subjected to at least three trials to ensure reliability and reproducibility of the results. 

The protocol for creating initially quiescent combustible mixtures within the combustion vessel was 

rigorously adhered to. To begin, various volumes of liquid samples were prepared and introduced 

into the vessel to achieve different equivalence ratios. Specifically, volumes of 4 cm³, 6 cm³, and 8 

cm³ were used, corresponding to equivalence ratios (ϕ) of 0.3, 0.5, and 0.7, respectively. These setups 

included both alcohol-air mixtures and alcohol-water-air mixtures under the initial experimental 

conditions. This careful preparation of the samples was crucial for evaluating the combustion 

characteristics of the mixtures at different concentrations and compositions, providing comprehensive 

understanding of the behavior of light alcohols in combustive environments. Following the initial 

setup, the combustion vessel was preheated to 323.15 K and then evacuated until the internal pressure 

dropped below 1 millibar, creating a near-vacuum condition. To introduce the liquid samples of light 

alcohols for testing, a dedicated injection device was used, placing the samples at the bottom of the 

vessel. A heating plate was then installed and maintained at a temperature of 333.15 K to facilitate 

the evaporation of the alcohol samples. To ensure thorough evaporation, a magnetic mixing device 

was deployed and operated for at least 3 minutes. After ensuring complete evaporation, the 
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temperature of the heating plate was adjusted back down to 323.15 K. Subsequently, air was gradually 

introduced into the vessel to increase the internal pressure to 1 bar. Throughout this process, the 

magnetic stirrer remained active to guarantee thermal uniformity across the vessel and to aid in the 

thorough mixing of the combustible mixtures. This meticulous preparation was essential for creating 

a controlled environment for studying the combustion characteristics of light alcohols under specific 

thermal and pressure conditions. After the magnetic stirrer was turned off, the combustible mixtures 

were allowed to stabilize for at least 5 minutes before proceeding with ignition. This resting period 

ensured that any turbulence within the mixture had subsided, allowing for more controlled 

combustion conditions. Ignition was then initiated using a spark to trigger the deflagration mode of 

the combustion process, commonly referred to as the "explosion phenomenon." The dynamic 

development of pressure during the combustion was meticulously monitored using a piezoelectric 

pressure transducer. This device is sensitive to changes in pressure and capable of providing accurate 

and real-time data. The pressure signals captured by the transducer were recorded at a high sample 

rate of 150 kHz by a data acquisition system, ensuring detailed and precise measurements of the 

pressure fluctuations during the combustion events. Following each experiment, the combustion 

vessel underwent a thorough cleaning and was flushed with air to remove any residual gases or 

particulate matter. This procedure was crucial for maintaining the integrity of the vessel and ensuring 

consistent conditions for each trial, thereby eliminating cross-contamination between tests and 

ensuring the reliability of the results. 

2. Results and discussion 

Methanol-water mixtures were found to be combustible within a range of 0% to 60% water addition, 

although the 4 cm³ samples were an exception to this general finding. Figures 2-4 in the study 

illustrates a typical pressure profile recorded during these experiments. Generally, the pressure 

behaviors observed during the tests of specific samples were consistent, though there were notable 

variations when testing with extreme water additions and different volumes of alcohol samples. 

During the experiments, an explosion pressure of 6.88 bar was achieved when testing a 4 cm³ sample 

of pure methanol-air mixture, corresponding to an equivalence ratio (ϕ) of 0.3. This scenario also 

exhibited the highest rate of pressure rise, recorded at 365.29 bar/s, signaling it as the most reactive 

scenario among all the methanol-water mixtures tested.  

 

Fig. 2. Pressure increase of 4 cm3 of methanol and 10-40% water addition.  

 

The explosion delay time (tdel) for methanol-air mixtures with an equivalence ratio (ϕ) of 0.3 showed 

an increasing trend as the concentration of water in the mixture rose. However, the behavior differed 

with other sample volumes and equivalence ratios. 
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Fig. 3. Pressure increase of 6 cm3of methanol and 10-60% water addition. 

Specifically, for the 6 cm³ samples at ϕ = 0.5, the minimum tdel was observed with a 30% water 

addition. Similarly, for the 8 cm³ samples with ϕ = 0.7, the shortest delay time occurred at a 20% 

water concentration, indicating an optimal level of water addition for these specific conditions that 

enhances the combustion characteristics. 

 

 
Fig. 4. Pressure increase of 8 cm3of methanol and 10-40% water addition. 

 

Pure mixture of methanol (no water) reaches the highest peak pressure quickly, which then sharply 

declines. The addition of water results in a lower peak pressure, with 10% water still achieving a 

significant peak, but as more water is added (20% and beyond), the peak pressure is noticeably 

reduced. The 40% water mixture is the least reactive, barely reaching 1 bar of pressure. For the sample 

of 6 cm3, the pressure peaks are higher compared to the 4 cm³ mixtures, suggesting a greater reactivity 

possibly due to the larger amount of methanol present. The 10%, 20%, and 30% water mixtures all 

reach similar peak pressures, with the 30% water mixture having a slightly delayed peak. 

Interestingly, the 50% and 60% water mixtures have reduced reactivity, but the decrease is not as 

dramatic as in the 4 cm³ mixtures, potentially due to the greater initial volume of methanol allowing 

for more sustained combustion. In case of 8 cm3 for methanol, a general trend is similar to the 6 cm³ 

mixtures. However, the peak pressures are even higher, again likely due to the increased amount of 

methanol. Here, the 10% water mixture achieves the highest peak, closely followed by the pure 

methanol mixture. The reactivity decreases with increasing water content, yet all mixtures up to 50% 

water show a significant explosion pressure. The mixture with 60% water shows a very gradual 

increase in pressure, indicating that the high water content substantially impedes the reaction.  

1023



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Ethanol-water mixtures demonstrate combustibility over a comparable range of water additions, from 

0% to 60%. This suggests that both methanol and ethanol exhibit similar trends in terms of water 

dilution impact on combustion properties, although specific reaction dynamics such as explosion 

delay times and the most reactive mixture compositions may vary between the two alcohol types. 

This information is crucial for optimizing the use of alcohol-water mixtures in combustion processes, 

ensuring efficient and controlled combustion in practical applications.  

 
Fig. 5. Pressure increase of 4 cm3 of ethanol and 10-40% water addition. 

 

The pressure profiles observed during tests of ethanol samples were generally consistent, though 

exceptions were noted in scenarios involving extreme water additions and varying sample volumes. 

Specifically, testing 8 cm³ of pure ethanol with an equivalence ratio (ϕ) of 0.7 produced random 

outcomes, with only one instance qualifying as a true explosion phenomenon (characterized by an 

overpressure greater than 0.5 bar). As a result, reliable estimation of explosion delay time (tdel), 

explosion pressure (Pex), and maximum rate of pressure rise ((dP/dt)max) for this sample volume and 

composition was deemed unreliable. In contrast, more consistent and meaningful results were 

observed with smaller volumes. For the 4 cm³ samples of pure ethanol at ϕ = 0.3, an explosion 

pressure of 6.70 bar was achieved. Additionally, a sample of the same volume but with 10% water 

content exhibited the highest rate of pressure rise, approximately 260.05 bar/s, indicating it was the 

most reactive among all tested ethanol-water mixtures. Furthermore, this specific mixture (4 cm³ of 

10% water) also showed a notably reactive behavior with an explosion delay time of about 79 

milliseconds. These findings highlight the influence of water content and sample volume on the 

reactivity and combustion characteristics of ethanol-air mixtures. They suggest that while higher 

volumes of ethanol can lead to unpredictable results, moderate water addition to smaller volumes can 

enhance reactivity, making these parameters critical for optimizing combustion processes in practical 

applications. 

 

Fig. 6. Pressure increase of 4 cm3 of 1-propanol and 10-50% water addition. 
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For the mixtures of 1-propanol with water at 4 cm3, it can be observed that the pure mixture reaches 

the highest peak pressure, and it does so more rapidly than the other mixtures, suggesting it has the 

most reactive and energetic combustion characteristics. As the water content increases, there's a clear 

trend of both reduced peak pressure and a slower rise to that peak, indicating that water addition 

dampens the reactivity of the mixture. For example, the 10% water mixture still reaches a relatively 

high peak pressure, but the time to reach this peak is slightly longer compared to the pure mixture. 

As more water is added (20%, 30%, and so on), the peak pressures continue to decrease, and the time 

to reach these peaks becomes progressively longer. The mixture with 50% water content shows a 

very gentle pressure increase, never reaching the pressure levels of the less diluted mixtures, 

suggesting that it is the least reactive among those tested. This could indicate a limit to the 

flammability or combustibility of the mixture at this level of dilution. These pressure profiles are 

valuable for understanding the combustion characteristics of 1-propanol with different water 

concentrations, which is crucial for safety assessments, engine performance, and other applications 

where the fuel mixture's behavior under combustion is important.  

 

Fig. 7. Pressure increase of 6 cm3 of 1-propanol and 10-60% water addition. 

 

For the mixtures of 1-propanol with water at 6 cm3, it can be observed that pure 1-propanol-air 

mixture reaches the highest peak pressure, indicating the most vigorous reaction compared to the 

diluted mixtures. The 10%, 20%, 30%, and 40% water content mixtures show a peak pressure that 

progressively decreases with increasing water content, as expected due to the dilution effect of water 

on combustion. Interestingly, the 50% water mixture exhibits a pressure peak that surpasses the 40% 

water mixture, which could indicate a specific interaction between the fuel and water at this 

concentration affecting combustion dynamics. The 60% water content mixture has a notably lower 

peak pressure, suggesting that this level of dilution significantly impedes the combustion process. 

Each mixture reaches its peak pressure at different times, indicating variations in the speed of the 

combustion process influenced by the water content. The shape of the pressure curves after the peak 

suggests different rates of pressure decay, which can inform the energy release rate and the stability 

of the combustion process. The exact reasons behind the pressure behaviors, especially the unusual 

trend between the 40% and 50% water addition mixtures, would require a deeper investigation into 

the combustion chemistry and physical phenomena occurring within the vessel. 

For the mixtures of 1-propanol with water at 8 cm3, it can be observed that pure 1-propanol mixture 

without water addition again shows a higher peak pressure than the diluted mixtures, which is 

consistent with expectations that pure fuel-air mixtures tend to be more reactive. The addition of 

water generally reduces the peak explosion pressure. However, each water content percentage results 

in a distinct curve, with some mixtures showing an increased pressure peak relative to their adjacent 

higher or lower water concentration mixtures. This could be due to complex interactions within the 

combustion chemistry at specific concentrations. As with the other graphs, as the percentage of water 

increases, the peak pressure generally decreases, and the time to reach peak pressure tends to be 
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delayed. It's notable that the curve for the mixture with 60% water addition is significantly lower than 

the others, indicating reduced combustibility at this concentration. 

 

 

 

Fig. 8. Pressure increase of 8 cm3 of 1-propanol and 10-60% water addition. 

 

The variations in the profiles, particularly any anomalous trends, could be a topic of interest for further 

investigation. These variations might be due to the chemical properties of 1-propanol when mixed 

with water at different ratios, or they might result from the physical properties of the mixture as it 

influences the combustion process. Understanding these profiles is important for safety assessments, 

engine performance evaluations, and optimizing combustion conditions in practical applications. 

 

Fig. 9. Pressure increase of 4 cm3 of 2-propanol and 10-40% water addition.  

Mixtures of 2-propanol with water at 4 cm3 can be concluded that pure 2-propanol mixture attains the 

highest peak pressure, indicating a strong reaction due to the lack of water dilution. As water content 

increases to 10% and 20%, there is a noticeable reduction in the peak pressure, reflecting the diluting 

effect of water on the flammability of the mixture. The mixture with 30% water shows a further 

decrease in peak pressure and also a delay in reaching this peak compared to mixtures with lower 

water content. Interestingly, the 40% water mixture curve appears to flatten and elongate 

significantly, indicating a much slower combustion process, possibly approaching the flammability 

limits of the mixture. The pressure increases for the 10% and 20% water mixtures occur relatively 

quickly after ignition, suggesting that these mixtures still retain a good level of combustibility. In 

contrast, the 40% water mixture shows a much more gradual increase and a lower peak, suggesting 

that the water content is nearing the point where combustion becomes much less vigorous or may 

even fail to propagate. 
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Fig. 10. Pressure increase of 6 cm3 of 2-propanol and 10-60% water addition.  

 

For the mixtures of 2-propanol with water at 6 cm3, it can be observed that pure 2-propanol mixture 

exhibits the highest and most rapid pressure rise, reaching the peak pressure swiftly, which is 

indicative of a highly reactive mixture. As water is added (10% to 30%), there is a noticeable decrease 

in peak pressure, which is expected as water tends to inhibit combustion. The 40% water mixture 

reaches a peak pressure that's lower than the 30% mixture but seems to do so with a similar rapid 

pressure rise. Interestingly, the 50% water mixture shows a peak that is higher than the 40% water 

mixture. This could suggest an optimal water concentration for this specific mixture in terms of 

combustion behavior or might reflect complex chemical interactions at that particular dilution level. 

The mixture with 60% water has a significantly reduced peak pressure, and the pressure rise is more 

gradual, suggesting that the higher water content greatly dampens the combustion reaction. The fact 

that the 50% water mixture has a higher peak than the 40% could indicate a non-linear response to 

water addition, possibly due to various factors like changes in the evaporation rate, flammability 

limits, and the thermal properties of the mixture. Such behaviors are valuable for understanding 

combustion dynamics and can inform the development of fuel blends and safety protocols for 

handling and using 2-propanol as a fuel source. 

 

Fig. 11. Pressure increase of 8 cm3 of 2-propanol and 10-60% water addition.  

 

For the mixtures of 2-propanol with water at 8 cm3, it can be observed that pure 2-propanol mixture 

exhibits the sharpest peak, suggesting that without any dilution, the mixture is highly reactive and 

combusts rapidly. The 10% and 20% water content mixtures still maintain a relatively high peak 

pressure, although there's a slight delay in reaching the peak compared to the pure mixture. This is 

consistent with expectations that a small amount of water doesn't severely hamper combustion but 

does have a noticeable effect. The pressure peaks continue to decrease with the 30%, 40%, and 50% 

water mixtures, and the time to peak pressure extends further, illustrating the dampening effect of 
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water on combustion. Interestingly, the 60% water mixture has a very low peak pressure and a very 

gradual rise, suggesting that the high level of water significantly impedes the combustion process, 

possibly approaching the flammability limit of the mixture. The gradual increase in time to reach 

peak pressure with increasing water content indicates that water acts as an inhibitor, prolonging the 

combustion process. The presence of water likely affects the vaporization of the fuel, the chemistry 

of the combustion process, and the overall energy release rate. These explosion pressure profiles are 

critical for understanding the reactivity and combustion characteristics of 2-propanol in the presence 

of water, which is vital for applications in fuel formulations and safety protocols.  

3. Conclusions 

Based on experimental results, it can be stated that while both methanol and 2-propanol exhibit 

reduced combustion reactivity with increasing water content, the specific relationship between water 

concentration and combustion behavior is complex and dependent on multiple factors including the 

volume of the mixture and the inherent properties of the alcohols involved. These insights are 

instrumental for the practical use of these substances in energy production, industrial processes, and 

safety engineering. Furthermore, several detailed conclusions can be drawn from these experimental 

results: 

• Pure methanol and 2-propanol mixtures exhibit the highest reactivity, indicated by the rapid rise 

to peak pressure. The reactivity decreases with the addition of water across all sample volumes, 

but the rate of decrease is not uniform.  

• Moderate amounts of water (10%-30%) in the methanol and 2-propanol mixtures do not 

dramatically reduce peak pressures but do impact the time to reach peak pressure. High water 

content (40%-60%) significantly lowers the peak pressure, indicating that water acts as an 

inhibitor to the combustion process. 

• Larger volumes of methanol (6 cm³ and 8 cm³) show higher peak pressures than the smaller 

volume (4 cm³), suggesting that the amount of fuel plays a significant role in the combustion 

dynamics. For 2-propanol, the impact of sample volume on peak pressure is less pronounced, 

indicating that other factors may compensate for the volume differences. 

• There is a general trend where higher water content leads to both lower peak pressures and a 

longer time to reach these peaks, reflecting a slower and less intense combustion process. The 

presence of a non-linear response to water addition, particularly where certain water percentages 

result in higher peak pressures than adjacent concentrations, suggests complex interactions that 

could involve the chemistry of combustion, heat transfer, and phase changes. 

• The data indicate there is a limit to the flammability of these alcohol-water-air mixtures. As the 

water content approaches 60%, the explosion pressures are significantly reduced, nearing the 

point where the mixture may not be viable for combustion. 

 

Understanding the reactivity and the explosion pressure profiles of alcohol-water-air mixtures is 

crucial for their application in engines and safety protocols. These findings could guide the design of 

fuel blends, optimizing for desired combustion characteristics while considering the trade-offs 

between efficiency and safety. 
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Abstract 
The lower explosion limit of hybrid mixtures has been investigated by various scientists. The 
conclusions about the ignition behaviour are inconsistent and leave the person in charge of 
safety measures behind with no clue, how to estimate the danger that might arise from the used 
materials. 
In the first part, this article summarizes and discusses the literature that has been published so 
far about the lower explosion limit of hybrid mixtures. In the second part new data about a 
simple hybrid system consisting of only two different atoms, Carbon and Hydrogen, is 
presented. Numerous scholars have released findings while attempting to devise estimation 
techniques for the simultaneous combustion of solid materials and gases. The earliest method, 
introduced by Le Chatelier, was initially designed exclusively for gas-gas mixtures. Another 
method involved the utilization of the Bartknecht curve, which was specifically applied to 
certain hybrid mixtures; however, notable discrepancies persist. Enhancing the accuracy of a 
correlation for predicting the lower explosion limit (LEL) in the context of hybrid mixture 
explosions is imperative for future industrial design. This research paper focuses on the study 
of a hybrid mixture explosion in a modified 20L sphere for the material combination 
Hydrogen/Activated carbon. Using the determined value, a new approach is presented to 
increase the efficiency in determining the LEL of the hybrid mixture. 

Keywords: Dust explosion, Hybrid mixtures, Lower flammability limit, Le Chatelier Law, 
Bartknecht curve 

1. Introduction 
Dust explosions are a common industrial occurrence which damage property and cause harm 
to the workforce. A hybrid mixture is a combination of a combustible dust and a flammable 
gas or vapour. However, combustible dust below its MEC (minimum explosible concentration) 
and flammable gas or vapour below its lower explosion limit cannot be ignited (Amyotte et al., 
1993; Amyotte & Eckhoff, 2010; Denkevits, 2007; Dufaud et al., 2009; Eckhoff, 2005; Garcia-
Agreda et al., 2011). When these two are mixed they can form an explosive atmosphere below 
the explosive region of each single component. The hybrid mixture (fermentation combustible 
gas/grain dust/air) explosion in the grain silo at Semabla Company in Blaye, France, in 1997 
(Abuswer, 2012) is a good case point. These types of explosions not only occur in other 
industries such as food, pharmaceutical, paint, as well as chemical manufacturing (Amyotte & 
Eckhoff, 2010) but also industries handling hybrid conditions causing significant problems for 
growing renewables and other process industries. These accidents will result in loss of lives, 
property and reputation loss (Almerinda Di Benedetto et al., 2013). 
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In a process, a so-called hybrid mixture might occur containing gaseous flammable components 
and combustible dust. Numerous investigations have been conducted to enhance the 
fundamental comprehension of hybrid mixture systems. One intriguing aspect revolves around 
the lower explosion limit (LEL) of these hybrids. The LEL stands out as a crucial factor in 
hazard assessments and the formulation of mitigation strategies for processes utilizing such 
mixtures (Jiang et al., 2014). Le Chatelier's Law was originally developed and adopted for 
homogeneous gas mixtures based on the concept of a constant limit flame temperature for a 
given class of fuels (Glassman, 1996). If extended to hybrid mixtures, Le Chatelier's Law is a 
relationship between the LEL of gas and the MEC of dust, and the weighting factor for each 
fuel is its fractional content in the mixture as represented in a model proposed by (Glassman, 
1996) taking Le Chatelier law as an origin that describes a homogenous mixture by considering 
a constant flame temperature. 
 

𝐿𝐿𝐿𝐿𝐿𝐿 ℎ𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦  =  1
𝑋𝑋𝑔𝑔𝑔𝑔𝑔𝑔
𝐿𝐿𝐿𝐿𝐿𝐿𝑔𝑔𝑔𝑔𝑔𝑔

+ 𝑋𝑋𝑑𝑑𝑑𝑑𝑔𝑔𝑑𝑑
𝑀𝑀𝐿𝐿𝑀𝑀𝑑𝑑𝑑𝑑𝑔𝑔𝑑𝑑

(1) 

 
Xgas is the relative fuel concentration of the flammable gas,%; LELgas is the lower explosion 
limit of the gas, g/m³; xdust is the relative fuel concentration of the combustible dust, % 

xgas+xdust=1; MEC is the minimum explosible concentration of the dust, g/m3.  
   
However, some deviation from Le Chatelier's Law was found when applied to the low-volatile 
Pocahontas coal with methane (Cashdollar, 1996). Closer to this, another deviation was also 
found by (Bartknecht et al., 1981). A model proposed by Bartknecht is an empirical equation 
derived from a series of experimental measurements. The LEL of hybrid mixtures decreases 
with increasing the gas concentration by a second-order equation, named the Bartknecht curve 
as represented. 
 

𝐿𝐿𝐿𝐿𝐿𝐿 ℎ𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦  =  𝑀𝑀𝐿𝐿𝑀𝑀𝑦𝑦𝑑𝑑𝑑𝑑𝑑𝑑 �
𝑦𝑦

𝐿𝐿𝐿𝐿𝐿𝐿𝑔𝑔𝑔𝑔𝑔𝑔
 − 1 �^2 (2)  

 
Cornstarch dust with hydrogen was tested by Gaug and referred to by (Cashdollar et al., 1987). 
It was established that more dust is required to render the system flammable, which deviates 
from the above equations i.e. linear relationship defined by Le Chatelier's Law or the second 
order curve as defined by Bartknecht. In a motive to investigate the deviations in the heat 
capacity and the deflagration index of the fuel (Prugh, 2008) concluded that the straight-line 
relationship applies to mixtures where the heat capacity of dust and gas/vapour are similar and 
deflagration indices are moreover equivalent. Another method was proposed by (Jiang et al., 
2014) based on a correlation between the Le Chatelier Law and the Bartknecht equation. 
 

𝐿𝐿𝐿𝐿𝐿𝐿 ℎ𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦  =  𝑀𝑀𝐿𝐿𝑀𝑀𝑦𝑦𝑑𝑑𝑑𝑑𝑑𝑑[1 −
𝑦𝑦

𝐿𝐿𝐿𝐿𝐿𝐿𝑔𝑔𝑔𝑔𝑑𝑑
](1.12±0.03)𝐾𝐾𝑔𝑔𝑑𝑑𝐾𝐾𝐺𝐺 (3) 

 
In general, it's understood that hybrid mixtures have the potential to ignite when the 
concentration of each fuel falls below its lower explosion limit. While Le Chatelier's Law and 
the Bartknecht curve offer predictive tools for estimating the LEL of these mixtures, 
discrepancies persist, particularly in scenarios where additional dust or gas is required to induce 
flammability. Hence, there's a pressing need for a more precise correlation to anticipate the 
LEL of hybrid mixtures. So far there is no standardized test method for this case. The LEL is 
an often-used safety characteristic in primary explosion protection. Standardized test methods 
for gases and vapours (European Standard: EN 1839, American Standard: ASTM E681-09) 
and for dust (European Standard: EN 14034-3, American Standard: ASTM E1226) are 
available and widely used. This work aims to focus on the study of hybrid mixture explosion 
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in a modified 20L sphere for mixtures to help future research to control and or limit hybrid 
explosion within industries like HDPE production where dust mixes with monomer 
hydrocarbons e.g ethylene and Spray dryers that combine dust with drops and flammable 
vapours. 

2. Methods and Materials 
The experiments were performed in a Kühner 20L sphere with some modifications, such as the 
addition of a pressure sensor to measure the pressure before and after the injection of hydrogen. 
An additional piezoresistive sensor was added to measure the static pressure of the hybrid 
mixture as shown in Figure 1 (Spitzer et al., 2022). Unlike the standard pure dust testing method 
as per (EN 14034, 2011), for testing the hybrid materials partial pressure mixing was applied 
to prepare a flammable air mixture within the chamber before performing the test. To the 
standard 20L sphere one piezo-resistive pressure sensor was additionally installed for a 
resolution between (0.1mbar and -2 bar). These sensors were used for the filling process and 
had to be closed before initiating each ignition and for the determination of the post-injection 
pressure drop. As igniters two 1000J Sobbe pyrotechnical igniters, pointing in opposite 
directions and placed in the centre of the sphere according to the standards for the determination 
of explosion characteristics of dust clouds.  

 
Figure 1:20L-sphere with modification for hybrid mixtures (Spitzer et al., 2022) 

 

The sphere was evacuated to a pressure of 200 mbar before each test. Then the vessel was filled 
with the partial pressure of hydrogen (20 mbar or 50 mbar for a concentration of 2 mol% or 5 
mol% respectively) and filled with compressed air until a pressure of 400 mbar. At the start of 
the test, the dust was injected from the dust inlet chamber with compressed dry air by opening 
a fast-acting valve through a rebound nozzle. The ignition delay time (tv) is 60ms.  In each test, 
the pressure in the 20 L sphere was 400 ± 2 mbar before dust injection. The pressure 
development was recorded with two piezo-electric pressure sensors.  
 
Figure 2 shows a typical pressure–time profile in an explosion test, where (dP/dt), Pex is 
obtained for a specific concentration of pure dust or gas or a combination of both. Pmax is the 
maximum value of Pex. KSt and KG are the maximum values of (dP/dt)ex at varying dust or gas 
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concentrations. Ignition delay tv influences the degree of turbulence (Popa et al., 2021). The 
method to determine MEC and Kst of activated carbon of three different fractions was (ASTM, 
2021; EN 14034, 2011). The explosion experiment for hybrid materials followed (DIN/TS 
31018-1, 2023) 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Typical pressure/time - diagram (Popa et al., 2021) 

3. Results and discussion 
a. Dust explosion 

Activated carbon dust explosion characteristics have been widely studied. Activated Granular 
Carbon for this study was procured from Norit Netherlands (Norit Rox 0.8). This carbon 
material is milled in a rotary sieve mill, sieve 200 µm, 18000rpm and 3 sieve fractions are used 
for different characterization using the (HORIBA laser scattering particle size analyser, 
LA950) laser diffraction method. In our experiments, the LEL of activated carbon has been 
tested for three fractions as shown below. 
 

Table 1: LEL of the dust only 

Fraction Median value 
d10  µm 

Median value 
d50  µm 

Median value 
d90  µm 

LEL g/m³ 

Sieved < 45 µm 6.1 11.1 21.1 70 
Sieved 45-71 µm 7.7 46.9 84.4 140 
Sieved 71-125 µm 66.1 95.2 122.3 200 

 

b.   Hybrid explosion 

Hydrogen: 99.9% pure. The concentration of gas Cgas (mol% or vol%) is calculated for the 
preparation of a hybrid mixture. 
 𝑀𝑀 𝑔𝑔𝑔𝑔𝑑𝑑  =  𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔

(𝑃𝑃𝑃𝑃+𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃−𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃)
− 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (4) 

The sum of the partial fraction of gas, partial vacuum, pre-ignition pressure rise and post-
ignition drop is taken as the concentration of H2 for each Mol fraction. These tests are 
performed without the mix of dust. The partial vacuum before opening the fast-acting valve is 
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0.4 bar. The Preigniton pressure rise from the dust container was 0.63 bar. The difference was 
observed ±0,2 Mol-% for each concentration of H2. 
 
The explosion behaviour of studied hybrid mixtures has been shown in below table 2. 
 

Table 2:LEL, Pmax, dp/dt and Kst of Hybrid mixture AC and H2 

 
Using the results from the above table a graph has been developed in Figure 3. The x-axis is 
H2 Mol% and y – the y-axis is activated carbon MEC in g/m3. 
 

 
Figure 3. Explosion tests for hybrid mixtures 
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m/s g/m³ barg bar/s bar 

m/s g/m³ barg bar/s bar 
m/s 

< 45 
µm 70 6.5 167 45 40 7.1 180 49  7.2 241 66 

45-71 
µm 140 6.0 124 34 50 6.8 150 41  6.9 214 58 

71-125 
µm 200 6.0 60 16 70 6.6 145 39  6.8 179 49 
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c.  Comparison 
  

 
Figure 4:Pellmont- super Bartknecht vs Le Chatelier- line vs Jiaojun Jiang (Jiang et al., 2014; 

Pellmont, 1979) 

 
The Lower Explosible Limit (LEL) for gases or Minimum Explosible Concentration (MEC) 
for dust represents the threshold concentration of fuel within an air mixture, below which the 
self-sustained propagation of a flame cannot transpire. Understanding these thresholds is 
crucial for the prevention and mitigation of risks associated with explosions involving gas, 
dust, or hybrid mixtures. By discerning these limits, it becomes possible to establish safeguards 
within systems to ensure that concentrations remain below the critical threshold, thereby 
minimizing the potential for explosion incidents (Addai et al., 2016). For hybrid mixtures, 
Glassman (1996), Bartknecht et al. (1981) and Jiang et al. (2014) have already proposed a 
model to predict LEL for hybrid mixtures as discussed in equations (1, 2 and 3). However, 
(Cashdollar, 1996) and (Addai et al., 2015) observed deviations from these models for different 
gas and dust mixtures. It is noticed from Figure 5, Figure 6, and Figure 7 that the deviations of 
(Jiang et al., 2014) are massive from the original work as the fact the LEL of gases are derived 
from the literature data for testing conditions and the KG of gases is determined under 
turbulence and different ignitors. Hence, a different approach has been suggested in this work 
to predict the LEL of a hybrid mixture for finer dust fractions, which falls right below the Le 
Chatelier line and closer to the Bartknecht curve.  
 
Figures,5, 6 and 7 show the test results of the LEL-determination of AC dust fractions < 45 µm, 
45-71µm and 71-121 µm with 2 mol% H2 mixtures and comparisons of previous models as per 
Figure 4 vs newly proposed methods to predict the LEL.  
 
It can be seen from Figures 6 and 7 that the LEL from the two coarser fractions lies below the 
linear correlation of Le Chatelier or a super effect is observed. The LEL from the finest fraction 
(< 45 µm) lies above the linear correlation of Le Chatelier, see Figure 6. It can be concluded 
that the correlation proposed by (Jiang et al., 2014), see equation 3, cannot be applied to these 
hybrid mixtures because this prediction lies far from the correlation of Le Chatelier because of 
the low Kst/KG ratio (with KG = 550 bar m/s, reference (NFPA, 2007). Also, the LEL for the 
gas component is taken from other literature and it is supposed, that the turbulence that is 
inherent when testing hybrid mixtures would have extinguished the ignition source that was 
used in the work of (Spitzer, 2023) page 68 ff. 
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Figure 5: Comparison between the previous models and this work with H2 and fractions <45μm 

(y/LEL is the fuel or hydrogen concentration divided by the lower flammability limit of hydrogen in the air (LEL = 4 mol%) 
and c/MEC is the dust concentration divided by the MEC dust concentration of that fraction in the air)   

 

 
Figure 6: Comparison between the previous models and this work with H2 and the fraction 45-71µm 

 

 
Figure 7: Comparison between the previous models and this work with H2 and the fraction 71- 

121µm 
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4. Conclusions 
  
The simplest hybrid mixture containing only two atoms, carbon and hydrogen, was investigated 
on its lower explosion limit. The carbon was milled and sieved to obtain three different particle 
sizes. For the combination of coarse dust adding 2 mol% of hydrogen (1/2 LEL of it) reduced 
the LEL to less than half compared to the dust alone, so a “super-effect” was observed. This is 
similar to the findings by Bartknecht and Pellmont whose predictions fell below the 
LeChatelier linear approach. 
Finer dust fractions had a lower LEL but the LEL of the hybrid mixture was not equally 
dropping and was closer to the Le Chatelier curve. The correlation of Jiang et al. (2014) 
couldn’t be applied as the test conditions for the hybrid were different to the literature gas value 
conditions referred to establish the prediction.  
The finest dust fraction together with the hybrid mixture and the LEL of the hydrogen alone 
were in accordance with the linear approach by Le Chatelier. So the confusion about the 
different behaviours of hybrid mixtures as well as the different equations for the curves are 
actually a result of the particle size distribution of the dust sample. 
Equations exceeding the Le Chatelier line took literature values for one component tested under 
different conditions. Testing them under the same conditions (turbulence and ignition source) 
might have resulted in similar results. 
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Abstract 
The explosion process of 150 nm polymethyl methacrylate (PMMA) dust in the interconnected 
vessels was studied through numerical simulations, which supported the safety protection of the 
powder-related industry. The simulation results are verified by the overpressure and the flame 
propagation velocity. The simulation results are in excellent agreement with the experimental results 
and have high reliability. The results show that with the expansion in the pipe diameter, the turbulent 
velocity in the primary vessel decreases while the precompression increases. And with the growth of 
the volume ratio, the maximum explosion overpressure decreases first and then mounts. For industrial 
explosion-proof design, it should be avoided to use pipe diameters for the most dangerous conditions. 
The existence of an optimal volume ratio is the optimal choice for explosion-proof designs. This study 
provides support for an in-depth understanding of the evolution mechanism of pressure-piling in 
interconnected vessels and contributes effective methods for designing equipment with explosion risk. 

Keywords: dust explosions, interconnected vessels, nano-sized PMMA, computational fluid dynamics 

1. Introduction 
In modern industrial production, dust explosions have always seriously threatened personal safety 
and equipment, resulting in many catastrophic accident consequences (Blair, 2007). In particular, as 
the frequency of use of nanomaterials increases, their smaller particle sizes will increase the 
likelihood and power of accidents. Many studies have shown that the minimum ignition energy and 
minimum ignition temperature of nano-sized dust are significantly reduced compared to microscale 
dust particles (Azhagurajan et al., 2012; Blair, 2007; Bouillard et al., 2010; Vignes et al., 2012). (Wu 
et al., 2010) pointed out that a reduction in the size of the nano-sized particles reduced the minimum 
explosive concentration of dust. In addition to increased blast susceptibility, nano-sized dust exhibits 
elevated explosin intensity. (Escot Bocanegra et al., 2010) and (Krietsch et al., 2021) noted that the 
burning velocity of micro-sized particles flame is lower than that of nano-sized particles. (Zhang et 
al., 2019) and (Li et al., 2016) showed that the smaller dust particle size would make the particle 
combustion more complete. The dust particle size had a significant effect on the explosion kinetic 
characteristics. The maximum explosion pressure and maximum pressure rise rate gradually 
increased with the decrease in dust particle size. (Tan et al., 2020) also proved that the explosion 
intensity of nano-sized dust is higher by studying the explosion characteristics of coal dust with 
different particle sizes. (Gao et al., 2016) pointed out that such enhanced explosion intensity was 
more prominent at low dust concentrations. Therefore, studying nano-sized dust explosions is integral 
to preventing dust explosion accidents and avoiding abnormally serious accidents that exceed 
expectations. 
Industrial dust explosion prevention aims to obtain the intensity and sensitivity parameters of dust 
explosions through experiments (Siwek, 1996). At present, the most widely used experimental 
devices are the 1.2 L Hartmann tube (Danzi et al., 2023; Whitmore, 1992), the 1 m3 spherical device 
(Chatrathi, 1994; Sattar et al., 2014), and the 20 L spherical device (Boilard et al., 2013; Hossain et 
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al., 2014; Iarossi et al., 2013). The experimental parameters obtained in this experimental device are 
widely used in the design guidance of industrial explosion-proof equipment. However, different 
containers and piping systems are connected in actual industrial production to form a complex 
interconnected structure. In the event of an explosion, the accelerating flames and increased 
turbulence levels inside will significantly increase the overpressure (Holbrow et al., 1999; Reding et 
al., 2020; Zhuang et al., 2020). (Singh et al., 1994) and (Willacy et al., 2006) conducted an explosion 
experiment with a connected vessel and found that the explosion was several times stronger than that 
in a single vessel. Even the detonation phenomenon could be observed. (Lunn et al., 1996) and 
(Holbrow et al., 1996) pointed out that the degree of precompression and the maximum explosion 
overpressure in the interconnected vessels were significantly affected by the volume ratio and pipe 
diameter. An increase in the volume ratio and a decrease in the pipe diameter would lead to a raised 
explosion overpressure. However, when the diameter of the pipe was reduced to a specific value, the 
explosion could not be propagated along the pipe to another vessel. (Kosinski et al., 2005a, 2005b, 
2006) also demonstrated through numerical simulations that smaller pipe diameters limit the 
propagation of explosions. (Pang et al., 2022) studied the propagation process of dust explosion in a 
dry dust collector, and the results showed that the explosion propagation of dust in the pipeline with 
a complex structure showed an accelerated combustion process and a violent pressure shock. (Di 
Benedetto et al., 2010) used CFD to study the explosion process in the interconnected vessels with 
different volume ratios, which further explained the mechanism of the pressure piling phenomenon. 
The simulation results agreed with the experimental results, and the increase in the volume ratio 
significantly enhanced the pre-compression level in the second container. As a result, current design 
methods underestimate the explosion intensity in industrial connectivity vessels, risking device 
failure. The dynamics and the accident consequences of the dust explosion in the interconnected 
vessels still need to be further studied. 
Due to the limitations of experimental equipment and measurement techniques, computational fluid 
dynamics (CFD) has been widely used to study the overpressure (Radandt et al., 2001; Skjold et al., 
2014), turbulence (Di Benedetto et al., 2015; Di Sarli et al., 2015), flame propagation process (Cao 
et al., 2014), dust dispersion process (Islas et al., 2023), and protection system design of dust 
explosion (Polanczyk et al., 2013). (Ogle et al., 1988) and (Bind et al., 2010) simulated the dust 
explosion in the 20 L sphere device by establishing a mathematical model of turbulent dust explosion 
with multiple scales. The results showed that the proposed method could effectively predict the 
characteristic parameters of the dust explosion. (Khan et al., 2024) also used the CFD method to study 
the explosion severity of coal mining samples in the 20 L sphere and pointed out that velocity vectors 
obtained by simulation had high reliability. In response to the enormous demand for computing power 
in CFD, FLACS-DustEx simplified the dust explosion process (Abg Shamsuddin et al., 2023). Due 
to the trade-off between accuracy and computational efficiency, the FLACS-DustEx could be applied 
to industrial-scale research and design guidance relatively simply. (Tascón et al., 2015) noted that the 
FLACS-DustEx simulation results were similar to EN14491 and NFPA68. The reliability of the 
kinetic characterization of dust explosion processes using CFD is demonstrated. (Tascón et al., 2017) 
used FLACS-DustEx to simulate the explosion venting of dust in a 5 m3 container, and the results 
were in good agreement with the experiment. The possibility of this procedure to extend the scope of 
effectiveness of the current exhaust standard is noted. (Reding et al., 2020) used the same procedure 
to evaluate the effects of flame jet ignition and pressure piling in interconnected vessels on maximum 
explosion overpressure and minimum venting area of organic dust explosions. It is recommended that 
simulation programs can be applied to system designs outside the standard range.  
This research studied the nano-sized PMMA dust explosion in the interconnected vessels using 
numerical simulation methods. The reliability of computational fluid dynamics tools was verified by 
comparing them with the experimental results. The simulation program captured turbulence changes 
and overpressure contours that the experiment could not obtain. This is helpful in explaining the 
pressure piling phenomenon in the interconnected vessels and provides theoretical support for the 
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quantification of dynamic characteristics and safety protection design of dust explosion in industrial 
manufacture. 

2. Methodology 
2.1. Experimental apparatus and materials 

The experimental data used for comparison were previously reported studies (Zhang et al., 2024). 
The dust explosion test was carried out in the interconnected vessels, which consisted of two spherical 
devices with a volume of 20 L and 120 L connected by pipes. The length of the pipe was 2 m, and 
the diameter was 40 mm, 80 mm, and 125 mm. In addition, the experimental system includes the dust 
dispersion part, the ignition part, the timing control part, and the data acquisition part. 
Due to its regular particle size distribution and acceptable combustion performance, organic dust 
polymethyl methacrylate (PMMA) was selected. A detailed description has been given in previous 
studies (Zhang et al., 2024). 

2.2. Simulations 
2.2.1. FLACS-DustEx model 

The simulation was performed using the Dust Explosion module embedded in FLCAS 21.1. Based 
on the finite volume method, the program constructs a cube mesh on the cartesian coordinate system, 
solving the equilibrium equations of mass, momentum, enthalpy, and chemical composition. The 
tensor form of the conservation equation is as follows (Tascón et al., 2017): 
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The κ-ε turbulence model is adopted: 
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2.2.2 Combustion model 
The combustion model within FLACS consists of a flame model and a combustion velocity model. 
The default flame model is the β model (Skjold, 2007), and the flame thickness is usually three mesh 
elements. The equation for the flame model is: 
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v fuel j j fuel j F

j j
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Y u Y D R

t t x x
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The turbulent burning velocity is defined by an empirical model: 
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 0.784 ' 0.412 0.19615.1t l rmsS S u L=  (8) 

The acquirement of the laminar burning velocity SL and ratio of the reactive fuel λ needs to be 
experimented with the 20 L sphere facility and estimated based on the obtained pressure curve. 

2.2.3. Geometry and meshing 
The geometry used for the simulation is shown in Fig. 1. The internal diameters of the spheres are 
0.62 m and 0.34 m, respectively. The internal diameters of the pipes are 0.04 m, 0.08 m, and 0.13 m 
(used to simulate 0.125 m due to the limitation of the minimum size of the grid), respectively. The 
wall thickness of 0.1 m is selected to ensure accurate identification of the wall. The distributed 
porosity method avoids the detailed meshes required for complex structures in large scenes and the 
unacceptable computation time. The porosity of each grid element can vary from 0 to 1, where 0 
represents a completely open channel, and 1 represents an impassable solid wall. The tensile mesh of 
0.01 m*0.02 m*0.01 m is adopted. The maximum tensile coefficient is astricted as 1.2, and the 
maximum mesh size is limited to 0.02 m*0.04 m*0.02 m. 

 
Fig. 1. The geometry and meshing of the interconnected vessels 

3. Results 
3.1. Reliability verification 

The comparison between the experimental and simulated results with the volume ratio of 6 is shown 
in Fig. 2. Fig.2 (a) and (b) show the evolution curves of the overpressure at different positions inside 
the interconnected vessels with the pipe diameter of 80 mm over time. The numerical results 
reproduce the three stages of dust explosion overpressure in the interconnected vessels. In the first 
stage, the pressure rises after ignition in the primary vessel, and the first peak occurs. In the second 
stage, the pressure rises after ignition in the primary vessel, and the first peak occurs. The flame front 
enters the pipe, and the pressure in the pipe and the second vessel rises slowly while the pressure of 
the primary vessel decreases due to the outflow of the medium and the change of the position of the 
flame front. In the second stage, the jet flame outside the pipe ignites the combustible dust cloud in 
the second vessel, and the pressure in the primary vessel, the connected pipe, and the second vessel 
rises rapidly to reach the overpressure peak. In the third stage, the reflection of the pressure wave in 
the interconnected vessels causes an oscillation of the overpressure curve. The numerically calculated 
differential pressure curve agrees with the experimentally measured overpressure curve, which can 
effectively reproduce the complex hydrodynamic process of dust explosion in the connected container. 
Fig. 2 (c) and (d) show the flame propagation velocity inside the connected pipe with pipe diameters 
of 80 mm and 125 mm, respectively. The red square represents the experimental measurement result, 
which is the average velocity recorded by the photoelectric sensor at different positions, and the blue 
ball represents the numerical calculation result, which is the average velocity recorded by the 
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detection points at different positions. It can be found that regardless of whether the pipe diameter is 
80mm or 125mm, the flame always accelerates the propagation within the pipe. The numerical 
calculation and experimental results are basically consistent with the numerical size, and the 
accelerated propagation process of dust explosion in the connected container can be reproduced. 

 
    (a)       (b) 

 
    (c)       (d) 

Fig. 2. Comparison of experimental and simulation results. (a) The overpressure in primary vessel and 
second vessel with D=80 mm. (b) The overpressure in pipe with D=80 mm. (c) The flame propagation 

velocity with D=80 mm. (d) The flame propagation velocity with D=125 mm 

3.2. Effect of the pipe diameter 
The pressure piling phenomenon in the interconnected vessels is strongly dependent on the jet flame 
flowing from the pipe, the pre-compression in the second vessel before the dust cloud is ignited, and 
the turbulence in the combustion area. The change in the pipe diameter significantly changes the 
cross-sectional area of the jet flame and is manifested as a significant change in energy. In addition, 
the flow rate of the medium from the primary vessel is positively correlated with the pipe diameter. 

Fig. 3 shows the flame development process with the pipe diameter of 80 mm, and 125 mm when the 
volume ratio of 1/6. As shown in the figure, the dust explosion in the interconnected vessels mainly 
undergoes the following process. Firstly, the dust cloud in the primary vessel is ignited, and the flame 
front expands to the surroundings in a spherical shape. The flame propagation speed is slower at this 
stage. Immediately after the flame enters the pipeline, the flame deformation leads to an increase in 
the burning area and the acceleration of the combustion speed. The continuous acceleration of the 
flame in the pipeline and the high-energy flame ejected from the pipeline ignite the combustible dust 
cloud in the second vessel. Due to the pre-compression and turbulence, the explosion in the second 
vessel develops rapidly. 
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The simulated flame successfully ignites the dust cloud in the second vessel with the pipe diameter 
of 40 mm, while it is not ignited in the experiment. Because the heat transfer of the wall surface is 
ignored and the minimum size of the mesh is limited by 0.01 m, it is not recommended to use this 
procedure for analysis when the pipe diameter is too small. The jet flames with pipe diameters of  80 
mm and 125 mm entered the second vessel almost simultaneously, causing a rapid combustion of the 
dust cloud, accompanied by violent vortices. 

 
    (a)       (b) 

Fig. 3. The flame development process with the pipe diameter of 80 mm and 125 mm. (a) D=80 mm. (b) 
D=125 mm 

 
    (a)       (b) 

Fig. 4. The turbulent velocity change process with the pipe diameter of 80 mm and 125 mm. (a) D=80 mm. 
(b) D=125 mm 

Fig. 4 shows the change process of the turbulent velocity with the pipe diameter of 40 mm, 80 mm, 
and 125 mm when the volume ratio is 1/6. As shown in the figure, the turbulent velocity gradient is 
concentrated at the pipe inlet and in front of the flame front during flame propagation. Before 28 ms, 
there is already a significant turbulence velocity in the second vessel, proving that the dust cloud is 
already under the increased turbulence level before the flame enters the second vessel. With the 
further diffusion of the flame, the turbulence in the second vessel is gradually intensified, and the 
turbulence velocity exceeds 110 m/s at a maximum time. At 39 ms, due to the high instantaneous 
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pressure in the second vessel, reverse flow (from left to right) occurs due to the differential pressure. 
The turbulence velocity in the primary vessel significantly increased as a result. In addition, it can be 
found that the turbulence velocity increases to a certain extent as the pipe diameter decreases from 
125 mm to 40 mm. 

 
    (a)       (b) 

Fig. 5. The turbulent velocity at the center of the primary and second vessels. (a) The curve of turbulent 
velocity in the second vessel with time. (b) The variation of the maximum turbulent velocity in the primary 

and second vessels with the pipe diameter 

In order to clearly illustrate the variation of turbulent velocity with pipe diameter, Fig. 5 exhibits the 
turbulent velocity at the center of the primary and second vessels. Fig. 5 (a) shows the variation of 
turbulent velocity in the second vessel with time, and Fig. 5 (b) shows the variation of the maximum 
turbulent velocity in the primary and second vessels with the pipe diameter. The multimodal structure 
of turbulent velocity is due to the reflection of the jet flame at the wall. It can be found that with the 
increase of the pipe diameter, the decrease of the pressure difference between the primary and second 
vessels leads to a significant attenuation of the turbulent velocity in the second vessel during the initial 
stage of the explosion. However, the turbulent velocity in the primary vessel shows an upward trend, 
which can be attributed to the limitation of the gas flow rate by the small pipe diameter. 

 
Fig. 6. The precompression and maximum explosion overpressure in the interconnected vessel with the pipe 

diameter 

Fig. 6 shows the variation of precompression and maximum explosion overpressure of nano-PMMA 
dust explosion in the interconnected vessels with different pipe diameters. It can be seen that as the 
pipe diameter increases, the precompression in the second vessel is constantly rising. The mass flow 
rate along the pipe is positively correlated with the pipe diameter (Chippett, 1984): 
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Although the precompression is constantly augmenting, the maximum explosion overpressure 
appears at the pipe diameter of around 100 mm and then begins to decrease. This confirms that the 
pressure piling phenomenon is influenced by the combination of jet flame, turbulence, and 
precompression. Although the diameter of the jet flame and the precompression overpressure increase 
with the diameter of the pipe, the turbulence velocity in the second vessel keeps failing inversely. 
This antagonism leads to the presence of a definable pipe diameter that maximizes the explosion 
overpressure. Therefore, for industrial explosion-proof design, it should be avoided to use pipe 
diameters for the most dangerous conditions. 

3.3. Effect of the volume ratio 
Fig. 7 illustrates the flame development process with the volume ratio of 1/6 and 6 when the pipe 
diameter is 80 mm. It can be found that the explosion in the interconnected vessel ends later when 
the volume ratio is 6, compared with the volume ratio of 1/6. This is because the ignition center is far 
away from the pipe inlet in the 120 L spherical vessel, and the flame has been in spherical 
development for a long time. At this stage, the acceleration of the flame is mainly dependent on flame 
instability, such as the Landau-Darrieus and Kelvin-Helmholtz instabilities. The increase in 
combustion velocity is much slower than that of stretching and turbulence in the pipe. 

  
    (a)       (b) 

Fig. 7. The flame development process with the pipe diameter of 80 mm. (a) Volume ratio=1/6. (b) Volume 
ratio=6 

The turbulent velocity at the center of the primary vessel and the second vessel with different volume 
ratios are shown in Fig. 8. The connected pipe diameter is 80 mm, and the dimensions of the primary 
vessel and the second vessel are listed in Table 1. The results show that regardless of whether the 
volume of the primary is 20 L or 120 L, the turbulence velocity in the second vessel decreases with 
the increase of the volume ratio. It is conceivable that this reduction will not be endless. Changes in 
vessel volume can significantly affect the magnitude and distribution of turbulence velocity. Although 
the volume ratio of No. 4 and No. 5 is 1, the turbulent velocity in the second vessel with a volume of 
120 L is much greater than that at a volume of 20 L. 
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    (a)       (b) 

Fig. 8. The turbulent velocity at the center of the primary and second vessels with different volume ratio. (a) 
Ignition in the 20 L spherical device. (b) Ignition in the 120 L spherical device 

Table 1. Specific settings with different volume ratios  
 

No. Volume 
ratio 

Volume of the 
primary vessel 

Volume of the 
second vessel 

1 1/6 20 L 120 L 
2 0.25 20 L 80 L 
3 0.4 20 L 50 L 
4 1 20 L 20 L 

 

No. Volume 
ratio 

Volume of the 
primary vessel 

Volume of the 
second vessel 

5 1 120 L 120 L 
6 1.5 120 L 80 L 
7 2.4 120 L 50 L 
8 6 120 L 20 L 

Fig. 9 illustrates the precompression and maximum explosion overpressure in the interconnected 
vessels as a function of the volume ratio. The influence mechanism of volume ratio on 
precompression is that the kinetic energy is converted into pressure potential energy after the 
compressible medium of different masses enters the second vessel. As the volume ratio increases, the 
mass entering the vessel increases, and the precompression will increase without limitation. It is worth 
noting that when the volume ratio is less than 1, the maximum explosion pressure appears in the 
primary vessel. However, when the volume ratio is greater than 1, the maximum explosion pressure 
appears in the second vessel. Therefore, when the volume ratio is greater than 1, the maximum 
explosion pressure maintains an upward trend with the continuous increase of the precompression 
and turbulence velocity in the primary vessel. When the volume ratio is less than 1, the degree of 
precompression in the second vessel gradually decreases with the increase of the volume ratio. It is 
observed that the minimum explosion overpressure occurs near the volume ratio of 0.4. Therefore, 
the existence of an optimal volume ratio is the optimal choice for explosion-proof designs. 

 
    (a)       (b) 

Fig. 9. The precompression and maximum explosion overpressure in the interconnected vessel with different 
volume ratio. (a) Ignition in the 20 L spherical device. (b) Ignition in the 120 L spherical device 

4. Conclusions 
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In this study, Flacs-DustEX was used to simulate the explosion process of 150 nm PMMA dust in the 
interconnected vessels. The simulation results further explain the dynamic phenomena in the previous 
experimental studies, analyzing the laws outside the scope of the experimental conditions. The results 
show that: 
(1) The simulation results can excellently reproduce the overpressure evolution at different stages of 
dust explosion in the interconnected vessels and the flame acceleration behavior in the pipe. The 
overpressure and flame velocity are basically consistent with the experimental result. 
(2) With the expansion in the pipe diameter, the turbulent velocity in the primary vessel decreases 
while the precompression increases. This antagonism causes the maximum explosion overpressure to 
rise to a peak and then decrease continuously. For industrial explosion-proof design, it should be 
avoided to use pipe diameters for the most dangerous conditions. 
(3) With the growth of the volume ratio, the maximum explosion overpressure decreases first and 
then mounts. The existence of an optimal volume ratio is the optimal choice for explosion-proof 
designs. 
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Abstract 

Hybrid mixtures pose severe explosion hazards in industries such as mining, power generation, 

chemical, pharmaceutical, agriculture and food, and other manufacturing. Developing risk assessment 

methods and explosion prevention/mitigation solutions requires knowledge of explosion sensitivity 

and severity parameters for these mixtures, and an understanding of explosion dynamics at realistic 

industrial scales. This work presents the results of novel hybrid-mixture explosion experiments 

conducted in an 8-m3 vessel and discusses reactivity parameters including maximum explosion 

pressure, deflagration index, and turbulent burning velocity. Experimental results show how the 

hybrid-mixture composition significantly affects explosion dynamics and demonstrate that 

conventional reactivity parameters, especially the deflagration index K, are inadequate to fully 

capture these effects. 

Keywords: hybrid explosions, large-scale experiments 

Nomenclature 

Symbol Description Units 

A Area (m2) 

K Deflagration index (bar·m/s) 

m Mass (kg) 

P Pressure (bar-g) 

S Burning velocity (m/s) 

t Time (s) 

u Velocity (m/s) 

V Volume (m3) 

X Volumetric concentration (-) 

γ Ratio of heat capacities (-) 

Π Nondimensional pressure (-) 

ρ Density (kg/m3) 

σ Expansion ratio (-) 

Superscripts   

‘ Turbulent fluctuation  

Subscripts  

0 Initial condition 

b Burned 

eff Effective 

f Flame 

max Maximum 

rms Root-mean-square 

t Turbulent 

u Unburned 
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1. Introduction 

Reactive mixtures of flammable gases/vapors with combustible dusts and oxidizer, referred to as 

hybrid mixtures, pose severe explosion hazards in industries such as mining, power generation, 

chemical, pharmaceutical, agriculture and food, and other manufacturing (Eckhoff, 2003; Bartknecht, 

2012). These hazards may exist within process equipment, for example where a combustible dust is 

suspended and mixed with a vaporized solvent, or in larger enclosures and rooms, such as in mines 

where coal dust and methane gas may both participate in a potential explosion. Developing risk 

assessment methods and explosion prevention/mitigation solutions requires knowledge of explosion 

sensitivity and severity parameters for hybrid mixtures, and an understanding of explosion dynamics 

at realistic industrial scales. 

The explosion severity of hybrid mixtures is typically characterized by standardized test equipment 

such as 20-L or 1-m3 spheres that are modified to introduce a flammable gas/vapor in addition to the 

combustible dust (e.g., ASTM E1226, 2019). Test results are reported in terms of conventional 

reactivity parameters, including the deflagration index, K, and the maximum explosion pressure, Pmax. 

Scientific studies have adopted similar methodologies and have been mostly limited to small (e.g., 

20-L) or intermediate-scale (e.g., 1-m3) test volumes. These studies have produced critical scientific 

insight, for example regarding the relative impact of gas/vapor and dust concentrations on mixture 

reactivity (e.g., Chatrathi, 1994; Dufaud et al., 2007; Amyotte et al., 2009; Addai et al. 2020) and 

explosion regimes of hybrid mixtures (Garcia-Agreda et al., 2011; Sanchirico et al., 2011; Cloney et 

al., 2017). 

The goal of this work is to examine the reactivity and dynamics of hybrid mixtures under conditions 

that reflect industrial applications more closely than tests conducted at small or intermediate scales. 

It is well known that small test volumes, such as 20-L spheres, can bias the explosion characteristics 

of combustible dusts compared to larger volumes (Proust, 2007). Most critically, conventional 

reactivity parameters obtained at small scales may not always provide robust predictions of explosion 

severity at industrial scales (Eckhoff, 2015). Characterizing the reactivity of hybrid mixtures therefore 

requires a careful experimental approach that includes an evaluation of potential biases due to the 

choice of test apparatus and procedure, as well as the parameters used to quantify reactivity. 

Ultimately, these reactivity parameters need to enable robust predictions of potential explosion 

severity in industrial applications. 

A large-scale setup was developed at FM Global to conduct explosion tests with hybrid mixtures at 

large scales. For this work, a series of tests with cornstarch-propane-air mixtures were performed and 

analyzed in terms of conventional reactivity parameters, i.e., K and Pmax. Finally, effective turbulent 

burning velocities are inferred from pressure histories to describe flame propagation over the course 

of an explosion and provide insight into the large-scale dynamics of hybrid-mixture explosions. 

2. Methodology 

2.1 Experimental setup and procedure 

The experiments presented in this work were performed in an 8-m3 explosion test vessel at the FM 

Global Research Campus in West Glocester, RI, USA. The vessel, see Figure 1, was equipped with 

four injectors, each comprising a 150-L air cannon, a dust container, a fast-acting valve that isolates 

the injector from the vessel shortly before ignition, and a hemispherical perforated injection nozzle 
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inside the vessel. This system can be used to perform dust, gas, or hybrid-mixture explosions. The 

following procedure was used to conduct a test: 

(1) The specified quantity of dust was loaded into the dust containers, (2) the vessel was flushed with 

dry air, (3) the vessel was supplied with the required amount of gaseous fuel to achieve the final target 

concentration, (4) the vessel was mixed using a circulation pump, and (5) the mixture composition 

was verified using gas sampling. Subsequently, (6) all air cannons were pressurized with dry air to 

8.27 bar-g, and (7) the vessel was partially evacuated to 0.48 bar-a. (8) All air cannons were fired to 

inject dust along with air, returning the vessel pressure to 1 bar-a, and (9) ignition was triggered after 

an ignition delay of 0.65 s for this study. 

Since air addition during injection dilutes the gaseous fuel-air mixture, the initial mixture (pre-

injection) contained a pre-determined fuel concentration that exceeded the desired final 

concentration. Preliminary testing and gas sampling showed that, following air injection, the final 

fuel concentration was achieved with an uncertainty of ±0.1% by volume. 

The initial test series examined hybrid mixtures composed of propane (C3H8) and cornstarch dust 

(CS). Propane was instrument-grade, with a minimum purity of 99.5%. The cornstarch dust was tested 

in accordance with ASTM E1226 (2019), yielding a KSt value between 155–166 bar·m/s and Pmax 

between 7.9–8.1 bar-g, at an optimum concentration of 750 g/m3. The dust was dried prior to testing 

to a maximum moisture content of 1% by weight. Experiments were conducted over a range of gas 

concentrations with pure C3H8-air mixtures (0 g/m3 CS), mixtures of C3H8 with a low concentration 

of CS (100 g/m3 CS), and C3H8 with optimum concentration of CS (750 g/m3 CS). Two experiments 

were performed at each condition. The vessel pressure during the explosion, P, was measured using 

three redundant Kistler 4260A transducers. 

 

Fig. 1. Schematic of the 8-m3 explosion vessel with gas supply and dust injection systems 

2.2 Initial turbulence 

The injection system creates turbulence inside the vessel that decays over time, and the turbulence 

intensity at the time of ignition can be adjusted by varying the delay between the start of injection 

and ignition. To correlate turbulence intensity and ignition delay time, turbulence measurements were 

taken using a bidirectional velocity probe (McCaffrey and Heskestad, 1976) located at the center of 

the vessel, with both horizontal and vertical probe orientations. Only air was injected (no dust was 

loaded into the dust containers) in these tests, with air cannons charged to 8.27 bar-g and the vessel 
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evacuated to 0.48 bar-a. Turbulence intensity is expressed in terms of fluctuation velocity 𝑢′𝑟𝑚𝑠 , 

according to the Reynolds decomposition for turbulent flow, 

𝑢(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢(𝑥, 𝑦, 𝑧)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + 𝑢′
rms(𝑥, 𝑦, 𝑧, 𝑡) , (1) 

where 𝑢 and �̅� are the instantaneous and average flow velocities at a location (x, y, z), respectively. 

Equation (1) is evaluated in 50-ms intervals centered around the times of interest shown in Figure 2. 

The resulting values of 𝑢′
rms only show a weak dependence (about ±3%) on the length of the time 

interval used to evaluate Equation (1) in a range of 20–80 ms. 

Figure 2 shows the measurements of 𝑢′rms over a period of 0.5–0.8 s after the beginning of injection, 

where turbulence decay can be approximated as 

𝑢′rms = 100.94−0.50𝑡 . (2) 

No systematic differences are observed between horizontal and vertical probe orientations, indicating 

isotropic turbulence at the probe location. The test-to-test variability of 𝑢′rms measurements seen in 

Figure 2 may reflect the combined variability of local turbulence intensity and the measurement 

uncertainty. Future efforts may consider the use of non-intrusive methods for characterizing initial 

turbulence, such as LDA (Laser-Doppler Anemometry) or PIV (Particle-Image Velocimetry), to 

validate the present measurements and further examine the uniformity of turbulence intensity 

throughout the vessel. 

 

Fig. 2. Turbulent fluctuation velocity 𝑢′𝑟𝑚𝑠 as a function of time, where t = 0 s signifies the 

beginning of injection 

2.3 Data interpretation 

Explosion pressure histories were analyzed to determine the effective deflagration index,  

Keff = (dP/dt)max V
 1/3, and the maximum explosion pressure, Pmax. Furthermore, a spherical-flame 

model was used to infer effective turbulent burning velocities, Seff, from the pressure recordings. This 

model assumes point ignition and considers mass balances for unburned (subscript u) and burned 

(subscript b) gas in a closed vessel with volume V, 

𝑑𝑚u

𝑑𝑡
= −𝑆eff𝜌u𝐴f;  

𝑑𝑚b

𝑑𝑡
= 𝑆eff𝜌u𝐴f;  𝑉 =

𝑚b

𝜌b
+

𝑚u

𝜌u
, (3)  

where the unburned and burned gas densities are obtained from  
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𝜌𝑢 = 𝜌0 (
𝑃

𝑃0
)

1/1.4

;  𝜌b = 𝜌0 (
𝑃

𝑃max
)

1/𝛾∗

. (4)  

The effective isentropic exponent for burned gas, γ*, is given by 

𝛾∗ =
log (𝑃0/𝑃max)

log (1/𝜎0)
, (5)  

using the initial expansion ratio, σ0, which can be taken from equilibrium calculations or estimated as 

σ0 ≈ (Pmax–P0)/P0, where Pmax and P0 are the maximum explosion pressure and initial pressure, 

respectively. The effective turbulent burning velocity, Seff, is optimized such that the experimental 

pressure history is reproduced at minimum root-mean-square error within a defined pressure range. 

Figure 3 shows an example where the experimental pressure history (red curve) is approximated using 

the spherical-flame model (dashed black line) by optimizing the fit across an optimization region of  

0.005 bar-g < P-P0 < 0.18 bar-g. 

 

Fig. 3. Example of fit between experimental pressure history (red curve) and spherical-flame model 

(black dashed line) 

3. Results 

The experimental results will be presented in terms of conventional reactivity parameters, i.e., 

deflagration index and maximum explosion pressure, Section 3.1; pressure histories and profiles of 

rate of pressure rise, Section 3.2; and effective turbulent burning velocity, Section 3.3. 

3.1 Conventional reactivity parameters 

Parameters commonly used to characterize the reactivity of combustible dusts and hybrid mixtures 

for explosion protection purposes include the deflagration index, K, and the maximum explosion 

pressure, Pmax. These parameters were determined for the large-scale experiments conducted in the 

present work and are summarized in Figure 4, as a function of volumetric C3H8 concentration, XC3H8. 

The deflagration index is referred to as the “effective” deflagration index, Keff, since experiments 

were conducted in a non-standard experimental setup. 

Pure CS at 750 g/m3 exhibits Keff ≈ 200 bar·m/s, and a moderate increase in Keff occurs with increasing 

XC3H8, peaking at XC3H8 = 3% and 253–285 bar·m/s and decreasing toward higher XC3H8. Experiments 

at 100 g/m3 CS show a strong increase in Keff with increasing XC3H8, from 30–34 bar·m/s at XC3H8 = 

0% to 407–459 bar·m/s at XC3H8 = 5%. Mixtures with 100 g/m3 CS exceed the deflagration indices of 

pure gas mixtures across the range of tested XC3H8. At 5% C3H8 + 100 g/m3 CS, where the overall 
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highest values of Keff occur, Keff exceeds the value for pure gas by 9%. These results indicate that the 

high reactivity of this hybrid mixture is primarily driven by the gas component with a comparably 

small contribution from the dust.  

Figure 4, right panel, summarizes Pmax values. At 750 g/m3 CS, addition of C3H8 leads to a decrease 

in Pmax, whereas at 100 g/m3 CS, addition of C3H8 increases Pmax. Likewise, Pmax increases for pure 

gas mixtures with increasing XC3H8. The peak value of Pmax occurs at 0% C3H8 + 750 g/m3 CS. 

 

Fig. 4. Experimental results for deflagration index K (left panel) and maximum explosion pressure 

Pmax (right panel) 

3.2 Pressure histories and profiles of rate of pressure rise 

It is well understood that the deflagration index K alone does not fully capture the dynamics of an 

explosion, as it only describes the maximum rate of pressure rise at one specific instant, while failing 

to characterize how the rate of pressure rise varies throughout the entire course of an explosion 

(Bauwens et al., 2020). In order to examine explosion dynamics more comprehensively, pressure 

histories are analyzed next. Figure 5 shows selected pressure histories as a function of time, left 

column, and profiles of rate of pressure rise, dP/dt, as a function of dimensionless pressure,  

Π = (P–P0)/(Pmax–P0), right column. In each figure, shaded areas represent the spread between two 

repeated tests conducted at each condition, and solid lines represent their average. 

For mixtures with 4% or 5% C3H8, the earlier analysis of Keff suggested that the addition of a low 

concentration of dust may increase reactivity compared to the pure gas mixture, cf. Figure 4. 

Interestingly, pressure histories, see left column of Figure 5, show a different overall trend and 

suggest that pressure rises earlier/faster for pure gas. As the P = f(t) depiction can be biased by time 

shifts due to variations in early flame development, plots of dP/dt = f(Π) provide more unbiased 

information, see right column of Figure 5. For 4% C3H8, the rate of pressure rise early on (Π≤0.45) 

is comparable between 4% C3H8 and 4% C3H8 + 100 g/m3 CS, whereas later on (Π>0.45), combustion 

rates of the hybrid mixture are higher. The higher rate of pressure rise in the hybrid mixture late in 

the process produces the higher value of Keff seen in Figure 4. For 5% C3H8, rates of pressure rise are 

higher early on (Π≤0.4) in 5% C3H8
 compared to 5% C3H8 + 100 g/m3 CS, whereas later on (Π>0.4), 

the trend reverses. Results for Keff alone would suggest a higher overall reactivity of hybrid mixtures 

of C3H8 + 100 g/m3 CS compared to C3H8 at all investigated XC3H8. In particular, Keff results would 

indicate that the most reactive investigated mixture is composed of 5% C3H8 + 100 g/m3 CS. By 

contrast, more detailed analyses of pressure histories, and especially profiles of dP/dt = f(Π), reveal 

that the investigated hybrid mixtures are not universally more reactive than pure gas mixtures, but a 

more nuanced interpretation is needed: the observed differences in Keff are due to differences in the 
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evolution of burning rate in the late stages of the explosion, whereas pure gas mixtures may burn 

faster than hybrid mixtures early in the process. 

 

 

Fig. 5. Experimental results for pressure histories (left column) and profiles of rate of pressure rise 

[right column; Π = (P–P0)/(Pmax–P0)] for mixtures containing 4% C3H8 (top row) and 5% C3H8 

(bottom row) 

3.3 Effective turbulent burning velocities 

To further evaluate the early phase of flame propagation, in contrast to the late phase characterized 

by K, effective turbulent burning velocities Seff were inferred from the experiments as described in 

Section 2.3 and are presented in Figure 6. The fit between spherical-flame model and experiments 

was optimized across a range of Π in intervals of 0.1, where values close to zero and one represent 

early and late combustion, respectively. It is important to note that Seff should not be expected to be 

constant throughout the course of flame propagation in a closed vessel due to effects of turbulence 

and flame instability, finite flame thickness, precompression of reactants, and heat loss to the vessel 

walls and flame quenching. 

At XC3H8 = 2.1%, the highest peak values of Seff occur in CS at its optimum concentration of 750 g/m3, 

followed by 2.1% C3H8 + 100 g/m3 CS and 2.1% C3H8 (0 g/m3 CS). Only immediately after ignition, 

2.1% C3H8 + 100 g/m3 CS shows higher Seff than 2.1% C3H8 + 750 g/m3 CS, which indicates slower 

flame development from the ignition kernel in the latter mixture. At XC3H8 = 3.0%, peak values of Seff 

are similar between all three mixtures. Initial flame development is again delayed in 3.0% C3H8 + 

750 g/m3 CS. At XC3H8 = 4.0%, peak values of Seff in the pure gas mixture exceed values in the hybrid 

mixtures across the displayed range of Π. At the highest investigated C3H8 concentration, XC3H8 = 

5.0%, values of Seff are slightly higher or similar in 5.0% C3H8 (0 g/m3 CS) compared to 5.0% C3H8 

+ 100 g/m3 CS at Π ≤ 0.4. At Π > 0.4, where Seff shows a relative decay after passing its peak value, 
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5.0% C3H8 + 100 g/m3 CS maintains higher Seff compared to 5.0% C3H8 (0 g/m3 CS), supporting the 

late peak in dP/dt in this mixture, cf. Figure 5. 

 

 

Fig. 6. Effective turbulent burning velocities inferred from experimental pressure histories using a 

spherical-flame model, as a function of Π = (P–P0)/(Pmax–P0) 

4. Discussion 

Combining the results from Keff, Pmax, P = f(t), dP/dt = f(Π), and Seff analyses provides new insight 

into the dynamics of hybrid-mixture explosions at large scales, compared to pure gas or dust 

explosions. Several aspects are highlighted: 

• Among all experiments conducted in this work, the highest deflagration indices K were 

observed in mixtures with near-stoichiometric gas composition (4–5% C3H8) and low dust 

concentration (100 g/m3 CS), see Figure 4. This observation is consistent with small-scale 

studies, reviewed recently by Spitzer et al. (2023) and mostly performed in 20-L spheres, 

which have suggested that hybrid mixtures with low dust concentrations may present a worst-

case explosion hazard, exceeding the K values of pure gas mixtures. Several mechanisms have 

been proposed to potentially explain this apparent reactivity enhancement, including 

enhanced turbulence generated by typical experimental apparatuses when dust is injected 

compared to gas alone (Spitzer et al., 2023; Banhegyi et al., 1983); flame wrinkling caused 

by dust particles (Spitzer et al., 2023); and effects of radiative pre-heating of dust ahead of the 

flame (Spitzer et al., 2023; Ivanov et al., 2015). In the present experiments, the apparent 

enhancement in K for hybrid mixtures of 4–5% C3H8 + 100 g/m3 CS is produced specifically 

due to faster combustion at late times, when pressure is high (Π > 0.4). At early times (low 

Π), by contrast, combustion is comparable or slower than in pure gas mixtures, suggesting 
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that the investigated hybrid mixtures are not inherently more reactive than the pure gas 

mixtures, but the apparent enhancement in K is a result of effects taking place when the flame 

is large and interacts with the vessel walls. Increased turbulence, flame wrinkling, or 

continuous radiative pre-heating would lead to uniformly faster combustion also at low Π; 

hence, these mechanisms do not appear to be responsible for the apparent enhancement in K 

in the present experiments. Modifications of burning rate or heat transfer at high Π, when 

flame-wall interactions limit the overall rate of combustion in the vessel and the resulting 

maximum rate of pressure rise, may explain the differences observed at late times. Additional 

fundamental research is needed to further examine these phenomena. 

• The composition of hybrid mixtures affects not only their conventional reactivity parameters 

K and Pmax, but also their detailed large-scale explosion dynamics. K alone, indeed, can be a 

misleading metric when describing reactivity as it only considers the late phase of an 

explosion and, most critically, does not characterize the incipient phase when industrial 

explosion mitigation systems operate. For example, explosion suppression and isolation 

systems must detect an explosion shortly after ignition, typically at overpressures less than 

0.1 bar-g, and achieve mitigation before pressure exceeds the strength of the protected vessel 

or the flame can pass an isolation barrier, rendering it ineffective. 

• From an applied perspective, the observed differences in reactivity between the most reactive 

hybrid and pure gas mixtures are relatively small, suggesting that the gas explosion mainly 

drives the hazard with a relatively small contribution from the dust. Pure gas mixtures showed 

similar or higher reactivities especially during the early phase of an explosion. While these 

observations provide important insight that may inform future improvements of risk 

assessment, engineering recommendations, and mitigation design, additional work is needed 

to generalize conclusions for a wider range of hybrid mixtures. 

 

5. Conclusions 

This study presented large-scale experiments on hybrid-mixture explosions that provide detailed 

insight into explosion dynamics at realistic industrial scales. The results show how the hybrid-mixture 

composition affects explosion dynamics and demonstrate that conventional reactivity parameters, 

especially the deflagration index K, are inadequate to fully capture these effects. In particular, if the 

deflagration index K alone was used to specify reactivity, it would identify mixtures with low dust 

concentrations and near-stoichiometric gas concentrations as the most reactive mixtures, posing the 

most severe explosion hazards. Examinations of the entire explosion process, however, revealed that 

these mixtures are not universally more reactive. In fact, they showed similar or lower rates of 

pressure rise and turbulent burning velocities than pure gas mixtures during the early combustion 

process, a critical time when mitigation systems typically operate and mitigate the effects of an 

explosion. It is only at late times when combustion rates exceeded those of pure gas mixtures, which 

was ultimately responsible for the higher deflagration indices. These results indicate the need of 

developing a more differentiated characterization of hybrid-mixture explosion dynamics, which could 

improve risk assessment, engineering recommendations, and mitigation design for hybrid mixtures. 
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Aluminum particles are currently widely used in propulsion system, as the oxidation of aluminum 

metal is characterized by a significant release of heat. Indeed, the combustion of aluminum particles 

has been the subject of numerous studies due to its widespread use, notably in solid rockets to increase 

the thrust of aerobic rocket engines and reduce the oscillatory instabilities in the combustion of 

hydrocarbon fuels. Here, the process of ignition and combustion of methane with the addition of 

aluminum particles was investigated.  

On the other hand, hybrid mixtures of methane/aluminum dust are highly sensitive to ignition, which 

also represents a safety constraint for industrial production, since hybrid explosions can still be 

initiated even if the concentration of gas and dust is below to their lower explosive limit (LEL). 

In a first part, severity parameters representing the overpressure and the rate of pressure rise of hybrid 

methane/aluminum dust explosions are experimentally investigated in this paper. Experiments were 

carried out in the modified 20L sphere, in order to introduce the gas. Aluminum dust with a median 

diameter of  21.36 µm was mixed with methane at a concentration of 0% to 15%. The results of the 

hybrid mixtures were compared to the severity parameters of pure aluminum dust and pure methane 

gas, in order to understand the effect of adding methane fractions to aluminum dust and conversely. 

The explosion tests show that the addition of flammable gas to dust increases the maximum explosion 

pressure and the maximum rate of pressure rise. However, the increase in the maximum rate of 

pressure rise was more pronounced than the explosion pressure one. The findings also showed that 

the explosive limits of methane were affected by the addition of aluminum dust. 

In a second part, flame temperatures and ignition delays of hybrid mixture methane/aluminum dust 

were determined. It has been shown that the addition of aluminum dust particles is a promising way 

of improving methane combustion performance by decreasing ignition delay. 

 

Keywords: Methane/aluminum dust, Hybrid explosion, Ignition delays, Flame temperature 
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 Introduction 

The combustion of aluminum particles is of practical importance and has been extensively studied 

due to its widespread use in solid rockets to increase engine specific impulse. Because of the difficulty 

of stabilizing aluminum flames, some applications opt for hybrid flames, to prevent oscillatory 

instabilities in combustion. This work is focused on the explosibility of hybrid aluminum/methane 

mixture. Methane was chosen due to its well-established explosive properties and extensive 

utilization in researching hybrid mixtures involving dust from various sources.  

Several studies have examined the combustion behavior of aluminum particles in different 

atmospheres in the past, but there are still open questions regarding the phenomena involved. Soo et 

al., 2013 seeded methane- air flames with progressively increasing concentrations of aluminum 

particles. They noted that the aluminum particles have different combustion behaviour depending on 

the atmosphere. They observed a gas diffusion flame around the aluminum particles and high 

concentrations of aluminum vapor in the space around the particles when they burn in air. 

Nevertheless, in a methane/air flame, the concentration of aluminum vapor surrounding the particles 

was lower and no diffusion microflame was formed, demonstrating that the combustion process is 

kinetically controlled. The authors explained that the formation of the secondary aluminum dust flame 

coupled to the primary methane flame was manifested by a rapid increase in the luminosity and 

temperature of the flame when a critical value of the aluminum concentration is reached.  

Further evidence of the double front flame structure was obtained in the work carried out by Palecka 

et al., 2015. The authors experimentally measured quenching of laminar combustion of a methane-

aluminum particles in different dust concentrations. Experiments were performed with freely 

propagating flames in a 48 mm-inner diameter Pyrex glass tube At concentrations below 

400 g/m3, the aluminum flame decoupled from the methane flame and quenched while the methane 

flame still propagated. At concentrations above 400 g/m3, only a coupled aluminum–methane flame 

could be observed to propagate, and demonstrated a weaker dependence of the quenching distance 

on aluminum concentration.  

Denkevits and Hoess, 2015 were interested in the explosibility of aluminum/H2 in a Siwek sphere. 

The mixture were ignited by a weak electric spark. The authors found that the addition of hydrogen 

can improve the explosion intensity of aluminum dust. They noted that Al/H2 mixtures have a higher 

pressure rise rate than each of the fuels separately. The authors also pointed out that at lower hybrid 

fuel concentrations, a hydrogen explosion is initiated, followed by an aluminum dust explosion. As 

concentration increases, the two-phase explosion regime becomes a single-phase regime in which the 

two fuel explode together. In this regime, the two fuels are in competition for oxygen, as the 

concentration of dust increases, the proportion of O2 consumed increases. 

Vickery et al., 2017 investigated the flame propagation of hybrid aluminum-methane-oxidizer 

mixture at constant pressure in 30 cm diameter transparent latex ballons. Dust dispersion and the 

spherical flame propagation process were recorded using high-speed cameras. The results revealed 

that, at low concentrations, aluminum behaves like an inert additive, contributing mainly to increase 

the heat capacity of the mixture. This results in lower flame temperature and reduces combustion 

rates. Above a critical concentration, the metal particles react with the hydrocarbon combustion 

products to form a flame front that couples thermally with the methane flame, resulting in a 

stabilisation of the combustion rate as the aluminium concentration increases. They conclude that at 

low concentrations in mixtures with and without excess oxygen, the aluminum particles react with 

free oxygen to burn in the diffusion limited combustion mode.  

Recently, a study has been carried out by Jeanjean et al., 2024 on aluminum/methane-air hybrid 

flames in a laminar Bunsen-type burner. Direct observations of flame luminosity and local 

temperature fields were analysed. For all methane concentrations, the flame can be divided into three 

distinct reaction zones. Firstly, there is a premixed flame zone where methane and a part of the 
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aluminum particles burn together. Next, there's an external diffusion flame zone where the 

unconsumed aluminum reacts with the surrounding air. And finally, there's a reaction zone in the 

downstream plume, where the unconsumed aluminum reacts with the CO2/H2O produced. When the 

methane burns off almost all the oxygen injected into the premixed flame, the aluminum reacts mainly 

in the external diffusion flame.  

Unfortunately, until now, there has not been an examination of the combustion and explosion of 

hybrid aluminum-methane mixture in the unsteady regime in the 20L sphere. Therefore, the present 

aims to explore the combustion behavior of hybrid aluminum-methane mixture.  

This paper is organized as follows. First, the experimental set-up and powder characterization are 

presented. Second, the severity parameters for pure aluminum dust and methane gas are determined 

and then for hybrid aluminum-methane mixture. Third the ignition delays time and flame 

temperatures are established to understand the effect of methane addition on aluminum combustion. 

1. Experimental setup 

1.1. Experimental apparatus 

As advised by the international standard EN 14034-series 1,2,3:2011, the experimental device used 

in this study is the 20-liter explosion sphere, with the exception of the ignition system. Consistent 

with the previous research El Gadha et al., 2023, the 20L sphere is mainly composed of an explosion 

chamber, dust storage container connected with the chamber through a dust outlet valve (Kühner 

AG). The valve is controlled by an electric arc generator. The ignition and injection delays can be 

adjusted as desired. The data acquisition system for monitoring flame propagation includes a Kistler 

701A pressure sensor with a pressure range of 0 to 20 bar which is coupled with a 5011 charge 

amplifier and the pressure signals are retrieved via a digital oscilloscope as shown in Fig.1. An 

OceanOptics HR 2000+ spectrometer is used to acquire spectra in the 200-1100 nm spectral range 

with a spectral resolution of about 0.9 nm for observation of AlO molecular bands. Data from this 

spectrometer are analysed to determine the flame temperature.  

The explosion experiments were first carried out for pure aluminum dust Al, for pure methane CH4, 

and then for Al/CH4. To study the explosions of hybrid mixtures, it was necessary to modify the 20L 

sphere to include methane. An electronic pressure transducer was added to prepare the gas mixture 

in the sphere using the partial pressure method. 

 

Fig. 1. Modified 20L sphere 
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Parameter Value 

Spark current intensity, A 4 

Spark energy, J 66 

Spark duration, ms 200 

Spark power, W 330 

Electrode gap, mm 4 

Electrode shape Conical (°40) 

Table 1. Ignition conditions in the 20L spherical bomb 

1.2. Experimental materials and test procedures  

The tests were conducted, first, on pure aluminum with a median diameter D50=21.36 µm obtained 

from the distribution using a laser diffraction technique (Malvern instrument), as shown in Fig.2. The 

surface morphology of aluminum particles was also observed by scanning electron microscopy 

(SEM) as shown in Fig.2. 

 

DV(10) DV(90) DV(50) 

5.6 µm 47.45 µm 21.36 µm 

Fig. 2. Particle size distribution of aluminium dust(left) and SEM photograph (right) 

Before experiments, the aluminum powder was dried for about 24 h at the temperature of 80 °C for 

the removal of adsorbed moisture. The amount of aluminum dust varies depending on the experiment. 

The dust is introduced into the storage container which is then filled with air at a pressure of 12 bars 

in order to disperse the dust into the explosion vessel. The decision to use 12 bars as the dispersion 

pressure is based on the optimum conditions for there to be enough particles in the middle to be 

effectively dispersed in the 20L sphere using the electric igniter.  However, when the pressure is 

increased to 20 bar, segregation occurs, with particles tending to separate or segregate rather than 

being uniformly dispersed. Then, the chamber is evacuated to 0.4 bar and the aluminum dust is 

dispersed into the chamber. An explosion is obtained through the electrical ignition source, the 

maximum explosion overpressure Pmax and the maximum rate of pressure rise (dP/dt)max are recorded 

via the traditional Kistler 701A pressure sensor.  
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Subsequently, methane was used as a gaseous fuel. This choice was motivated by methane's low 

reactivity compared to other combustible gases and its limited flammability range. Furthermore, in 

order to validate our experimental results, scientific literature provided comparative references. High 

purity (>99.95%) bottled methane (CH4) was used for the gas explosion experiments and its 

introduction into the explosion chamber and control were facilitated by regulation of the gas’s partial 

pressure. For example, when using methane concentrations of 5 vol % and 15 vol %, the partial 

pressures of methane were 0.05 bar and 0.15 bar respectively, and the evacuation pressures were 0.35 

bar and 0.25 bar respectively. 

For Al/CH4/Air hybrid mixtures, the testing procedure follows the same principle as described in the 

previous paragraph.  

1.3.  Flame temperature measurement  

The emission spectrum of the AlO molecule is observed to determine the flame temperature of 

aluminum powders. The AlO molecule is an intermediate species in combustion and is formed in the 

flame. This molecule therefore has a temperature very close to that of the flame. 

From the spectral data of the AlO molecule, the spectra of this molecule are simulated as a function 

of temperature. Thus, and using the approach outlined by Pellerin et al., 1996, it is possible to 

determine the temperature of the measured AlO spectrum. 

The primary emission band 𝐴2Σ+ − 𝑋2Σ+ of AlO spectra, typically at 483.6 nm, is considered. Using 

LTESpec software, Sankhe et al., 2019 simulated spectral luminance within the range of 460 to 540 

nm is analyzed at temperatures of 2700, 2900, and 3000 K. The simulated spectra are used in this 

study.  

2. Results and discussion 

To understand the explosion behavior of hybrid mixture Al/CH4/Air, it was necessary to determine 

first the explosion severity parameters Pmax, maximum overpressure and (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥, maximum rate of 

pressure rise of pure aluminum dust and then pure CH4 in the 20L apparatus. 

2.1. The methane gas explosibility  

Explosion experiments were carried out by varying the methane concentration in the range 5.3%-

12 % v/v. As seen in Fig.3, the maximum explosion overpressure increases as the concentration 

increases until it reaches a maximum, then decreases. The maximum overpressure Pmax is 6.5 bar 

obtained at a concentration of 10% v/v CH4. Literature data reported by Garcia-Agreda, 2010 and 

Spitzer et al., 2022 are also presented. The Pmax obtained by Garcia-Agreda, 2010 is about 7.075 bars. 

This slight difference could be due to injection conditions, as the injection pressure in her study is 21 

bars whereas in our experiments it is 12 bars. Spitzer et al., 2022 recorded a Pmax=7.3 bars. 

Nevertheless, this variation can be attributed to the utilization of pyrotechnic igniters with an energy 

of 1 kJ each. 
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Fig. 3. Evolution of the explosion overpressure as a function of methane concentration 

For the rate of pressure rise, the maximum value (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥 = 1227 bar /s, is reached at a concentration 

of 10% v/v CH4. Garcia-Agreda, 2010 obtained (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥=1214 bar/s at the same concentration of 10% 

v/v CH4. In the research conducted by Spitzer et al., 2022, they noted a higher rate of pressure rise 

than obtained in our experiments, (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥=1418 bar/s as shown in Fig.4. 

 

 

Fig. 4. Evolution of the rate of pressure rise as a function of methane concentration 

 

2.2. The aluminum dust explosibility  

The explosion severity of aluminum was studied for concentration between 200 and 1500 g/m3.To 

ensure result consistency, three runs were performed for each concentration. The experimental results 
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of the maximum explosion pressure are illustrated versus the dust concentration in Fig.5. The 

explosion overpressure increases with dust concentration, reaches its maximum Pmax= 7.74 bars at 

1000g/m3 and then decreases slightly. Millogo et al., 2020 noted Pmax values ranging from 8 to 9 bars 

for aluminum powder with a median diameter D50=20 µm and from 7 to 8 bars for aluminium powder  

with a median diameter D50=35 µm. For smaller aluminum particles size with mean diameter ranging 

from 7 to 17µm, Lomba et al., 2015 reported a maximum overpressure Pmax of 8 to 9 bars. 

 

Fig. 5. Evolution of the explosion overpressure as a function of aluminum concentration 

Fig.6. shows the maximum rate of pressure rise, the highest rate of pressure rise (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥 obtained 

was at 1165 bar/s. Comparing our results with the literature, Millogo et al., 2020 noted a maximum 

pressure rise (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥=1372 bar/s obtained at a concentration of 1200 g/m3for aluminum particles 

with D50=35 µm. However, in the study conducted by Dufaud et al., 2010, the authors noted a higher 

pressure rise rate (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥=1456 bar/s for aluminum particles with an average diameter of 11 µm. 

The reason for this result is that the rate of pressure rise, 
𝑑𝑃

𝑑𝑡
, increases as the particle size decreases. 

This means that the reaction speed is higher for particles with a larger specific surface area. In 

addition, in our study and that of Millogo et al., 2020, the results were obtained with an electric 

ignitor, whereas in the study conducted by Dufaud et al., 2010, tests have been performed with two 

pyrotechnic ignitors of 5 kJ each.  
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Fig. 6. Evolution of the rate of pressure rise as a function of aluminum concentration 

 

2.3. Explosion behavior of aluminum/methane/air mixtures  

Experiments with aluminum/methane/air mixtures were carried out to investigate the effect of 

methane addition, first, on the explosivity of aluminum dust clouds. The severity parameters of 

Al/CH4/Air mixtures were determined for aluminum concentrations ranging from 250 g/m3 to 750 

g/m3 , while initially maintaining a methane volume content of 3% as illustrated in Fig.7 and Fig.8. 

The maximum overpressure Pmax=7.73 bars was obtained at a concentration of CAl=350g/m3 +3% of 

methane. This value is higher than the maximum overpressure obtained with pure aluminum dust 

Pmax=5.9 at the same concentration 350g/m3 of aluminum and considering that pure methane at 3% 

does not ignite (below the lower explosion limit, LEL, the methane is non-flammable). Consequently, 

the main component involved in the hybrid explosion reaction is the aluminum dust and the explosion 

overpressure is still mainly caused by the explosion of the aluminum dust. Above 350 g/m3, the Pmax 

of the hybrid mixture decreases. This can be explained by the cooling effect due to the presence of 

unburnt dust particles . Rates of pressure rise of the hybrid mixture were also seen to accelerate by at 

least 3.2 and 1.5 times greater than of the aluminum alone even though the percentage of CH4 did not 

exceed its LEL which is about 5%v/v. As shown in Fig.8., the maximum rate of pressure rise of the 

hybrid mixture (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥=864.3 bar/s, this value still lower than the maximum rate of pressure rise of 

methane alone (1227bar/s at 10%v/v of CH4). This is consistent with literature results as Wang et al., 

2020 studied the severity parameters of coal/methane mixture. The results showed that the maximum 

value of the pressure rise rate of the hybrid mixture remains lower than that of gas alone.  

In fact, the maximum value of (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥  is obtained CAl=500g/m3. Below this concentration, the 

presence of methane in the aluminum cloud makes the dust more severe and reactive. At CAl= 

250g/m3 for example, the aluminum alone has a very low rate of pressure rise (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥 =114 bar/s, 

adding a small amount of 3% of methane activates the explosive reaction and increases the rate of 

pressure rise to (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥= 372 bar/s. These results are consistent with previous studies which have 
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shown that the addition of flammable gases into the dust suspension system will increase the 

explosion severity compared with pure dust suspension (Song et al., 2019; Zhao et al., 2020). 

 

Fig. 7. Evolution of the explosion overpressure of aluminum dust with 3% CH4 

 

Fig. 8. . Evolution of the rate of pressure rise of aluminum dust with 3% CH4  

Subsequently, to evaluate the influence of the addition of aluminum on methane combustion, methane 

concentrations ranging from 4.3 % to 12% were studied while maintaining aluminum concentration 

at CAl=350g/m3. As can bee seen in Fig.9 and Fig.10, the Pmax and (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥 of the hybrid mixture at 

each methane concentration is higher than that of pure methane at the same concentration. At 4.3% 

methane alone, the mixture did not ignite. However, when 350g/m3 of aluminum dust was added, the 

mixture became explosive. This means that the addition of aluminum fractions has changed the lower 

explosive limit for methane.  
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Fig. 9. Evolution of the explosion overpressure of methane with aluminum dust 350g/m3 

 

 

Fig. 10. Evolution of the rate of pressure rise of methane with aluminum dust 350g/m3 

 

2.4. Ignition delay time 

Investigating the interaction between the spark and the powder in suspension, the determination of 

the ignition delay proves to be a highly relevant parameter. The ignition delay time ti is defined as the 

time between the beginning of the ignition and the beginning of the 1% increase in overpressure.  
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Fig. 11. Evolution of the explosion pressure with time 

According to the maximum pressure rise rate of dust and hybrid mixture explosion, the ignition delay 

time ti of Al , Al+ 3% CH4 and CH4 + 350g/m3 aluminum were obtained. As shown in Fig.12, ti of 

aluminum decreases with increasing dust concentration. At low concentrations, the increase in 

ignition delay can be attributed to the quantity of burning particles, which hinders the transfer of heat 

to the surrounding particles. At CAl=250g/m3, the ignition delay ti=113 ms, with adding 3% of CH4 

to this concentration, ti decreases to ti=86ms. So, adding CH4 reduces ignition delay significantly at 

low concentrations of aluminum.  However, for hybrid mixture (Al+ 3% CH4), the ignition delay is 

almost constant at 86 ms over  the range of concentration tested.  

 

Fig. 12. Comparison of ignition delay time of Al and Al + 3% CH4  

 

For pure methane, the ignition delay decreases with increasing methane concentration (Fig.13). The 

effect of adding a concentration of 350g/m3 aluminum to the methane significantly reduced the 

ignition delay ( ti=162ms to ti=79ms) at 5.3%v/v of methane gas. This is due to the fact that the heat 

released by the combustion of methane increases the temperature of the gas. Aluminum particles 
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easily absorb the heat of the gas and ignite more easily and rapidly, shortening the ignition delay. 

According to the experimental results of the study conducted by Yu et al., 2021, the addition of 

hydrogen can significantly affect the ignition delay time and the flame propagation velocity of 

hydrogen/aluminum mixture.  

 

 

Fig. 13. Comparison of ignition delay time of CH4 and CH4+350g/m3 Aluminum 

 

2.5.  Flame temperature  

Flame temperatures are determined for pure aluminum, first, at 250, 350, 500, 750, 1000, 1250 and 

1500 g/m3. The temperatures measurements plotted are the average temperatures of at least three 

shots (Fig.14). Error bars represent standard deviation calculated for at least three repetitions in the 

same conditions. Temperatures vary from 2832 to 2665 K by increasing the aluminum concentration 

from 250 to 1500 g/m3. As the concentration increases, the temperature decreases slightly. This can 

be explained by the cooling effect of the radiation and the diffusion heat to unburnt dust particles in 

excess. The temperature values obtained are closed to the boiling temperature of aluminum (2791K 

at 1atm). Glumac et al., 2005 measured the emission and absorption spectroscopy of AlO and 

obtained temperatures of 3000~ 3200K. Goroshin et al., 2007 obtained Tflame= 3250K for aluminum 

dust with an average particle size of d32=5.6 µm, in a burner. One explanation for our temperatures 

being lower than the literature is that the formation of a saturated solution of Al-O decreases the 

boiling point of Al and thus reduces the overall flame temperature for particles burning with a vapor-

phase flame. This is described in detail in the study carried out by Dreizin, 2000. 

For hybrid mixture (Al +3% CH4), Flame temperatures decrease slightly with the addition of methane. 

The temperatures vary between 2777 and 2613K. This can be explained by the fact that the luminous 

intensity decreases with the addition of the hydrocarbon because less aluminum burns due to the lack 

of oxygen and therefore, the aluminum oxidizes relatively slowly in the products of the methane.  
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Fig. 14. Flame temperature of aluminum and hybrid mixture (Al+ 3% CH4) 

3. Conclusions 

In this work, firstly, the explosion overpressure and the rate of pressure rise of hybrid aluminum dust-

methane-air mixture were studied in the 20L sphere. The addition of CH4 had a significant effect on 

the severity parameters of aluminum dust. The maximum overpressure of 350 g/m3 of aluminum dust 

is Pmax=5.9 bar, with the addition of 3% CH4, the maximum overpressure increases to Pmax=7.73 

bar. It was also shown that the rate of pressure rise of the hybrid mixture (Al+3% CH4) accelerated 

by at least 3.2 and 1.5 times those of aluminum dust alone. The maximum pressure rise rate of the 

hybrid mixture obtained (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥=864.3 bar/s, this value still lower than the pressure rise rate of 

methane alone (1227 bar/s at 10%v/v of CH4). This was followed by tests to evaluate the effect of the 

addition of aluminum dust on methane severity parameters. It was found that the Pmax and (
𝑑𝑃

𝑑𝑡
)𝑚𝑎𝑥 of 

the hybrid mixture at each methane concentration are higher than those of pure methane at the same 

concentration. Furthermore, the addition of aluminum dust has been shown to modify the lower 

explosive limit of methane. In a second part, the ignition delay and flame temperatures were 

determined for the hybrid mixture. The results showed that the addition of methane significantly 

reduced the ignition delay of the mixture at low concentration of aluminum. Regarding the flame 

temperatures of the mixture, the addition of methane slightly decreases flame temperatures. Adding 

additional tests would be relevant to better understand the influence of the introduction of methane 

on the temperature of the flames. 

Further work with different methane concentrations is planned to elucidate the combustion kinetics 

of hybrid aluminum dust-methane-air mixture. 
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Abstract 

Safety characteristics are used for the safe operation of processes. In a first step it is checked whether 

the used component is combustible and if yes in which quantities respectively in which concentration 

if mixed with air (explosive region) determining the lower and the upper explosion limit. If it can’t 

be guaranteed, that the process is run outside the explosive region, constructive measures may be 

undertaken, as for technical processes it is often assumed that an ignition source is available. For 

constructive explosions protection measures, explosion characteristics are determined, namely the 

maximum explosion pressure (pmax) and the maximum rate of pressure rise (dp/dt)max. 

Safety characteristics of single-phase components (solid, liquid or gas) can be determined according 

to standards that were developed 40 years ago and are continuously improved. For hybrid mixtures 

containing a flammable gas and a combustible dust there has been an approach in the 80s but it has 

never been improved nor applied ever since (ISO6184-3). A new approach by four German research 

facilities and the German Institute for standardization (DIN) with the aim of developing a new 

standard was launched in 2019. In 2022 the key findings led to a first international round robin test 

with eleven participating facilities from seven countries (Spitzer et al. (2023)). The dust component 

was corn starch, as gas component methane was chosen.  

To have a stronger data basis before finalizing and publishing the new standard, a second round robin 

test was initiated with hydrogen as gas component and lycopodium as dust. The dust was provided 

by Otto-von-Guericke University of Magdeburg (OvGU) and tested and sent by the German National 

Metrology Institute (PTB) to the participating facilities. 

The paper will summarize the findings and their influence on the new standard. 

Keywords: hybrid mixtures, safety characteristics, industrial explosions, round robin tests 
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1. Introduction 

Hybrid mixtures gain more and more attention in the field of process safety. While they were mostly 

discussed with regards to colliery explosions and in coating and spray-drying processes they are found 

in several other specialized novel production steps and fields. The following list shows examples of 

diverse processes in which hybrid mixtures might occur: 

• Coal or aluminum dust accidentally added to hydrogen in fusion reactors due to abrasion 

(Denkevits (2007), Denkevits and Hoess (2015)) 

• Hexane and soy flour combined in the production of soy oil (Cheng and Rosentrater (2017)) 

• Metals and hydrogen for “metal hydride” hydrogen storage (Cheng et al. (2019)) 

• Dust from cork trees and fumes from very volatile glue in cork manufacturers or vineyards 

(Pilao et al. (2006)) 

• For the recycling of metal oxides with hydrogen when utilizing the metals as energy carriers 

(Bergthorson (2018)) or within the production process of steel (Spreitzer and Schenk (2019)) 

• In a waste processing plant a pre-shredder became stuck by phenolic resin-impregnated paper 

waste between the cavities of the missing cutting blades. The heating induced by the friction 

initiated the formation of gas of the combustible volatile components of the phenolic resin 

and which lowered the minimum ignition energy of the dust in the air by the formation of a 

hybrid mixture (ZEMA (1994)) 

While there are several standards for the determination of safety characteristics very few of them have 

a possibility for the evaluation and validation (Cesana (2019)). Especially the very dynamic test 

method for the determination of safety characteristics of dusts and the adaption to hybrid mixtures 

depends on so many experimental parameters (Spitzer et al. (2023)) that some kind of validation 

method is necessary to obtain comparable results from one facility to another. 

In this second international round robin test the key findings from the first one were implemented and 

attention on them emphasized. In parallel, a German pre-standard was passed during the testing period 

(DIN/TS 31018) and will be forwarded to the international standardizing committees in Europe 

(CEN) and worldwide (ISO). The following fourteen institutions from ten countries participated (see 

also Figure 1): 

• Adinex NV, Noorderwijk, Belgium 

• Bundesanstalt für Materialforschung und -prüfung (BAM), Berlin, Germany 

• CEET - VSB — Technical University of Ostrava, Ostrava, Czech Republic 

• Experimental Mine “Barbara” of Central Mining Institute, Mikołów, Poland 

• FBI - VSB — Technical University of Ostrava, Ostrava, Czech Republic 

• IBEXU, Freiberg, Germany 

• INERIS, Verneuil-en-Halatte, France 

• INSEMEX, Petrosani, Romania 

• Montanuniversität Leoben, Leoben, Austria 

• Northeastern University, Shenyang, P. R. China 

• Simtars Sponcom, Redbank, Australia 

• Suzhou EnvSafe Test Co. Ltd, Suzhou, P. R. China 

• Université de Lorraine, Nancy, France 

• University of Bergen, Bergen, Norway 
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Figure 1: Map with participating facilities worldwide 

2. Methods and Materials 

For the second round robin test lycopodium was chosen as dust component that shall be checked on 

the usual concentrations according to the dust-standards (ASTM E1226, EN14034-1, EN14034-2, 

EN14034-3). As gas hydrogen was picked and should be checked together with the dust at the 

admixtures of 0 mol% (dust only), 2 mol%, and 10 mol%.  

The lycopodium was stored for several years to ensure that no volatile organic components would 

evaporate while sending or during the testing period. As gas component for the hybrid mixture testing 

hydrogen was picked with a fraction of 2 mol% in air (= 1/2 lower explosion limit) and 10 mol%. 

The Lycopodium was tested for its particle size distribution using a laser-diffractometer Mastersizer 

3000 (Malvern Panalytical, Worcestershire, United Kingdom). The moisture content was also 

checked before each dispatch by using a moisture analyzer Sartorius MA35 (Sartorius GmbH, 

Goettingen, Germany) to ensure, that the sample has not changed.  

The test procedure consists of three steps, two pre-tests and the actual test series. The first pre-test is 

the determination of the leakage-rate of the test vessel. If the test-vessel has a leakage-rate this affects 

the gas concentration and with that leads to the determination of false safety characteristics. Because 

of the connecting tubes and valves a low leakage-rate of less than 1 mbar/min seems to be acceptable 

regarding the precision while still being feasible to implement. 
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The second pre-test is the validation of the gas amount. Gas is introduced into the test vessel with 

the partial pressure method to 400 mbar absolute. Then the injection from the dust container with 

pressurized air is activated using no dust and no ignition source. Afterwards, the gas-air mixture is 

pumped to a gas analyzing system to determine the real gas amount and to calculate the deviation 

from the aimed concentration. This test was conducted three times for both 2 mol% and 10 mol% of 

hydrogen and if the mean deviation was above 0.2 mol% the partial pressure had to be adjusted and 

the tests had to be repeated. 

Eventually the actual tests were conducted with two times 1 kJ chemical igniters as ignition sources. 

All experimental parameters and their limitations as well as the three-step-procedure may also be 

found in DIN / TS 31018-1.1 

In the upcoming standard the values for pmax will not be corrected anymore, since it might be crossed 

out in the upcoming dust standards as well (Jankuj et al. (2024)). Here they are still calculated with 

the following two equations: 

𝑝𝑚𝑎𝑥 = 0.775 ∗ 𝑝𝑚𝑎𝑥,20𝐿
1.15  [bar g]     if the determined value is above 5.5 bar g     (1) 

𝑝𝑚𝑎𝑥 =
5.5∗(𝑝𝑚𝑎𝑥,20𝐿−0.32)

5.18
 [bar g]     if the determined values is below 5.5 bar g     (2) 

Clear statements about the scattering of results for safety characteristics are scarce, especially the 

confusion about scattering within a facility or deviations between several facilities and the absence 

of reference materials for dusts make it difficult to assess this problem. However, the following 

statements about variations (scattering or deviation) might give an overview of what is expected and 

accepted in the community and might help for interpretation of the results: 

• The results of pmax for dusts must not deviate by more than 5 % from the results previously 

obtained with the reference dust (deviation within a facility; EN14034-1) 

• The pmax results for dusts must not deviate by more than 10% from the results previously 

obtained by another laboratory (deviation between several facilities, EN14034-1) 

• The results of (dp/dt)max should not deviate by more than 30 % for values below 50 bar/s, 

20 % for values between 50 bar/s and 100 bar/s, 12 % for values between 100 bar/s and 

200 bar/s and 10 % for values above 200 bar/s from the results previously obtained with the 

reference dust (deviation within a facility) or from the results obtained by another facility 

(EN 14034-2) 

• Typical scattering within a facility of the data obtained with the 20L-sphere for dusts with a 

(dp/dt) between 100 and 250 bar*m/s is 3 % for pmax and 10 % for (dp/dt)max (Proust et al. 

(2007)) 

 
1 The SOP will be uploaded separately as appendix to this paper. 
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• Duplicate measurements (scattering) for dusts should agree within 5 % for pmax within a 

facility (ASTM E1226)) 

• Duplicate measurements for dusts at different laboratories (deviation) should agree within 

10 % for pmax (ASTM E1226)) 

• Duplicate measurements (scattering) for dusts should agree to within 30 % at 

KSt = 50 bar·m/s, 20 % at KSt = 100 bar·m/s, and within 10 % at KSt = 300 bar·m/s (ASTM 

E1226)) 

• Duplicate measurements for dusts at different laboratories (deviation) should agree to within 

30 % at KSt = 50 bar·m/s, within 20 % at KSt = 100 bar·m ⁄s, and within 10 % at KSt = 300 

bar·m/s (ASTM E1226)) 

3. Results and Discussion 

As a basis, all facilities tested the dust alone in the 20L-sphere. This way a possible contamination 

or change of the dust sample was excluded. The results for the maximum explosion pressure pmax for 

the lycopodium are shown in Figure 2. 

 

Figure 2: Explosion pressure of lycopodium without hydrogen 

The determined values for the maximum rate of pressure rise (dp/dt)max are shown in Figure 3. 
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Figure 3: Rate of pressure rise of lycopodium without hydrogen 

The measured values for the lower explosion limit (in US standards it is called MEC for minimum 

explosible concentration (ASTM E1226)) vary between 0 g/m³ (20 g/m³ already exceeded the 

threshold of 0.5 bar g, lower concentrations were not tested) and 60 g/m³. The reason for this wide 

range might be a “smearing” of dust after testing higher concentrations and left unburned dust in 

some dead volume of the tubing and connections of the 20L-sphere causing the concentration to be 

higher, than the stated one. One shall keep in mind, that a concentration of 20 g/m³ is equal to 0.4 g 

of dust in the 20L-sphere. However, the values for pmax are with ± 13.5 % slightly above the usual 

scattering of ± 10 %. The values for (dp/dt)max fit with ± 12.8 % in the allowed range of ± 20 % for 

this safety characteristic. 

The determined values for the hybrid mixtures containing 2 mol% of hydrogen are displayed in Figure 

4 and Figure 5. The values for the LEL showed again a high variation: While one facility already 

detected an explosion at 2 mol% without dust, three facilities detected no explosion with 20 g/m³ 

lycopodium and 2 mol%. 

The results for pmax show a scattering of ± 13.7 % that is slightly higher compared to the tests with 

dust alone. The value for (dp/dt)max and KH are with ± 18.7 % again within an acceptable range. 
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Figure 4: Explosion pressure of the hybrid mixture containing 2 mol% hydrogen 

 

Figure 5: Rate of pressure rise for the hybrid mixture containing 2 mol% hydrogen 
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The results for the hybrid mixture containing 10 mol% hydrogen are displayed in Figure 6 and Figure 

7. Since 10 mol% of hydrogen are already inside the explosion region, no LEL was observed. 

The results for pmax show a scattering of ± 10 % that is even lower compared to the tests with dust 

alone. The value for (dp/dt)max and KH are with ± 27 % above the acceptable range. However, 

excluding one facility the deviation would be ± 18 % so this might be an outlier. 

 

 

Figure 6: Explosion pressure for the hybrid mixture containing 10 mol% hydrogen 
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Figure 7: Rate of pressure rise for the hybrid mixture containing 10 mol% hydrogen 

 

The overall results are displayed in table 1. 

Table 1. Maximum explosion pressure, maximum rate of pressure rise and KH-values for lycopodium and the 

hybrid mixtures 

Sample pmax (dp/dt)max KH 

 in bar g in bar/s in bar*m/s 

Lycopodium 7.4 ± 1.0   (±13.5 %) 551 ± 71 150 ±19 

Lycopodium + 2 mol% H2 7.3 ± 1.0   (±13.7 %) 603 ± 113 164±31 

Lycopodium + 10 mol% H2 7.0 ± 0.7   (±10.0 %) 1174 ±320 319±87 

 

4. Conclusions 

A round robin test on hybrid dust-gas-mixtures was conducted by fourteen facilities in ten countries 

worldwide. To obtain a better data basis a different type of dust and gas like in the first round robin 

test was used.  

The deviations for the maximum explosion pressure pmax and the maximum rate of pressure rise 

(dp/dt)max were with 13.7% and 27 % slightly higher to the expected deviations testing dust alone, 

even though this procedure has more experimental parameters. This is only possible, if the variation 

of the experimental parameters is narrowed and if the gas concentration is validated before 

conducting the tests. 
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By checking the leakage-rate of the explosion vessel and the gas concentration and by applying the 

standard procedure in this adopted way it may be possible in the future to reproduce scientific data 

and by that creating a data base for hybrid mixtures like the existing ones for gases and dusts. 

Acknowledgements 

The authors gratefully acknowledge the provision of the dust from Dieter Gabel (OvGU, Magdeburg, 

Germany) and the drawing of the map from Paul Geoerg (VFDB eV, Münster, Germany). 

References  

ASTM E1226a, 2012. Standard Test Method for Explosibility of Dust Clouds. Standard. American Society for 

Testing and Materials (ASTM). doi: 10.1520/E1226-19 

Bergthorson, J. M. Recyclable metal fuels for clean and compact zero-carbon power. Progress in Energy and 

Combustion Science, 2018. doi: 10.1016/j.pecs.2018.05.001 

EN14034-1, 2011. Determination of explosion characteristics of dust clouds - Part 1: determination of the 

maximum explosion pressure pmax of dust clouds. Standard. Comité Européen de Normalisation (CEN). 

doi: 10.31030/1709463 

EN14034-2, 2011. Determination of explosion characteristics of dust clouds - Part 2: determination of the 

maximum rate of explosion pressure rise (dp/dt)max of dust clouds. Standard. Comité Européen de 

Normalisation (CEN). doi: 10.31030/1709464 

EN14034-3, 2011. Determination of explosion characteristics of dust clouds - Part 3: determination of the 

lower explosion limit LEL of dust clouds. Standard. Comité Européen de Normalisation (CEN). 

doi: 10.31030/1709465 

Cesana C., Eiche M., Schwaninger M., 2019, Quality Management in the Determination of Safety 

Characteristics, Chemical Engineering Transactions, 77, 985-990 doi:10.3303/CET1977165 

Cheng, M.-H. and Rosentrater, K. A. Economic feasibility analysis of soybean oil production by hexane 

extraction. Industrial Crops & Products, 2017. doi:1 0.1016/j.indcrop.2017.07.036 

Cheng, Y.-F., Song, S.-X., Ma, H.-H., Su, J., Han, T.-F., Shen, Z.-W., and Meng, X.-R. Hybrid H2/Ti dust 

explosion hazards during the production of metal hydride TiH2 in a closed vessel. International Journal of 

Hydrogen Energy, 2019. doi: 10.1016/j.ijhydene.2019.02.189 

Denkevits, A. Explosibility of hydrogen–graphite dust hybrid mixtures. Journal of Loss Prevention in the 

Process Industries, 20(4):698–707, 2007. doi: 10.1016/j.jlp.2007.04.033. 

Denkevits, A. and Hoess, B. Hybrid H2/Al dust explosions in Siwek sphere. Journal of Loss Prevention in the 

Process Industries, 36:509–521, 2015. doi: 10.1016/j.jlp.2015.03.024 

DIN/TS 31018-1:2023-10 – Draft, Determination methods for safety-related parameters of explosion 

protection for hybrid mixtures of substances - Part 1: Gases, doi:10.31030/3447022 

ISO6184-3:1985. Explosion protection systems — Part 3: Determination of explosion indices of fuel/air 

mixtures other than dust/air and gas/air mixtures 

Jankuj, V., Skrinsky, J., Krietsch, A., Schmidt, M., Krause, U., Kuracina, R., Szabova, Z., Spitzer, S. 

Simplifying standards, opening restrictions Part I: The influence of the test vessel volume on the maximum 

explosion pressure of dusts. 2024 – 15th International Symposium on Hazards, Prevention and Mitigation 

of Industrial Explosions (ISHPMIE) 

Pilao, R., Ramalho, E., and Pinho, C. Explosibility of cork dust in methane/air mixtures. Journal of Loss 

Prevention in the Process Industries, 19(1):17–23, 2006. doi: 10.1016/j.jlp.2005.05.001 

Proust, Ch., Accorsi, A., Dupont, L. Measuring the violence of dust explosions with the ‘‘20 l sphere’’ and 

with the standard ‘‘ISO 1 m3 vessel’’ Systematic comparison and analysis of the discrepancies. Journal of 

Loss Prevention in the Process Industries, 20 :599–606, 2007. doi:10.1016/j.jlp.2007.04.032 

Spitzer, S. H., Askar, E., Benke, A., Cloney, C., D’Hyon, S., Dufaud, O., Dyduch, Z., Gabel, D., Geoerg, P., 

Heilmann, V., Jankuj, V., Jian, W., Krause, U., Krietsch, A., Mynarz, M., Norman, F., Skrinsky, J., Taveau, 

J., Vignes, A., Zakel, S. & Zhong, S. (2023). 1st international round robin test on safety characteristics of 

hybrid mixtures. Journal of Loss Prevention in the Process Industries, Volume 81, 104947 

Spitzer, S.H. A. Krietsch, V. Jankuj, Experimental Parameter Study and Inherent Scattering of Safety 

Characteristics of Dusts, Chemical Engineering Transactions. 104 (2023) 1-6. doi:10.3303/CET23104001. 

1087

https://doi.org/10.1520/E1226-19
https://doi.org/10.31030/1709463
https://doi.org/10.31030/1709464
https://doi.org/10.31030/1709465


15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Spreitzer, D. and Schenk, J. Reduction of Iron Oxides with Hydrogen. steel research international, 2019. doi: 

10.1002/srin.201900108 

ZEMA. 1994-07-09 Explosion eines Staub- / Luftgemisches mit Folgebrand. Resopal, 1994 

1088



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

 

Ignition of hybrid mixtures by brush discharges 

Sabine Zakel, Nikhil Tanwar, Michael Hau, Michael Beyer & Carola Schierding  

Physikalisch-Technische Bundesanstalt (PTB), Braunschweig, Germany 

E-Mail: Sabine.Zakel@ptb.de 

Abstract 

Brush discharges are recognized for their inability to ignite combustible dust mixtures when 

combined with air. However, they possess the potential to ignite flammable gas mixtures. 

Experiments conducted thus far have reached a maximum equivalent energy of 4 mJ. The question 

now arises, at what composition can hybrid mixtures of dusts and gases be ignited by brush 

discharges? In the case of gases alone, the transferred ignition charges are like those, used to 

determine the minimum ignition energy. Given that even small admixtures of gases significantly 

reduce the minimum ignition energy of dusts, it is plausible that brush discharge may exhibit a similar 

effect. In this study, experiments are presented which serve to develop an ignition apparatus in which 

direct ignition tests are carried out on hybrid mixtures with brush discharge. To achieve this, a 

charging/discharging mechanism and appropriate measurement techniques were established based on 

a high voltage source and back charging of the insulating plate. Additionally, the hybrid mixtures will 

be calibrated based on their Minimum Ignition Energy (MIE), which will be measured using a 

modified MIKE 3 apparatus. Furthermore, the mechanism of dust dispersion will be investigated, as 

low turbulence is advantageous for achieving minimum ignition energy values. For this purpose, the 

whirling up as well as dropping of dust will be compared. An optical analysis system was set up and 

tested for this purpose. 

Keywords: brush discharge, hybrid mixture, equivalent energy, transferred charge 

 

1. Introduction 

Explosive hybrid mixtures frequently occur in industries as a mixture of combustible dusts and 

flammable gases or solvent vapors in air. Processes such as introducing powders into prefilled solvents, 

spray drying, and granulation exemplify these scenarios. For this reason, the safety characteristics of 

hybrid mixtures were under special investigation throughout the years (Hesener, 2016) (Spitzer, 2023) 

(Heilmann, 2024) (Wu, 2023). Measures to prevent explosions typically involve mitigating ignition 

sources, but mitigating brush discharges, which occur during dust processing, poses challenges. They 

directly occur between a charged surface (e.g. polymer surface) and a grounded object acting as 

electrode in the near distance. For this reason, the affected processes are often carried out in an inert 

nitrogen atmosphere to mitigate risks. Regarding the costs, a more differentiated design of the safety 

measures resulting from the incendivity of brush discharges in hybrid mixtures is desirable. While 

dust alone is not ignitable by brush discharge, the addition of even small quantities of flammable 

gases might shift the mixture into the explosive range. This is why the determination of a limit value 

for the gas or vapor content that can either be used generally or individually for a defined hybrid 

system would be most useful. A detailed study of the brush discharge itself might lead to an additional 

correlation between transferred charge and incendivity. This idea was directly transferred to this study 

from the “industry meets science session” of 14th ISHPMIE which took place at Braunschweig, 

Germany in 2022. 

1.1. Brush discharge 

In the context of discharging electrostatic energy, various forms can influence the ignition of gas-air 

mixtures (Lüttgens, 1988). The electrostatic discharge can basically be categorized as an arc discharge 

(spark discharge) or as a pre-discharge. In the case of pre-discharge, a distinction is usually made 
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between corona and brush discharges. It's worth noting that brush discharges are not exclusive to 

highly charged insulating plastic surfaces. Whenever a conductive electrode is grounded and placed 

in an electric field with high field strength, brush discharges are anticipated. The electric field can be 

created, for example, by a highly charged insulating liquid or suspension, a droplet mist, a layer of 

insulating bulk material or a dust cloud (Glor, 2000). 

A frequently occurring arrangement for producing artificial brush discharge is a highly charged 

insulator surface, which is approached by a conductive spherical electrode which is connected to earth 

(Figure 1). If the electrode with a radius of curvature greater than a few millimeters is placed in the 

electric field which is close to the breakdown field strength, the breakdown field strength can be 

reached locally due to the field distortion on the electrode surface. This results in a gas discharge that 

starts at the location of the highest field strength on the electrode surface and ends somewhere in 

space because of the decreasing field. Space can also mean the insulator surface, but not a second 

electrode. Starting from the surface of the electrode, a discharge channel is formed which branches 

out finely after a few millimeters (Gibson, 1965) (Lüttgens, 1988) (Glor, 2000). 

With brush discharge, only a limited part of the surface is discharged. The discharged charge quantity 

in a three-dimensional representation forms the shape of a cone with the base of the discharge at the 

center. Approximations have been made to describe the discharge cone and discharge current pulse 

as functions of the initial parameters (Müller, 2004). 

There are many parameters influencing the process of brush discharge and the variation in its power 

densities over time and space: on the one hand it is the ability of the surface to accumulate charge and 

on the other hand there are the properties of the gas phase that fills the gap. Furthermore, the distance 

and the shape of the grounded electrode play a significant role. Ambient temperature and humidity 

strongly influence the charging of a surface and the surrounding climate should therefore be 

controlled and monitored during testing. The size of the insulating surface decides whether enough 

charge can accumulate. The surface charge density (surface potential), the material (dielectric 

constant) and the thickness are just as important as cleanliness and evenness. If insulating materials 

are in direct contact with an earthed, conductive plate on the back, surface charge densities that are 

orders of magnitude higher are possible. Additionally, multiple discharge events may occur as the 

spherical electrode approaches continuously. 

In practice, a surface is mostly charged tribological via contact with a different material followed by 

separation (Lüttgens, 1988). This kind of tribological charging occurs when breaking up a substance 

(crushing, spraying, atomizing) or when substances flow along walls. High charges can also occur 

when lifting chargeable plates from a conductive or non-conductive surface or when rubbing such 

plates. In the case of frictional loading, charges are transferred between two bodies in contact. 

Alternatively, insulating surfaces can be charged by spraying electrodes using a negative high-voltage 

needle electrode or a multi-needle electrode (fakir electrode) for homogeneous loading of larger 

surfaces. Once the isolating surface is loaded, degradation of the charge density over time depends 

on the disc material. With a grounded, conductive plate on the back, after a ten-minute waiting period, 

the surface potential on PTFE is only 0.21% below the initial value, while for PVC it is 6.1% less, 

and for POM it is <50% (Müller, 2004). This makes PTFE the preferred insulating material for brush 

discharge experiments." 

 

Fig. 1. Brush discharge of a charged flat surface (left side) by the curved surface of a grounded electrode.  
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1.2. Incendivity of brush discharge 

Brush discharges are recognized for their inability to ignite combustible dust mixtures when combined 

with air. However, vapor/air mixtures can be ignited by this type of ignition source within a small 

ignition-sensitive concentration range (Gibson, 1965) (Langer, 2011). Notably, this range does not 

align with the explosion range determined in explosion limit measurements according to standards.  

For instance, Figure 2 illustrates that, for methane, only mixtures containing at least 7.5% by volume 

can be ignited, while the lower explosion limit (LEL) specified in standard EN 1839 (2017) is 4.2% 

by volume for methane (Chemsafe, 2024). For hybrid mixtures, the common rule, that below 20 % of 

the LEL the gas or vapour does not affect the hybrid mixture (TRGS 722, 2021), appears to be 

exaggerated in this context for the incendivity of brush discharges. However, valid experimental 

results are lacking. As the influence of vapours on the MIE of dust is very strong (Pellmont, 1979), 

this could be also applied to brush discharges. 

Gibson (1965) demonstrated a correlation between the incendivity of brush discharges and the amount 

of transferred electrical charge. Negative charging was found to be far more incendiary than positive 

charging. Gibson (1988) delved deeper into this concept, aiming to distinguish between discharge 

types and their ignition potential under various atmospheric conditions. Their experiments involved 

testing discharges from charged polyethylene surfaces in flammable gas-air and solvent- vapor-air 

mixtures. Key findings highlighted the direct relationship between charge transfer and incendivity, 

with spatial and temporal factors influencing the assessment. 

Von Pidoll (2002) found nearly the same levels of transferred charge for the incendivity of a spark 

(calculated from MIE) and the charge transfer from a surface area just below the safety threshold 

leading to a brush discharge in gases (Heidelberg, 1988). The therein cited threshold values from the 

now withdrawn IEC 60079 for the brush discharges were derived from literature on measurements 

with electrostatic spray guns. It was noted that, compared to MIE, transferred charge is less dependent 

on voltage and distance.  

Langer (2011) determined the transferred charge in real ignition experiments to verify the thresholds 

specified in ISO 80079-36 (2016), which had not been confirmed by brush discharge experiments 

before (Table 1). A wide series of experiments on the incendivity of brush discharges was performed 

with the testing gases for explosion groups IIA (propane), IIB (ethylene), and IIC (hydrogen). The 

experimental setup forms the basis for the experiments reported in this study (Figure 3). At the 

beginning of the experiment, the flammable gas/air-mixture was introduced to the glass cross. Then 

the insulating plate at the bottom of the glass cross was charged with the help of the fakir electrode 

(- 70 kV) which was removed afterwards. Brush discharge was initiated by slowly lowering the 

spherical electrode until a single discharge was detected by the Coulombmeter at the top. The 

transferred charge necessary to ignite the gas mixtures in the experiments is detailed in Table 1. The 

results confirm the threshold values specified in the standards.  

Several studies were performed to get dust cloud ignition with brush discharge. Schwenzfeuer and 

Glor made significant efforts in this regard, but successful ignition of dust clouds at the point of 

discharge was elusive. Sulphur was the only dust to be ignited (Schwenzfeuer, 1993) under artificial 

conditions when the discharge zone was separated from the dust ignition zone and the brush discharge 

was transformed into a spark discharge beforehand. Nevertheless, in industrial situations, the 

formation of a brush discharge is inhibited by the presence of a dust cloud and of course the conditions 

of a spark discharge are not comparable to the brush discharge. Hybrid mixtures were also ignited 

with the aid of that setup (Schwenzfeuer, 2001). No ignition was obtained at the point of discharge, 

even for hybrid mixtures. This suggests that not only the energy of the discharge influences ignition, 

but also the presence of the dust cloud. One reason for ignition failure is the observed reduction in the 

charge transfer due to the presence of the dust cloud at the region of the brush discharge 

(Schwenzfeuer, 2005). To address this issue, back-charging of the insulating plate was also explored 

by Schwenzfeuer (1997). Brush discharges were generated by the pneumatic transport of polymeric 

granules through insulating pipes. Insulating surface from polyethylene of 0.6 mm thickness. 

Discharge and the ignition tests were conducted externally to reduce turbulence.
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A dust cloud produced with the help of a pulsed low pressure air stream via mushroom nozzle. It was 

found by the authors that the quantity of charge build-up on the insulating surface was too low to build 

up brush discharge (Schwenzfeuer, 2001) 

Larsen (2001) succeeded to ignite Sulphur with brush discharges only under enhanced oxygen 

concentrations larger than 50 % by volume in the gas phase with an ignition probability of 1 %. In 

his setup (Figure 4), the isolating plate was charged from the front, the fakir electrode was then removed, 

and the dust cloud blown into the explosion chamber as the electrode approaches. 

 

 
Fig. 2. Incendivity of sparks from polyethylene. A: ignition probability plotted against methane 

concentration. B: minimum ignition energy from capacitive spark (Gibson, 1965) 

 

Table 1. Results of gas testing at volume fraction (φ) by Langer (2011) 
 

Gas φ 

in 

% 

Ignition 

probability 

brush discharge 

Transferred charge 

in brush discharge 

nC 

MIE 

(Pidoll, 2002) 

nC 

Limiting value 

IEC 80079-36 

Hydrogen 22 29/82 22.7 12 IIC (10 nC) 

Ethene 8 27/184 31.5 32 IIB (30 nC) 

Propane 5.2 27/606 93.4 70 IIA (60 nC) 

 

1.1. Measurement of transferred charge and equivalent energy 

Different methods might address single or multiple brush discharge detection and transferred charge 

measurement. Single discharge events can be simply measured using a hand-coulombmeter, which 

triggers the first event and displays the digital reading of the transferred charge. For the scenarios 

involving, a high-frequency shunt resistor connected to an oscilloscope offers a practical and effective 

means of studying discharge characteristics (von Pidoll, 2002). The transferred charge (𝑄𝑏) of an 

isolated single event can be determined via the measured discharge current pulse (𝑖𝑏) by forming the 

integral of the oscilloscope reading (𝑢𝑏) over time (t) divided by the resistance of the shunt (𝑅𝑠ℎ): 
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Fig. 3. Setup according to Langer (2011) in which a glass cross of 15.7 l volume and a PTFE disc of 1.6 mm 

thickness were used to produce brush discharge that ignites gases. 
 

 

Fig. 4. Setup for igniting dust clouds according to Larsen (2001). The plate diameter was 300 mm and the 

thickness 8 mm. The spherical electrode had a diameter of 40 mm
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𝑄𝑏 = ∫ 𝑖𝑏(𝑡)𝑑𝑡 =
1

𝑅𝑠ℎ
∫ 𝑢𝑏(𝑡)𝑑𝑡 (eq. 1) 

Chowdhury (2012) developed a setup to measure uncertainties in recording charge transfer during 

brush discharge. Their experiments with nickel-coated copper spheres and PTFE samples revealed 

insights into probe design and sample positioning, highlighting the importance of understanding 

charge losses and spatial distribution for accurate measurements. Wamsley (2011) emphasized the 

relationship between charges disc radii, charge collection efficiency, and breakdown voltage. 

The equivalent energy and the transferred charge are two distinct approaches to quantify the 

incendivity of brush discharges. The concept of equivalent energy considers that the ignition 

capability of different discharge forms varies (Glor, 2000). In the case of spark discharge, which is 

substantially different from brush discharge, it was initially assumed that the entire energy stored in 

the capacitor is converted in the arc and is available for ignition. In contrast to that, only part of the 

stored energy is converted to act as ignition source in the brush discharge. Brush discharge last longer 

than spark discharge and only the narrow part near the electrode where the spark channel forms 

contribute to ignition. The energy that goes into ignition is therefore not directly accessible. As a 

quantitative approach the concept of equivalent energy was introduced to brush discharge by Gibson 

(1965). It represents the amount of energy that, when converted into an electrical spark discharge under 

defined conditions, has the same ignition capability as the individual brush discharge. 

The amount of energy in an electrical spark discharge, that just has ignition capability under optimized 

conditions is the minimum ignition energy (MIE). It is a property of the individual substance mixture. 

If the mixture can be ignited by a brush discharge, this discharge has at least an energy content of the 

MIE. The MIE of gases and vapors is generally lower than that of dusts, making it easier to ignite 

gases with brush discharges than dusts. For gases the MIE is minimal in a quiescent mixture. 

Nevertheless, it is well-known that MIE is not a perfect point ignition source and has some 

experimental limitations. Jaines (2008) compared MIKE 3 and Hartmann tube apparatuses. MIKE 3 

demonstrated superior sensitivity, attributed to factors such as dust dispersion method, turbulence 

levels, and ignition delay. Addition of inductance in capacitive circuits facilitated slower energy 

release, contributing to lower recorded MIE values. Randberg and Eckhoff highlighted the limitations 

of independent dust dispersion and spark triggering methods in MIE tests, advocating for 

synchronization between dust dispersion and ignition triggers for more representative results. 

The reported values for equivalent energies of brush discharges at which ignition occurs depend on 

the setup and are typically a few millijoule (Gibson, 1965). The highest value reported, 3.6 mJ was 

obtained by Glor (1981) with an electrode of 35 mm radius on a polyethylene disc of 10 mm 

thickness within an area of 0.13 m2 area, using propane/air and 30 vol% nitrogen. From this 

investigation the established maximum equivalent energy of a brush discharge of 4 mJ emerged. 

Although this lies in the region of the MIE of several dusts, no dust ignitions could be observed with 

brush discharges. 

The aim of this study is to determine the boundary conditions for the design of an apparatus that can 

be used to directly ignite hybrid mixtures of dusts and gases by means of a brush discharge. The MIE 

of the test mixtures should be measured either in the same apparatus or separately. The transferred 

charge of both, brush discharge and spark are to be measured in combination with hybrid mixture 

testing. The study is furthermore concerned with the controlled dispersion of the dust in the presence 

of gas and with the triggering of the brush discharge to the time of minimum turbulence. To this end, 

the experience with dusts or gases reported in the literature was collected and fundamental tests were 

carried out. 
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2. Experiments 

The Langer glass cross, previously utilized at PTB in 2011 was repurposed for this study to compare 

the transferred charge to the already determined levels in different gas mixtures (Langer, 2011). It has 

been rotated 90° to bring the insulating surface into a vertical position on the right-hand side. This 

adjustment facilitates charging the surface either from inside the vessel (front charging) or from 

outside (back charging) and most importantly, it would also prevent the deposition of dust during 

ignition experiments. 

2.2. Front charging and back charging 

In most of the studies on the ignition capability of brush discharges published to date, the insulating 

surface was charged from the side that was exposed to the ignitable mixture. A grounded metallic 

backing could be applied to the rear side, for long-term charge retention with increased charge density. 

This method, referred to as front charging, involves removing the fakir electrode after charging and 

replacing it with the spherical discharge electrode (Figure 5). 

Alternatively, brush discharges can be produced on the front side of an insulating surface when 

charged from the back side (Schwenzfeuer, 1997). For ignition tests with dusts and hybrid mixtures, 

back charging from outside the explosion vessel offers advantages. It eliminates the need to move the 

charging fakir electrode inside the ignition vessel, reducing the risk of electrode damage during 

ignition. Additionally, it provides more flexibility in determining the discharge time, as charging can 

be initiated and halted from the outside as needed. However, this method may result in less stable 

charge binding over time due to the absence of metallic backing. Additionally, the spherical electrode 

can either be put in place before charging or it can be moved towards the plate during the charging 

process. Experiments were carried out, in which the loading fakir electrode was mounted outside the 

glass cross at one millimeter distance to the insulating plate. A second fakir electrode originally 

mounted inside the glass cross was grounded and used to discharge and refresh the surface from inside 

before each experiment. 
 

 

 

 

Fig.5. Front charging from inside glass cross with metallic backing and wood disc of 10 mm thickness, back 

charging from outside, and discharge with fixed spherical electrode at the front or electrode shoot in. 
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2.3. Discharge with fixed or moving spherical electrode 

To measure the transferred charge, either a hand-held Coulombmeter with an accuracy of at least 

10 % or a coaxial shunt resistance were utilized. The shunt resistance (0.25 Ω) requires calibration 

before and after the brush discharge experiments due to its sensitivity to mechanical stress. A 

calibrated LCR meter was used to determine the resistance of the shunts after 1 h of pre-warming. 

Subsequently, clips, tips and bottom of the shunt were carefully cleaned with ethanol and allowed to 

dry. A frequency sweep ranging from 20 Hz to 3 MHz, with a step size 4 MHz, was conducted to 

measure the impedance as a function of frequency. 

To ensure proper shunt measurement, specific conditions must be met, as outlined in the enquiry stage 

of IEC 60079-0: Ed 8 Draft 7_2023-03 V1, currently is a committee draft for vote and might be 

published as IEC international standard within the next month. The shunt used for measurement 

should be designed coaxially with at least three parallel and symmetrically arranged resistors. It 

should be equipped with a ball electrode having (25 ± 5) mm in diameter and have a resistance 

determined with an accuracy of ≤ 2,5 % and shall be indicated to the third decimal place. Furthermore, 

it should have an earth cable attached to the outside of the shunt leading directly to the earth potential 

of the equipotential bonding bar of the test facility (Figure 6). The system consisting of shunt and 

double shielded coaxial cable shall ensure a limit frequency of ≥ 500 MHz. The oscilloscope used for 

measurement shall record the measurements with ≥ 1 GS/s and a bandwidth of ≥ 300 MHz and have 

a DC amplification with an uncertainty of ≤ 2 %. The stability of the time base shall be of ≤ 20 ppm 

related to a time interval of 1 ms; have a zero integral forming a value of < 1,5 nVs and record the 

total discharge on the screen of the oscilloscope. The entire measurement system for recording the 

discharge should be aligned to 50 Ohm. 
 

 

 
Fig.6. Setup for measuring transferred charge of brush discharge between sample and electrode with a shunt 

resistor, high pass filter and termination resistor. 
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2.4. Dust dropping 

A glass tube of 10 cm diameter and 50 cm length was used for the dust dropping experiments. A dust 

dropping setup consisting of a mesh sieve with small vibrating motor was mounted to the tube lid (Figure 

7). Videos were taken with a high-speed camera of 1000 fps using a laser sheet of 450 nm with a pulse 

duration of 10 µs for illumination. Processing of individual video frames was done by using python 

coding. Three different algorithms were adopted (positive difference method, delta frame, initial 

difference method) aiming to eliminate the background brightness and light reflections. Dried corn 

starch (< 8 % humidity, 2.5 g per test) was used in the experiments. 
 

 

Fig. 7. Dust dropping setup with small motor mounted to the tube lid. 

 

 

2.5. Equivalent Energy 

A MIKE 3 apparatus is modified for the measurement of hybrid mixtures according to Han (2018). 

Therefore, it is necessary to purge the glass tube with premixed gas/air-mixture (Figure 8). The dust 

is then blown inside with a pressure blast of premixed gas/air-mixture.  

 

Fig. 8. Modified MIE setup according to Han (2018). 
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MIE of hybrid mixtures were measured this way before and it was found out, that they can be 

calculated according to figure 9 from the MIE of the dust itself and the minimum value for the gas 

under turbulence (Pellmont, 1979). If now a mixture is just ignited with a certain brush discharge, one 

can derive the equivalent energy of the brush discharge and possibly draw conclusions about other 

gases. 
 

 

 

Fig. 9. Semi-logarithmic plot of MIE versus added propane content in hybrid mixtures (Cesana AG, 2023). 

 

3. Results and Discussion 

A MIKE 3 was modified to measure MIE of hybrid mixtures for equivalent energy measurements. 

Furthermore, experiments with dust dropping were carried out to establish homogenous dust clouds 

and optical analysis. Experiments with brush discharges were performed going stepwise from outside 

the glass cross to the inside and from front charging to back charging. Moreover, the feasibility of 

fixed or moving position of the spherical electrode was tested with back charging. Special focus was 

laid on whether proper shunt measurements were possible in each step of the modification to get 

transferred charge values. 

3.1. Front charging 

A front charge/discharge experiment was carried out with a 1.1 mm thick PTFE disc of 25 mm 

diameter loaded for 5 s with a -70 kV fakir electrode. A 0.25 mΩ coaxial shunt, connected to the 

oscilloscope with or without a specially configured high pass filter and a termination resistance was 

approached slowly to detect a single discharge event. The spherical electrode attached directly to the 

shunt was 25 mm. The result is given if figure 10 (left). An enhancement in signal was detected using 

the high pass filter and terminal resistance configuration and this was kept throughout the rest of the 

study. Highest equivalent energies of brush discharges were obtained with spherical electrodes of 35 

mm diameter (Glor, 1981). In Langer´s experiments at PTB the diameter of the electrode was 20 mm. 

To ensure comparability between the old and new PTB measurements a 20 mm spherical electrode 

was selected, and a comparison measurement was conducted with an electrode diameter of 25 mm. No 

significant difference between both diameters was observed regarding shape and transferred charge. 

Considering gas/dust mixtures, the 20 mm sphere was retained for the remainder of the study as the 

equivalent energy of hybrid mixtures might not need to be as high. Coaxial shunts of different 

resistance value were also tested (figure 10, right). Since the 0.25 Ω shunt yielded the optimal signal, 

it was employed throughout the study. 
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Fig. 10. Single brush discharge with and without high pass and termination resistance (left) and with 

different coaxial shunts (right) 

Experiments were also carried out, in which the spherical electrode was brought to a safe distance of 

no discharge after the front charging process. It was then shoot in by spring force over a distance of 

20 mm and the transferred charge was measured with a Coulombmeter according to the Langer setup. 

The results are given in figure 11. At 3 mm distance of the metallic backing, the start position at 

35 mm is not free of spontaneous discharge. Nevertheless, the transferred charges can be as high as 

280 nC. When the distance of the metallic backing is increased, no more spontaneous discharge 

occurred and the transferred charge during the 40 ms propelling phase reduced. This trend persisted 

even with further increase in the distance from the metallic backing. 

 

Fig. 11. Transferred charge as a function of the distance of the wood/metallic backing stack from the 

insulating PTFE disc during electrode shoot in. The start position of the spherical electrode is 35 mm away 

from the PTFE disc while the stop position is 15 mm away. 
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3.2. Back charging 

In the next step, the fakir electrode was positioned on the back side of the PTFE disc at a distance of 

1 mm. Initially, the entire set-up was assembled outside the glass cross, and the experiments 

performed in the lab under controlled humidity and temperature set at 20 °C. Before each experiment. 

The PTFE disc had to be discharged from both sides, front and back. Discharge to the spherical 

electrode at a distance of 20 mm occurred within the first second after the high voltage stick was 

turned on. As can be seen from figure 12, the transferred charge of 28 nC was found to be less 

compared to front charging, but thicker plate resulted more charge transfer. Therefore, 2 mm PTFE 

disc was utilized throughout the rest of this study. 

When changing to positive polarity of the high voltage by using a different high voltage stick, the 

polarity of the discharge also changes as shown in figure 13 (left). Nevertheless, the signal is much 

smaller and as it is known that negative discharge is more incentive, negative high voltage was used. 

When mounting the disc and shunt to the glass cross, there is an additional antenna signal detected, 

that might be triggered by the brush discharge (Figure 13, right). It is assumed, that this signal 

originates from the spark discharge of the fakir electrode pins, likely due to the uneven distribution 

of pins, causing irregularities in the discharge patters. This issue can be addressed by employing direct 

plate charging: a metallic plate is in contact with the insulating PTFE plate and is charged via cable 

with the high voltage stick. 

1.1. Gas ignition experiments 

Ignition in the glass cross was carried out with direct plate charging in back charging configuration. 

The high voltage stick (-70 kV) was connected to the metal plate with a cable of 1.5 m length. The 

spherical electrode was fixed inside the glass cross 15 mm from the front side of the PTFE plate. A 

mixture of 8 vol% ethylene in air was introduced to the glass cross and let come to rest. When the 

switch of the high voltage stick was turned on, ignition of the gas-mixture occurred within a maximum 

of two seconds. A single or multiple discharge was detected at the oscilloscope. In the experiments 

all single discharges with a transferred charge of more than 34 nC caused an ignition, the weaker 

charges with less than 30 nC did not. This result is in very good agreement with the experiments of 

Langer (2011) who found 31.5 nC as the ignition-limit. When reducing the distance to 10 mm, more 

multiple discharge events occur with smaller charge transfer (Figure 14). A series of them was able 

to ignite the mixture even though the first discharge event transferred only 20 nC. Nevertheless, this 

event sums up with the following events to a total of 37 nC. Further experiments will be carried out 

to determine the igniting transferred charge as a function of concentration regarding the statistical 

ignition probability, the number of discharge events and their distance in time. 

1.2. Dust dropping experiments and adoption to MIKE 3 

Danzi (2023) revealed insights into particle behavior, turbulence levels, and distribution patterns in 

the MIKE3. While dust dispersion through blasting offered advantages in breaking down 

agglomerates, high turbulence levels posed challenges for MIE testing. Consequently, dust dropping 

will be performed and compared in MIKE 3 and the future brush discharge setup. Corn starch was 

dropped through the glass tube simply by opening a ball valve of 2 cm diameter (Figure 15). Big 

lumps were observed, and the picture was partly overexposed. To improve dust dropping to be 

homogeneous, top feeding to the tube using a small vibration motor attached to side of a sieve 

mounting was installed. Different sieve sizes were tested. A combination of a 200 µm sieve on top of 

a 100 µm sieve turned out to yield best results concerning homogeneity of the dust cloud. 
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2. Conclusions 

Experiments are presented which serve to develop an ignition apparatus in which direct ignition tests 

are carried out on hybrid mixtures with brush discharge. To this end, a charging/discharging 

mechanism and suitable measurement technique was established based on a high voltage source and 

back charging of the insulating plate. This is a promising alternative to the devices previously 

presented in the literature, in which the charge was not sufficient to ignite the dust, or the dust cloud 

had a negative effect on the charge. Furthermore, the high-voltage source can either remain switched 

on permanently to supply additional charge or be switched off before discharging. Multiple discharges 

can be detected using shunt measurement technology. The discharge can now be triggered either with 

a fixed spherical electrode and switching on the high voltage stick or with approaching the spherical 

electrode with a shoot in mechanism. In addition, the hybrid mixtures will be calibrated based on their 

MIE which will be measured with a modified MIKE 3 apparatus. Furthermore, the mechanism of dust 

dispersion is to be determined, as low turbulence is advantageous to get minimum values of ignition 

energy, and the presence of dust can cause problems in provoking discharge. An optical analysis 

system was set up and tested for this purpose. Ignition experiments with gases will be the next step 

before dust will be introduced either under turbulence from the bottom or with low turbulence dust 

dropping. 
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Fig. 12. Left: Comparison of discharge after front or back charging with the hand-held spherical electrode 

approaching or at a fixed at a distance of 12 mm from the insulating disc. Right: Comparison of discharges 

after back charging from PTFE disc of different thickness. 

 

Fig. 13. Left: Comparison of discharge after back charging with positive or negative charge. Right: 

Discharge measurement inside glass cross. 

 

Fig. 14. Series of discharges causing ignition in an 8 vol% ethene/air-mixture. 
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Fig. 15. Original single video fame (left) and processed picture (right) for the analysis of particle density. 

The upper frame was taken without motor setup and the lower with a combination of two meshes. 
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Abstract 

To inert processes that involve combustible dusts or gases, the oxygen concentration in the 

surrounding atmosphere can be reduced under a certain level, below which no combustion can 

propagate, the so-called limiting oxygen concentration (LOC). The LOC is a widely used safety 

characteristic in the process industries. There are standardized test methods for dusts and gases but 

not for their mixtures though both are present in some processes. To assess this gap of knowledge a 

standardized test method was developed with special focus on the mixture preparation and the ignition 

source to obtain reproducible results for hybrid dust/gas-mixtures. 

Keywords: hybrid mixtures, limiting oxygen concentration, explosion protection, ignition sources 

1. Introduction 

Safety characteristics are used to prevent combustible substances to cause harm to apparatuses or 

facilities. Beside the lower explosion limit, reducing the amount of combustible substance under a 

certain threshold level, the surrounding atmosphere can be inerted by reducing the oxygen 

concentration fully or partially. While full inertization is used in laboratory scales in industrial scales 

a partial inertization is often realized below a certain threshold value under which no combustion 

occurs anymore (an explanation on the molecular basis can be seen in Figure 1). 

 

Figure 1: Limiting oxygen concentration for hydrogen and air (taken from Spitzer (2023)) 

On the left side enough reactants of both are inside the combustion zone of one core reaction. On 

the right side there is not enough oxygen, and no chain reaction goes off. The reddish circle is the 

impact zone of the initial reaction, which releases an energy of 5.92 eV per mol oxygen with two 
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moles hydrogen. Within this zone the energy is sufficient to trigger a new core reaction. For better 

visibility nitrogen is not displayed. 

In the European standard for dusts the limiting oxygen concentration it is defined as "...the maximum 

concentration of oxygen of a dust/air/inert gas mixture at which dust explosions cannot occur. The 

measurement of the limiting oxygen concentration forms the basis for explosion protection by 

„inerting“." (EN 14034-4, 2011). The European standard for gases and vapors describes it equally as 

"...the highest mole fraction of oxygen in a mixture of a flammable substance with air and inert gas 

at which an explosion is not yet triggered." (EN 1839, 2017), while the American standard describes 

it briefly as "...the oxygen (oxidant) concentration at the limit of flammability for the worst case (most 

flammable) fuel concentration." (ASTM 2079, 2000). LOC values of various gases, vapors and dusts 

are listed in table 1. 

 

Table 1. Limiting oxygen concentrations of selected dusts, gases and vapors 

Substance Gas/Vapor/Dust LOC in mol % Source 

Hydrogen Gas 5.1 PTB-BAM, 2024 

Methane Gas 11 PTB-BAM, 2024 

Propane Gas 9 PTB-BAM, 2024 

Butane Gas 10.5 PTB-BAM, 2024 

Methanol Vapor 8.1 PTB-BAM, 2024 

Ethanol Vapor 8.5 PTB-BAM, 2024 

Isopropanol Vapor 8.7 PTB-BAM, 2024 

Wood Dust 10 Beck et al., 1997 

Pea flour Dust 15 Beck et al., 1997 

 

There are standards for the determination of the LOC for dusts and gases but not for their mixtures. 

This article describes the difficulties that arise testing these so-called hybrid mixtures, provides a 

standardized test method and presents data that was obtained with this method for methane, corn 

starch and their mixture. 

 

2. Experimental 

A major difference in the determination methods for combustible dusts and gases is that gases are 

usually ignited under quiescent conditions without turbulence. To determine the explosion 

characteristics of combustible dusts, they must be dispersed in air, which means that a precisely 

defined degree of turbulence must prevail. In order to be able to analyze hybrid mixtures of 

combustible gases and dusts, these must also be ignited at a defined level of turbulence. It is therefore 

advisable to carry out the experiments in the standardized test apparatus for dusts. The so-called 

20L-sphere and the 1 m³ apparatus are usually used for this purpose (e.g. ASTM E1226, 2019 and 

EN 14034-1, 2011). The test method for dusts in the 20-L sphere was adapted accordingly to be able 

to determine the LOC of hybrid mixtures. Figure 2 illustrates the adapted test setup. For oxygen 

concentrations below 13 mol% the dust container was filled with compressed nitrogen instead of air. 
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Figure 2: 20L-sphere with adaptions for hybrid mixture testing (Spitzer et. al., 2022b) 

 

2.1 Leakage rate 

To ensure that the fuel gas concentration in the test volume can be adjusted precisely, the test 

apparatus must be as leak-proof as possible. Therefore, in a first step, the explosion chamber was 

evacuated below 5 mbar, the chamber closed, and the pressure rise recorded (Figure 3). The division 

of the leakage by the time is the leakage rate. With a typical time for mixture preparation of three to 

five minutes, the influence of the leakage-rate that was measured in the sphere on the accuracy of the 

gas mixtures can be neglected. After three minutes the detected pressure rise was 0.3 mbar leading to 

an error of the gas concentration of 0.03 mol%. Considering the great effort to achieve low leakage-

rates in the 20L-sphere that was designed for dust-testing, the maximum permissible value of 1 mbar 

per minute was chosen for the standard operating procedure (DIN/TS 31018-1, 2023) and the round 

robin test contributing to the overall uncertainty of the mixture composition by 0.5 mol%. If the tests 

are always conducted in the same way and in a comparable time this deviation is systematic and can 

therefore be adjusted. 

 

 

Figure 3: Pressure over time inside the 20L-sphere (initial pressure set to 0) 
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2.2 Influence of pre-ignition pressure rise (PIPR) and post-injection pressure drop (PIPD) 

When investigating hybrid dust/gas mixtures, it is particularly important to establish the exact fuel 

gas concentration in the explosion chamber. Spitzer et al (2022a) have shown that mixing using the 

partial pressure method may lead to inaccurate fuel gas concentrations. In the worst-case scenario, 

this could possibly result in an incorrect limiting oxygen concentration, that does not lead to 

successful inerting. The pressure inside the 20L-sphere before injection of the dust, the difference 

between the pressure in the sphere at the time of ignition and before injection of the dust (or Pre-

ignition pressure rise, PIPR) and the subsequent pressure drop (post injection pressure drop, PIPD), 

that occurs due to thermodynamic equilibration by dissipation of the heat induced previously by 

adiabatic compression inside the sphere have to be taken into account for calculating the amount of 

flammable gas correctly in case of hybrid mixtures and to obtain robust and reproducible results for 

the determination of safety characteristics. According to the American Standard (ASTM E1226, 

2019) a pressure before injection of 0.4 bar a and a pressure at the ignition moment between 0.94 bar 

a and 1.06 bar a are demanded for the tests but no accuracy of the pressure measuring system is 

mentioned. According to the EN 14034 series a pressure before injection of 0.4 bar a and an accuracy 

of the pressure measuring system of ± 0.1 bar is suitable resulting in a pressure before injection of 

the dust of 0.3 bar a to 0.5 bar a (EN 14034 part 1-4, 2011). It should be clear, that the explosion 

overpressure will increase with increasing PIPR, which is mainly due to the higher initial pressure at 

the moment of ignition in the 20L-sphere, even though conditions might be within the acceptable 

range, that is mentioned in the standards. 

If hybrid mixtures are tested, variations of the PIPR additionally have a strong influence on the 

accuracy of the gas mixture, if the mixing is conducted inside the chamber (and not conducted with 

premixed gases), what is usually the case. Therefore, the allowed variations should be narrowed and 

the PIPR should be stated with all test results. 

In addition, according to Spitzer et al. (2022a) the PIPR has an influence on the so-called post 

injection pressure drop PIPD, which increases with higher initial pressures. Why is this the case and 

what does the PIPD mean? In accordance to the standard procedures the whole mixture should have 

1 bar a (ASTM E1226, 2019) or 1.013 bar a (EN 14034-1, 2011) after the fast injection of the 

combustible substance or mixture via pressurized air from the storage container and the pressure is 

recorded. Normally the ignition takes place shortly after the opening of the valve and this pressure 

shortly before ignition is usually taken as the initial pressure pI and used for the calculation of the 

flammable gas fraction. However, the temperature rise due to the compression is not considered in 

the standard procedures. Especially, in case of hybrid mixtures, if this initial pressure is used for 

calculating the amount of flammable gas according to the partial pressures, this leads to wrong results. 

The effect of adiabatic compression is not mentioned in any standard and has not been found in 

research articles so far. Poletaev (2021) observed the temperature increase when air is added to the 

test vessel and Cashdollar (1996) observed the temperature increase while and decrease after the 

injection process. 

For determining the safety characteristics of hybrid mixtures greater variations in the concentration 

of the flammable gas have an influence on the test result, so it is necessary to reduce this variation to 

an acceptable level. For this purpose, the PIPR and PIPD should be measured precisely, and test gas 

fractions were calculated according to following equation 1, with pGas [bar] being the partial pressure 
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of the flammable gas, PV the Partial Vacuum before injection of the dust (0.400 bara ± 0.002 bar) 

and a pre-ignition pressure rise (PIPR) of 0.64 bar ± 0.01 bar: 

cGas=
𝑝𝐺𝑎𝑠

(PV+PIPR-PIPD)
− DeviationAverage    (1)  

It is also advisable to measure the gas concentration after injection (without ignition) to ensure that 

the exact gas concentration is produced. Only then should explosion tests be carried out with the 

corresponding concentration. Equation (1) was used for both, the oxygen concentration and the 

flammable gas and both were determined before the test series. The initial amount of air inside the 

dust container is covered by the “DeviationAverage”-term in the equation and was in our case 

0.7 mol% 

2.4 Characterization of tested corn starch 

Corn starch and methane were selected to validate the test method for determining the LOC of hybrid 

dust/gas mixtures. This is because both components have a very similar LOC. The LOC of the 

analyzed corn starch is 12 mol% with nitrogen as inert gas, while the LOC of methane is 11 mol%. 

In this way, it should also be investigated whether the LOC of hybrid mixtures can lead to overlapping 

and therefore more critical values in comparison to the single components. 

The particle size distribution of a dust sample has a significant influence on the explosion behavior. 

For this reason, the particle size was measured with a MALVERN Mastersizer 2000 before the start 

of the tests. This optical measuring method is based on measuring the scattering of the light by 

diffraction of a laser beam. The results are illustrated in Figure 4. 

 

Figure 4: Particle size distribution of tested corn starch 
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In addition to the particle size, the moisture content of a sample can also have an influence on the 

explosion behavior. For this reason, the moisture content was measured weekly during the test period 

to rule out changes and to ensure comparability of the measurement results. The tests were carried 

out with a Sartorius MA 35 moisture analyzer (see Figure 4 left side). The corn starch was dried for 

15 minutes at a temperature of 115 °C and the weight loss between the starting weight and the weight 

at the end of the measurement is then calculated. The water contents and particle size distributions (if 

they were determined) are shown per week in Figure 4 (right side). The water content remained 

relatively constant over all weeks between approx. 7.2-7.9 weight % and the particle size distribution 

also showed very little variation (median between 13.1-13.9 µm). From this it can be concluded that 

the essential properties of the dust sample remained very constant over the entire test period. 

 

 

  moisture content median particle diameter 

  [weight-%] [µm] 

      

week 1 7.7 13.8 

week 2 7.43 - 

week 3 7.56 13.9 

week 4 7.46 13.9 

week 5 7.5 13.8 

week 6 7.23 13.3 

week 7 7.94 13.3 

week 8 7.55 13.3 

week 9 7.35 - 

week 10 7.31 13.6 

week 11 7.19 - 

week 12 7.37 - 

week 13 7.28 13.1 

week 14 7.28 13.1 

week 15 7.23 13.6 

     
 

Figure 5: Moisture analyser (left) and moisture content and median particle size over time of tested corn 

starch (right) 

3. Results and discussion 

The following chapter presents the results of the experiments with the test setup and the adopted 

operating procedure. Firstly, it was important to investigate the influence of the degree of turbulence 

and the ignition energy on the LOC of methane. In a second step, the limiting oxygen concentration 

of the dust and the hybrid dust/air mixtures were then analyzed. For this purpose, a few per cent 

methane was added to the dust. 

3.1 Influence of turbulence on the limiting oxygen concentration of methane 

The ignition source and energy did not affect the determined limiting oxygen concentration of 

methane when tested under quiescent conditions. However, under turbulent conditions that are 

normally present when hybrid mixtures are tested, the measured LOC-value increased from 11 mol% 

determined at quiescent conditions to 13 mol% with an ignition energy of 20 J, even at 14 and 

15 mol% only every third respectively two of three tests showed an ignition (Figure 6, left side). The 
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determined LOC might lead to unsafe safety measures since inerting is typically applied with the 

LOC minus a safety margin of three mol% as described e.g. in the German TRGS 722 (2021). 

Increasing the ignition energy from 20 J to 200 J, the determined value of the LOC decreased from 

14 mol% to about 12 mol% under turbulence. This is closer to the literature value of 10.7 mol% but 

the deviation is still on the unsafe side (Figure 6, right side). 

 

 

Figure 6: Explosion overpressures for stoichiometric methane-mixtures with different oxygen concentrations 

with 20 J (left) and 200 J (right) ignition energy 

 

A further increase of the ignition energy to 2 kJ led to the same value for the LOC under turbulent 

conditions of 10.7 mol% (or with 11 mol% close to that) as found in the literature determined 

according to the standard procedure for gases (EN 1839, 2017) under quiescent conditions and with 

an ignition energy of 20 J (see Figure 7, left side). Under quiescent conditions the ignition criterion 

(pressure rise) was just reached at an oxygen fraction of 10.8 mol% and clearly exceeded when the 

oxygen fraction was further increased by 1 mol%. Using the exploding wire with 2 kJ the explosion 

pressure was clearly increased, if the oxygen fraction was increased from 11 mol% to 12 mol% 

allowing a clear distinction between "ignition" and "non-ignition" for both quiescent and turbulent 

conditions. With the chemical igniters the LOC was as well 11 mol% with a pressure rise exceeding 

the ignition criterion at 12 mol% for turbulent conditions. However, the increase of the explosion 

pressure with increasing oxygen fraction is so flat that the distinction between "ignition" and "non-

ignition" is difficult and that small changes in the experimental parameters might have resulted in 

unsafe values. A clear ignition with an explosion pressure clearly exceeding the ignition criterion of 

0.5 bar g was not detected under turbulent conditions until 14 mol% (Figure 7, right side). 

Interestingly this is also the case for the quiescent mixture in which even the 20 J gave a clear rise at 

12 mol%. This might be a result of the fact, that the chemical igniters consume oxygen and with 

that are influenced if the oxygen amount is decreased. This was demonstrated by carrying out tests 

with chemical igniters without dust in the 20L-sphere and then measuring the oxygen concentration 

in the explosion chamber. A slightly lower oxygen content was measured. It is true that the 

chemical detonators contain barium peroxide. However, the amount of barium peroxide does not 

appear to fully compensate for the oxygen required to burn the igniters. 
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In both, Figure 6 and Figure 7, the methane concentration is half the oxygen concentration 

(stoichiometric mixture) and the plotted value of 10.7 mol% is taken from the Chemsafe database 

(PTB-BAM, 2024). 

 

 

Figure 7: Explosion overpressure for stoichiometric methane-mixtures with different oxygen concentrations 

with 2 kJ ignition energy and exploding wires (left) and chemical igniters (right) as ignition source 

 

3.2 Influence of the ignition energy on the LOC of hybrid mixtures 

The limiting oxygen concentration of the corn starch was determined according to the European 

standard (EN 14034-4, 2011) and in addition with different ignition sources and energies. Following 

dust concentrations have been tested: 125 g/m3, 250 g/m3, 500 g/m3 and 750 g/m3. The results are 

presented in Table 2. It can be seen clearly that the ignition energy should not be reduced below 

2000 J for dusts when determining the limiting oxygen concentration since this would lead to 

conclusions on the unsafe side. 

Table 2. Limiting oxygen concentration of corn starch with different ignition sources and energies  

Ignition source Ignition energy 

[J] 

LOC 

[mol%] 

LOC with 1 mol% 

CH4 

[mol%] 

LOC with 3 mol% 

CH4 

[mol%] 

Chemical Igniter 2000 12 12 11 

Exploding wire 2000 11 11 11 

Exploding wire 200 13 13 13 

Exploding wire 20 17 16 14 

 

However, the influence of the addition of 1 mol% and 3 mol% of methane was tested with the result, 

that the lowest ignition energy of 20 J did ignite at a closer value to the ones determined with high 

ignition energies, still being unsafe and not applicable. The determined value for 200 J and 2 kJ for 

the exploding wire did not change for all tested dust concentrations. The determined value for the 

chemical igniters is slightly lower and at the same level as the exploding wire with 2 kJ. This result 

shows that the introduced SOP can be used for hybrid mixtures and provides reliable, reproducible, 

and comparable results. 
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The connection to the test methods for single-phase substances is given as well. The ignition energy 

should be higher than the ones that are used for gases under quiescent conditions. An ignition energy 

of two times 1 kJ delivers the best results and especially for the LOC the exploding wire has the 

advantage of a clearly detectable pressure rise inside the explosion region (Figure 7). 

5. Conclusions 

The limiting oxygen concentration of a hybrid dust/gas-mixture consisting of corn starch and methane 

was investigated. The gas mixture was validated before the actual tests according to an existing 

standardized test method for the determination of other safety characteristics of hybrid mixtures. A 

special focus was also on the ignition source and energy to obtain reproducible results. 

The key points are summarized in the following: 

i) The ignition energy of 2 x 1 kJ is suitable for the tests, lower ignition energies shall not 

be used because of the extinguishing effect of the high level of turbulence that lead to 

unsafe safety characteristics 

ii) The gas concentrations shall be checked and validated before starting the tests. Potential 

leakages of the sphere or other influencing factors may lead to false concentrations and 

with that to false safety characteristics 

iii) Exploding wires are the better solution for the determination of the LOC since chemical 

igniters consume oxygen and with that lead to lower explosion pressures that may not 

exceed the threshold level of 0.5 bar g 

iv) Because of the scattering of this dynamic test/mixing method, concentration steps of less 

than 0.5 to 1 mol% are not realizable and with that shall not be stated for hybrid mixtures 

v) If the gas and the dust component have comparable LOCs, their combination has the same 

LOC since no “super-effect” (like the Bartknecht-curve for the LEL of hybrid mixtures 

(Bartknecht, (1981))) was observed 
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Abstract 

In this paper, 1000L liquid hydrogen Dewar storage tank fire test was carried out to investigate the 

state of the internal pressure in response to an external propane fire, the change in the tank state and 

the temperature of the hydrogen in the tank when the safety valve was activated. The results show 

that: as shown in Figure 1. The shell of the storage tank collapses inwardly after being burned by the 

fire and is tightly adhered to the inner liner; and the hydrogen in the tank was warmed up to 135K to 

141K when the internal pressure is close to the start-up pressure of the safety valve (1.5MPa). 

Parameters related to the fire test of 500L and 1000L tanks were compared. The detailed parameters 

of the two tests are shown in Table 1. 

 

Table 1. Comparison of fire tests conditions between 500L and 1000L liquid hydrogen storage tanks 

Tank Volume/L Filling Level/% LH2 Capacity/L 
Total Burning 

Time/min 

Maximum 

Pressure 

/MPa 

Whether 

the tank is 

deformed 

500L 50% 250 33 1.14 No 

1000L 20% 200 10.85 1.4846 Yes 

 

   

(a) Pressure changes in 1000L tanks (b) Pressure changes in 500L tanks 

Fig.1. Two liquid hydrogen tank pressure change curves 

Keywords: Liquid hydrogen storage tank, fire test; pressure response 
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1. Introduction 

Hydrogen as a fuel with high energy density (McAllister et al., 2011) has a heat of combustion of 

121,061 kJ/kg compared to other common fuels such as gasoline with a heat of combustion of 44,467 

kJ/kg, methane with a heat of combustion of 50,054 kJ/kg and ethanol with a heat of combustion of 

27,006 kJ/kg. The heat of combustion of hydrogen is the highest among common fuels. When 

hydrogen is used to provide electricity for hydrogen-energy vehicles, the only products are water and 

heat(Fumey et al., 2018; Maggio et al., 2019). The cleanliness and high energy density of hydrogen 

can reverse the world's dependence on fossil fuels and move towards the use of clean and renewable 

energy sources. Hydrogen can be prepared from a wide range of raw materials, either by separating 

hydrogen from low-carbon hydrocarbons through separation technology or by electrolysis of water. 

As clean, renewable energy sources such as solar and wind power become more widely used, 

hydrogen can be produced by electrolysing water to produce hydrogen from its residual energy, 

greatly reducing pollutant emissions from the production process. 

Hydrogen liquefaction is one of the most important methods to increase the density of hydrogen 

(71.279 kg/m3 at 20K) (Landucci et al., 2008; NIST, 2019) and is widely used in the process of 

hydrogen storage and transport. In the liquefaction process, a catalyst is required and a large amount 

of energy is expended to convert all of the ortho-hydrogen (75% of ortho-hydrogen in conventional 

hydrogen) into para-hydrogen (Edeskuty and Stewart, 1996; Zhuzhgov et al., 2018). In order to avoid 

too rapid evaporation of liquid hydrogen, liquid hydrogen is usually stored in double-walled Dewar 

storage tanks with thermal insulation (Barthelemy et al., 2017). These Dewar storage tanks usually 

consist of having three layers from the outside to the inside, with the first layer being the external 

storage tank, the second layer being the thermal insulation layer (evacuated and filled with a 

combination of insulating materials), and the third layer being the inner tank where the liquid 

hydrogen is stored (van Wingerden Kees et al., 2022). The insulation in the thermal barrier is usually 

perlite and the multilayer insulation (MLI), which isolates the external convective heat transfer and 

thermal radiation from entering the inner tank (Peschka, 1992). Transporting and storing liquid 

hydrogen in Dewar's tanks can increase the efficiency of energy transport and reduce losses during 

transport. 

Hydrogen is a flammable and explosive colourless substance with a wide range of explosive limits. 

The safe utilisation of hydrogen is a very important issue when applying it to industries such as 

automotive and transport. The utilisation of hydrogen raises the demand for risk handling, and an 

emerging technology often creates new risks due to people's lack of experience and knowledge 

(Jovanović and Baloš, 2013). For example, the occurrence of a BLEVE phenomenon in a tank filled 

with liquid hydrogen due to an external shock is an extremely serious accident (Rigas and Sklavounos, 

2005).The occurrence of a BLEVE usually results in the formation of overpressure shocks, projectiles, 

and fireballs, and a number of scholars have already studied all three phenomena (Birk et al., 2007, 

2006; Eyssette et al., 2021; Hemmatian et al., 2016; Laboureur et al., 2015).After the occurrence of 

BLEVE, a large amount of low-temperature liquid hydrogen will be spilled into the external 

environment with the rupture of the storage tank, and a huge overpressure is generated by the 

compression of surrounding air due to the flashing effect of liquid hydrogen. The volume of liquid 

hydrogen flash vapour instantly expands to 800 times, and with the air to form a huge premixed gas 

cloud (Center for Chemical Process Safety, 2010). The cloud is very easy to form an explosion or 

even explosion under the ignition of external fire and sparks, which poses a great threat to the safety 

of people's lives and properties. Tanks can fail and rupture due to a variety of external impacts, 

including flame impact, external impact, safety valve failure and so on. Among them, fire impact is 

the most common external impact. The flame impact is the most common external impact, including 

jet fire, oil pool fire, etc., whose high temperature will reduce the mechanical strength of the tank 

wall, prompting the evaporation of the material inside the tank to increase the pressure (Paltrinieri et 

al., 2009), triggering the rupture of the tank. However, the study of the liquid hydrogen BELVE 

accident is rarely mentioned in the literature. One test has been carried out by Pehr et al (1996) who 

carried out the liquid hydrogen tank test at BMW, observing overpressure, debris and fireball 
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phenomena. Wingerden et al. (2022) who carried out three times in the BAM 1m3 double-walled 

liquid hydrogen storage tank fire test, obtained the tank heating process of the pressure, gas-liquid 

and temperature change curves, and the maximum overpressure was measured to be 0.13 bar at 22.5m 

and 0.1 bar at 26.4 m, respectively. Hansen et al (2020) in the Integrated Design for Demonstration 

of Efficient Liquefaction of Hydrogen project (IDEALHY) compared the similarities and differences 

between the BLEVE phenomenon in liquid hydrogen storage tanks and LNG storage tanks. Ustolin 

et al (2020) et al. in the Safe Hydrogen Fuel Handling and Use for Efficient Implementation project 

(SH2IFT) investigated the BLEVE phenomenon in liquid hydrogen storage tanks by means of 

experiments and modelling. Ustolin et al (2022) simulated the pressure changes in liquid hydrogen 

storage tanks exposed to fire using CFD methods, and the results showed that the simulation results 

matched well with the experimental results. 

The purpose of this paper is to study the changes in internal pressure of 1000L liquid hydrogen Dewar 

tank during the fire process, and to provide data support for the subsequent study of the liquid 

hydrogen tank failure criterion and other elements. 

2. Experiments 

The fire test of the liquid hydrogen Dewar storage tank was conducted at Research Institute of China 

Academy of Aerospace Science and Technology Corporation sixth 101th in Beijing. The test site in 

the institute is a 5m×5m×3m (Length × Width × Height) deep pit shown as Figure 2, which is specially 

used to carry out experiments related to the performance testing of cryogenic tanks, eliminating the 

influence of ambient wind on the fire. 

 

 

Fig.2. 1000L liquid hydrogen storage tank fire test site 

 

2.1. Test tank 

The test tank with a nominal volume of 1,000L liquid hydrogen Dewar tank complies with China's 

management system standards GB/T19001-2016 and ISO9001:2015. The test tank is a horizontal 

tank consisting of an outer shell, the vacuum layer and an inner vessel. The insulation layer adopts 

high vacuum multi-layer insulation, winding more than 140 layers of P-type insulation paper 

(thickness less than 60mm) around the outer side of the inner vessel and the pressure of the vacuum 
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layer is 1×10-3Pa. The materials of the outer shell and inner vessel of the test tank were both 316 

stainless steel, which conformed to the requirements of the standard ASTM A240-05. The design 

wall thickness of both the tank shell and the head was 4 mm. In addition, the inner vessel was filled 

with LN2 to measure the static evaporation rate which was less than 1.0 %/d. Table 2 summarizes all 

relevant parameters of the tank. Furthermore, a pressure transducer P0 was installed in the gas phase 

region of the inner vessel to detect the pressurization pattern of the inner vessel during the fire test. 

Other piping components such as safety valves are arranged as shown in Figure 3. To prevent the 

propane fire from damaging the safety valve, a metal protective cover is welded to one end of the 

liquid hydrogen storage tank inlet. 

 

Table 2. Liquid hydrogen storage tank specifications 

Specification Property 

Nominal capacity (L) 1000 

Length (m) 2.351（end to end） 

Outer diameter of inner vessel diameter (m) 0.858 

Outer diameter of outer shell diameter (m) 1.058 

Interlayer leak (Pa·m3/S) ≤5×10-9 

Leak disinflate speed rate (Pa·m3/S) ≤6×10-7 

 

 
Fig.3. 1000L Liquid Hydrogen Storage Tank General and Component Drawing 

 

2.2. Fire system design 

A gas burner fueled by propane gas was used as the fire source. In this way, the fire can be 

conveniently controlled and the fire properties can keep stable. The burner was 2.53 m long and 1 m 

wide as shown in Figure 4. The propane burner is divided into three sections, each section is equipped 

with 21 heating pipes, and a valve is installed between two adjacent sections to achieve independent 

heating of each section. The detailed parameters are shown in Figure 4.  
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Fig.4. Propane burner 

 

2.3. Instrumentation 

Arrange 4 pressure sensors P1~P4 and 5 K-type armored thermocouples T0~T4 at the discharge guide 

pipe of the storage tank. The sensor arrangement is shown in Figure 5. Pressure sensors and 

thermocouples are used to measure the temperature and pressure parameters of two phases at the time 

of discharge, and can be used to calculate pipeline flow resistance and discharge flow rate. Many 

storage tank fire tests arrange thermocouples in the gas and liquid phases inside the tank to study the 

thermal stratification phenomenon of the liquid phase during the fire process. However, for such tanks 

with double walls, this plan is hard to realize because arranging multiple thermocouples or pressure 

sensors in the inner vessel will inevitably cause damage to all three layers particularly the vacuum 

layer, which will in turn cause the tank to rupture and explode. Therefore, in this test, only the pressure 

sensor P0 for measuring the pressure of the internal pressure was deployed. 

 

 

Fig.5. Location of thermocouples and pressure sensors 

 

2.4. Propane test 

The 1000 L tank was filled with 200 L of liquid hydrogen or 20% filling rate. It can be assumed that 

the heat released by the fire is radiated to the external environment in addition to a small part of the 

heat, most of the rest of the heat are transferred to the tank. In order to prevent the tank from failing 

and exploding and damaging the test site, a manual release was completed when the internal pressure 

approached 1.5 MPa. Figure 6 illustrates the three states of the storage tank throughout the fire process. 
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During the fire process, the outer wall of the tank was severely deformed, collapsing and pressing 

against the inner wall. 

 

 
        (a)  Status of tanks before fire (b) Tank status at time of fire 

 
(c)  Status of tanks after fire 

Fig.6. Changes in the state of storage tanks when subjected to fire 

 

2.5. Fire condition 

The temperatures measured by the two thermocouples T5 and T7 located at the bottom of the tank 

and tank wall temperature thermocouple T6 are shown in Figure 7. The temperature can be converted 

to a constant value by weighted averaging the temperatures. Therefore, temperatures of T5 ~ T7 can 

be 1127 K, 901 K, 862 K. Thermocouple T7 is measured by the tank wall temperature change, can 

be equivalent to the shell wall temperature into a constant temperature Twall = 589 ℃. Formula (1) is 

used to calculate the heat flux which is 5.42kW/m2. 
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Fig.7. Propane heater flame temperature 
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3. Results and discussion 

3.1. Results 

The whole fire process lasted 651s (10.9min), then the PRV was opened manually, and the pressure 

of the tank was 1.4846MPa at the time of release while the internal pressure of the tank was 

0.8032MPa at the beginning of the test. The shell was concave inward at 122s and the deformation 

lasted for about 1min. The reason for the deformation of the tank may be that the heat significantly 

reduces the strength of the outer wall and the support structure between out shell and inner vessel 

which leads to collapse under the atmospheric pressure. Due to the shell and the distance between the 

inner wall is reduced, the shell of the inner vessel of the supposed heat transfer intensity becomes 

larger, but through the Figure 8 can be seen in the 122s after the collapse of the tank, the rate of 

pressure rise did not have a significant increase. It shows that relative to the insulation layer, the 

insulation layer plays a major role in thermal insulation. the insulation layer has two main roles: a) to 

prevent direct contact between the shell and the wall of the inner liner, and b) to reduce the thermal 

radiation flux from the shell to the inner liner. 

As shown in Figure 8 (a), the pressure response of the storage tank consists of a smooth pressure 

phase and a rapid pressure rise phase when it is subjected to fire impact. The internal pressure 

increases abruptly when the test is carried out to 268s, corresponding to Figure 8 (b), the pressure 

increase rate at 268s shows an increasing trend. The pressure curve after 268s is an externally convex 

monotonic curve, corresponding to Figure 8 (b) the rate of pressure rise is always positive. 268s is 

the cut-off time for the pressure rise, because before 268s, the heat mainly enters into the inner wall 

from the outer wall through radiation heat transfer and heat conduction slowly. And then the liquid 

hydrogen absorbs the heat and evaporates into a gas, which leads to a rapid increase of the inner 

pressure. 413s can be regarded as the evaporation of the liquid hydrogen, and then the tendency to 

increase the pressure rise rate is slowed down. 

 

      

(a)  Pressure change curve (b)  Pressure rise rate curve 

Fig.8. Pressure change and pressure rise rate curve of 1000L tanks 

 

As shown in Figure 9 (a), the temperature measured by T3 thermocouple on the relief pipeline has a 

large deviation meaning T3 was damaged because of the low temperature. The temperature trend 

measured by the rest of the thermocouples is more or less the same, and reaches the lowest point of 

141 K in 1095 s. It can be assumed that during the whole period of the fire test, the liquid hydrogen 
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is warmed up from 20 K to 141 K. Therefore, the substance in the relief pipeline is all hydrogen gas. 

Figure 9 (b) shows that after the tank discharged, the safety valve opens the instantaneous release of 

high-pressure hydrogen on the pipeline to form a high-pressure impact, and the maximum pressure is 

0.0829MPa. Figure 9 (b) also shows that the relationship among the pressure of P1 ~ P4 is P1> P2> 

P3> P4. This is because the pressure is reduced by the pressure resistance during the flow.  
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(a)  Temperature profile of the released substance (b) Pressure change in drain tube 

Fig.9. Temperature and pressure diagram of the substance in the drain pipe 

 

3.2. Comparison of 500L and 1000L tank fire tests 

The results of the fire test of 1000L liquid hydrogen storage tank are compared with some of the data 

of the fire test of 500L liquid hydrogen storage tank (filled with 250L of liquid hydrogen or 50% 

filling rate) conducted previously. The test process is shown in Figure 10. The whole process lasted 

33 min and the fire temperature was kept between 650 K and 850 K. The initial pressure inside the 

tank was 0.11 MPa at the beginning and the internal pressure reached 1.14 MPa when the heating 

was stopped shown in Figure 11. A comparison of more parameters is shown in Table 3. The 500L 

tank was not deformed by the heat, which may be related to the low flame temperature. More tests 

need to be done to obtain data for targeted comparisons to obtain more instructive conclusions. 

 

 
Fig.10. 500L liquid hydrogen storage tank fire test 
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Fig.11. Pressure changes in 500L tanks 

 

Table 4. Comparison of fire tests conditions between 500L and 1000L liquid hydrogen storage tanks 

Tank Volume/L Filling Level/% LH2 Capacity/L 
Total Burning 

Time/min 

Maximum 

Pressure 

/MPa 

Whether 

the tank is 

deformed 

500L 50% 250 33 1.14 No 

1000L 20% 200 10.85 1.4846 Yes 

 

4. Conclusions 

In this paper, fire test was carried out using a 1000 L liquid hydrogen Dewar tank with an industrial 

filling rate of 20%. A heater was used to generate a cover fire capable of wrapping the entire tank at 

temperatures between 1000K and 1200K. The tank internal pressure reached a maximum pressure of 

1.4846 MPa after 651 s, and a manual release was subsequently performed to ensure the integrity of 

the test site. The lowest temperature of gas in the relief pipe was 141K and the maximum relief 

pressure was about 85kPa. The test data was compared with the data related to the 500L tank fire test. 
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Abstract 

Four black mass samples from different LIB recycling plants are experimentally investigated. The 

microscope images, particle size distribution, water content and organic carbonates are analysed. Dust 

explosion experiments are performed in a 20-L vessel. Parameters including dust concentration, 

ignition energy, ignition timing, dust injection pressure are varied. Results show that a 10-kJ ignition 

energy cannot generate high explosion overpressure, whereas an ignition energy of 20-kJ yields an 

explosion overpressure above 6 bar for black mass sample C at a concentration of 300 g/m3. More 

research into combustible dust of black mass is needed to ensure a safe and cost-effective LIB 

recycling process. 

Keywords: Dust explosion, lithium-ion battery, LIB, recycling, black mass, particle size distribution, 

water content, organic solvent, process safety. 

Introduction 

The Lithium-ion battery (LIB) is one of the most promising technologies to decarbonize different 

energy sectors. At the same time, growing number of LIBs in various applications presents a serious 

waste-management challenge at the end-of-life (EoL). In the pre-process prior to the 

hydrometallurgical process, there are many steps that involve handling of combustible dust, such as 

in the conveyer belt, mill, drying equipment, dust collector, etc. Several articles highlighted the dust 

explosion risks during battery recycling, e.g., for graphite dust (Kim et al. 2021, Yi et al. 2021, Yu et 

al. 2021, Ali et al. 2022). For instance, an explosion occurred at an old battery recycling plant of 

CATL with a capacity of 15 000 ton/year for battery ternary precursors on January 7th, 2021. It was 

unclear if the explosion was directly related to combustible dust. However, according to the recycling 

firm, the explosion was caused by waste aluminium foil caught fire in a garbage dump. The blast 

generated a mushroom cloud in the sky that could be seen from several kilometres away. The incident 

led to one fatality and 20 injuries (Argus 2021, Independent 2021). Another incident is that a 25-year-

old man was seriously injured during an explosion at a battery factory north Sweden on November 

4th, 2023. The explosion occurred during a maintenance of a cleaning equipment. The injured person 

was reported passed away on December 15th, 2023. The investigation showed that the explosion was 

related to aluminium dust (Gunnars 2024). 

Furthermore, a report highlighted dust explosion risks associated with black mass which contains 

elemental lithium and organic carbonates (Sattar et al. 2023). The black mass is the main product of 

European LIB recyclers. It is created after crushing LIBs at EoL and contains mainly material 

consisting of the shredded cathodes and anodes of the batteries. It may also contain small amounts of 
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copper, aluminium, iron, lithium hexafluorophosphate (LiPF6), electrolyte, separator, etc. There is no 

standard of composition of black mass, which varies widely due to the use of different recycling 

processes and the feed materials. There is little knowledge about the dust explosion risks associated 

with black mass during LIB recycling process. This paper (i) reports preliminary dust explosion data 

obtained in experiments with black mass associated with Nickel-Cobalt-Manganese (NCM) battery 

chemistry and (ii) discusses some future research needs.  

1. Black mass dust samples  

Four types of black mass material were provided by two LIB recycling firms. These samples were 

obtained in mechanical processes using LIBs associated with NCM chemistry. In the following, the 

samples are named A, B, C, and D. The first three samples were provided by one LIB recycling 

factory and sample D was given by another LIB recycling facility. Before explosion tests, certain 

material properties were measured, as reported in next subsections. 

1.1. Microscope images 

Black mass was investigated using a microscope. The obtained microscope images show that 

samples A, B and C from one LIB recycling plant contain larger pieces of particles, probably 

copper and aluminum foil, when compared to sample D; see Figure 1.  Moreover, sample D shows 

obvious agglomeration, which is not very well observed for samples A, B and C. 

A B 

  

C D 

  

Fig. 1. Microscope images of samples A, B, C, and D. 
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1.2. Particle size distribution and water content 

Particle size distributions were measured using a sieve shaker manufactured by Retsch of series 

AS200 control, equipped with sieve mesh sizes of 20, 32, 63, 75, 125, 180, 250, 350, 500, 600, 710, 

800, 1000 μm and a sieve frame diameter of 200 mm. The sieves were arranged in a stack, with the 

coarsest sieve at the top and finest sieve at the bottom. The top sieve was filled with approximately 

one third of the volume with the powder material. When shaking the material in a 3-dimensional 

direction, particles larger than a sieve mesh size remained on the sieve. 

The material weights on the sieves were then measured, and a particle size distribution was 

determined. The sieve shaker operated for 5 minutes with an interval operation of 10 seconds and a 

shaking amplitude of 1.6 mm. The test results obtained using a total material mass of about 100 g 

are shown in Figure 2. In addition, to quantify particle size distributions for different samples, 

several particle size parameters are reported in Table 1. Here, 𝐷10, 𝐷50, and 𝐷90 represent the 

particle diameters associated with 10%, 50%, and 90%, respectively, of the total particle mass, e.g., 

the mass of particles smaller than 𝐷10 is equal to 10% of the total mass. Moreover, the following 

parameter  

𝜎𝑑 =
𝐷90 −𝐷10

𝐷50
 

(1) 

 represents the span of a particle size distribution.  

 

Fig. 2. Comparison of particle size distributions of four black mass samples. 

In addition, Table 1 reports the water content (weight) determined using a Karl-Fischer Titration 

method.  
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Table 1. Characteristics of particle size distributions and water contents. 

Parameters Sample A Sample B Sample C Sample D 

𝐷10 [μm] 12.76 3.55 12.62 11.90 

𝐷50 [μm] 32.00 20.18 37.16 23.40 

𝐷90 [μm] 140.40 97.67 163.66 45.11 

𝜎𝑑 [-] 3.99 4.66 4.06 1.42 

water 

content [-] 

0.70% 0.36% 0.19% 0.36% 

1.3. Organic solvents in black mass 

Electrolytes used in LIB cells consist of organic solvents, such as various carbonates, and salts 

dissolved in the solvents (Wang et al. 2019). The organic solvents, constituting approximately 10 % 

of the cell mass, may ignite and burn in the presence of air (Ribière et al. 2012). The organic 

solvents may exist in black mass as impurities and may influence the dust explosion characteristics. 

Therefore, it is necessary to quantify the content of organic carbonates in the black mass. 

Two distinct analytical approaches were employed. Initially, the black mass underwent extraction 

using dichloromethane (DCM) and was subsequently subjected to Gas Chromatograph Mass 

Spectrometer (GCMS) analysis. The second method utilized Head Space (HS)-GCMS, where the 

black mass underwent heating within the HS-vial for an hour at 150°C prior to analyzing the gas 

content above the material. The results obtained via GCMS are presented here due to its superior 

quantitative capabilities compared to the HS-GCMS method. Concurrently, HS-GCMS served as a 

supplementary technique for qualitative analysis, particularly in identifying volatile compounds 

within the black mass. Among the identified organic carbonates, ethylene carbonate (C3H4O3) 

predominated, with minor traces of other compounds observed; refer to Table 2. Notably, Sample C 

yielded no detectable carbonates using the current methodologies. 

Table 2. The content (weight %) of Semi Volatile Organic Compounds (SVOC) in black mass determined by 

GCMS method. 

Chemical Sample A Sample B Sample C Sample D 

Ethylene carbonate [-] 2.99 % 0.014 % - 3.00 % 

Ethane-1,2-diyl diisobutyl 

decarbonate [-] 

0.07 % - - - 

Ethylene glycol [-] - 0.14 % - - 

Propylene glycol [-] - 0.08 % - - 

N-Methyl-2-pyrrolidone [-] - 0.07 % - - 

Triphenyl phosphate [-] - - - 0.12 % 

4-(tert-Butyl)phenyl diphenyl 

phosphate [-] 

- - - 0.12 % 

2. Experimental setups 

The dust explosion experiments were conducted in a 20 L vessel manufactured by Anko, as and 

sketched in Figure 3. First, a vacuum pressure of -0.6 bar gauge was created by evacuating air from 

the spherical vessel. Second, the dust sample was loaded into a pressurized container at 20 bar 
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gauge. Third, the dust was injected into the spherical chamber via a fast-actuating valve and a 

rebound V-shape nozzle. After the dust injection, a relatively homogenous dust-air cloud was 

formed and the pressure within the vessel stabilized at approximately 1 atm. Fourth, pyrotechnical 

igniters were employed to ignite the dust cloud after a variable ignition delay time, i.e., time interval 

between the dust injection and ignition. Fifth, the pressure curve 𝑃(𝑡) was recorded using dynamic 

pressure sensors. Finally, the rate of pressure rise was calculated by differentiating 𝑃(𝑡). 

 

Fig. 3. 20-litre spherical vessel (Anko 2017). 

3. Results and discussion 

Different parameters were varied to study black mass dust explosion, as summarized in Table 3. A 

total number of 72 experiments were performed in the 20-L vessel.  

Table 3. Summarize of parameters and their variation range  

Parameters Variation range  

Material A, B, C, D 

Dust concentration [g/m3] 100, 125, 200, 300 400, 500, 600, 750, 1500, 2500 

Ignition energy [kJ] 2, 10, 20, 30 

Ignition delay [ms] 50, 60, 70 80 

Injection pressure [barg] 19.6, 20, 20.4 

Figure 4 shows a typical pressure-curve 𝑃(𝑡) and its derivative 𝑑𝑃 𝑑𝑡⁄  in the case of successful 

ignition of a dust cloud. The focus of the following discussion will be placed on (a) the maximum 

explosion overpressure 𝑃max  and (b) the deflagration index, 𝐾𝑆𝑡 = (𝑑𝑃 𝑑𝑡⁄ )max𝑉
1/3 , which is 

proportional to the maximum pressure growth rate (𝑑𝑃 𝑑𝑡⁄ )max, show in filled black-grey circles in 

Figures 4 (a) and 4 (b), respectively. 
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(a)                                                                  (b) 

Fig. 4. Explosion overpressure (a) and pressure rise rate (b) versus time for black mass sample C. Dust 

concentration is equal to 300 g/m3. Ignition energy is equal to 20 kJ.  Dust injection timing and the ignition 

timing are marked in blue dashed line and red dotted line, respectively. 

Black circles in Figure 5 (a) show that black mass dust explosion experiments with the 10 kJ ignitor 

have yielded an overpressure around 1 bar for all studied samples, thus, indicating weak explosion 

process. On the contrary, the 20 kJ ignitor is able to initiate sufficiently intense combustion of black 

mass, which yields a relatively high explosion overpressure; see red squares in Figure 5 (a), with 

dependence of the maximum explosion overpressure on dust concentration being typically of a 

parabolic shape. However, a further increase in the ignition energy weakly affects 𝑃max for sample C, 

cf. red squares and blue diamonds. Dependence of the deflagration index 𝐾𝑆𝑡 on dust concentration 

also has a parabolic shape when using the 20 kJ ignitor; see Figure 5 (b). However, there are large 

fluctuations in deflagration index for the 30 kJ ignitor. These fluctuations could be attributed to 

random variations in the dust cloud characteristics at the ignition instant and call for repeating each 

measurement several times.   

 

                              (a)                                                                         (b) 

Fig. 5. Maximum explosion overpressure (a) and deflagration index (b) versus concentration of black mass 

sample C at different ignition energies.  

Figure 6 reports the repeated dust explosion measurements for dust sample C at a concentration of 

300 g/m3 with an ignition energy of 20 kJ. The mean values for 𝑃max and 𝐾𝑆𝑡 are 5.89 bar (g) and 
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19 bar·ms-1 respectively. The standard derivation of 𝐾𝑆𝑡 is higher compared to 𝑃max, c.f. 2.05 and 

0.14. 

 

                              (a)                                                                         (b) 

Fig. 6. Repeated dust explosion experiments for dust sample C at a concentration of 300 g/m3 with an 

ignition energy of 20 kJ. 

Comparison of maximum explosion overpressures for different samples at a dust concentration of 

500 g/m3 and an ignition energy of 20 kJ is shown in Figure 7. Samples B and C generate 𝑃max higher 

than 4.5 bar, whereas samples A and D yields a lower 𝑃max. Further research is required to explain 

the reasons. At a first glance, the differences could be attributed to different water contents; see Table 

1, which shows that sample A has a relatively higher water contents compared to other samples. 

Alternatively, the difference could be due to different compositions of the black mass samples, 

because they came from different process plants with different compositions.  

 

Fig. 7. Maximum explosion overpressures measured for different black mass samples at the dust 

concentration of 500 g/m3 and ignition energy of 20 kJ. 

The effect of ignition delay time on 𝑃max is shown in Figure 8. The ignition delay time controls the 

dust distribution and turbulence characteristics in the vessel at ignition instant. For black mass 

powders B and C and ignition energy of 10 kJ, the highest 𝑃max (but still low) was measured at 

ignition delay time of 70 ms, see black circles and red squares in Figure 8 (a). Note this delay time is 
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longer than recommended standard value of 60 ms. However, this standard delay time yields the 

largest 𝑃max in the case of a higher ignition energy and intense dust combustion, see blue and violet 

triangles, which show results obtained from samples C and D, respectively, using ignition energy of 

20 kJ and 30 kJ, respectively. Deflagration index is also largest in these two cases, see Figure 8 (b).  

 

                              (a)                                                                         (b) 

Fig. 8. Effect of ignition delay time on the maximum explosion overpressure (a) and deflagration index (b) 

for black mass samples B, C and D with various ignition energies.  

Maximum explosion overpressures measured using black mass sample C and varying the dust 

injection pressure are reported in Figure 9. 𝑃max increases linearly with the injection pressure. 

 

Fig. 9. Maximum explosion overpressures measured for black mass C at the dust concentration of 300 g/m3 

and an ignition energy of 20 kJ. 

4. Conclusions 

Four black mass samples from different LIB recycling plants were analysed to obtain dust sample 

microscope images, particle size distributions, water contents and organic solvents. Subsequently, 

dust explosion experiments were performed in a 20-L vessel by varying the dust concentration, 

ignition energy, ignition timing, and dust injection pressure. Results show that an ignition energy of 
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10 kJ is not sufficient to generate a high explosion overpressure, whereas an ignition energy of 20 kJ 

can yield an explosion overpressure above 6 bar for black mass sample C at a concentration of 300 

g/m3. So high ignition energy could be released during hot work like welding or fire. More research 

into dust explosion risks of black mass is needed to ensure a safe and cost-effective LIB recycling 

industry. 
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Abstract 
This paper follows the previous “Polymer dust explosion part I,” which provides an overview of the 
literature on polymer dust explosion. 
In this work, several dust samples were tested according to standard dust explosibility tests: 
explosibility, cloud and layer Minimum Ignition Temperature (MITC and MITL), Minimum Ignition 
Energy (MIE), Maximum pressure rise pmax, maximum rate of pressure rise, dp/dt, and Lower 
explosibility limit (LEL). 
More tests, such as Fourier-transform infrared (FTIR), were also used to characterize the samples 
further and detect relevant features like chemical composition and particle size distribution (PSD). 
Additional characteristics were also studied through optical and electronic microscopy imaging 
(SEM) and moisture determination. 
More than 90% of samples exhibited explosibility behavior and must be considered “explosible”. 
Non-explosible samples were flocculent dusts that were almost impossible to disperse in the testing 
equipment or were high nitrogen-content samples. 
A rank of explosion severity (namely in terms of maximum pressure rise and kSt) was drawn from the 
results. Generally, polyolefins exhibit more severe explosible properties than dust composed of more 
complex molecules (resins or polyesters). Particle size and morphology were relevant in determining 
more severe parameters. The greatest value was exhibited by PS/PPE dust mixture collected from a 
recycling plant: this revealed information on the likely synergistic effect of different polymers in the 
mixture and the potential hazard of different plastic industry sectors. Significative comparisons may 
be made between the present results and past literature studies. The explosibility ranking should be 
used as a reference for safety consultants in dust hazard analysis. 
Keywords: dust explosion, polymers, explosibility parameters 
 

Introduction 
Plastics, as a generic term, are commonly referred to by the great public as something intrinsically 
flammable or suspected of fire hazards and flame propagation if involved in a fire. Polymers are likely 
explosible in the form of powder material of micrometric particles when suspended in a cloud 
confined in an enclosure and in the presence of an adequate ignition source. Most polymers are shaped 
in powder to be further processed by the plastic industry into final products: the plastic industry has 
been aware of dust explosion hazards for several years.  
This work is conceived as the second part of a “polymer dust explosion” review, presenting 
experimental laboratory testing results on industrial samples obtained from the plastic industry and 
its affiliated sectors (recycling, finishing, waste disposal). While the first part (Marmo et al., 2024). 
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presented statistics and case histories, the deflagration parameters of various polymer-based dust are 
reported here and compared with relevant literature data, among those identified in Table 1. 
While most literature studies are focused on specific polymer-based dust, this paper presents the 
results of commercial tests on real dust. Almost all samples are mixtures collected at industrial plant 
abatement systems, where different dust streams rather than pure polymer dust may be collected. This 
feature allowed us to trace a more comprehensive analysis of the actual industrial dust explosion risk, 
as collecting systems such as baghouse filters or cyclones serving different process lines necessarily 
include a mixture of different materials. 
The “pure powder” results extracted from the literature are used to compare the influence of mixing 
polymers on explosibility behavior (see Table 1). 

1 Overview of literature studies 
The most referenced work in this field is the paper from the US Bureau of Mines (Jacobson et al., 
1962), which presented a comprehensive collection of experimental tests performed on 241 dusts 
(comprising plastics, resins, and rubbers). Later, Echkoff, R. K. (2003) summarized the results of 
different authors. Echkoff’s book presented a section where peculiar aspects of polyester and epoxy 
resins used in electrostatic powder coating processes are presented. 
Many recent papers contain results of dust explosion tests performed on pure plastic powders. The 
most relevant are listed in Table 1, where the polymer studied and the parameters measured are 
indicated. 
 

Table 1. Recent literature studies on polymer dust explosions.  

Reference Dust polymer investigated Measured Parameters 
Ji et al., (2018) Polyethylene KSt, Pmax 
Gan et al., (2018) Polyethylene MEC 
Cashdollar (2000) Polyethylene MEC 
Addo et al., (2019) Polyethylene KSt, Pmax, MIT, MIE MEC,  
Pang et al., (2019) Polyethylene KSt, Pmax 
Mittal et al., (1996) Polyethylene MIT 
Yang et al., (2019, a) Polypropylene KSt, Pmax, MIE, MEC, MIT 
Myers & Ibarreta (2009). Phenolic resin KSt, Pmax, MIE, MEC, LIT 
Iarossi et al., 2013 Polyamide, polyester fibres KSt, Pmax, MIE, MEC 
Marmo & Cavallero (2008) Polyamide, polyester fibres KSt, Pmax, MIE, MEC 
Portarapillo et al., 2020 Polyamide, polyester fibres KSt, Pmax, MIE 
Yang et al., (2019, b) Styrene-acrylonitrile copolymer KSt, Pmax, MIE, MEC 
Kao & Duh, (2002) ABS KSt, Pmax, MIE, MEC 
Jiang et al., (2018) Polystyrene KSt, Pmax, MIE, MEC 
Nifuku et al., (2006) Polyurethane KSt, Pmax, MIE, MEC 
Li et al., (2017) Rubber KSt, Pmax, MIE, MEC 
Zhang et al., (2020) Polymethylmethacrylate KSt, Pmax 
Krock et al., (2012) PVC KSt, Pmax 
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2 Experiments 
This paper presents the results of commercial tests carried out at the Polytechnic of Turin's powder 
explosion laboratory. The materials tested were delivered by customers as part of the dust explosion 
risk analysis process. The samples were picked up at various stages of the manufacturing process. 
Most samples were collected at bag filters or other dust collector devices located downstream of 
suction plants. 

 

2.1 Sample characterization 
Materials tested were characterized for their chemical nature, particle size, moisture content, and 
origin. Since relevant studies have demonstrated these parameters' role over ignition sensitivity and 
dust deflagration parameters, the same approach has been followed here, as in Marmo et al. (2017) 
and Marmo et al. (2018). The origin of samples, which means the collection location, the dust source, 
and the industrial sector, is considered a relevant factor in identifying potential high-risk processes or 
operations in the plastic manufacturing chain. 
Most of the samples originated from the waste handling or dust abatement system of industrial 
operations involving plastics. The resulting material is a powdered sample whose particle size and 
morphology depend on the different processes and operations involved. 
The most significant factors influencing polymer dust flammability are: 

• Particle size distribution and shape 
• Resin chemical structure. 
• Presence of additives 
• Copolymerization 
• Synergistic effects between different polymers 
 

All samples are characterized according to the methods indicated in Table 2.  
 

2.2 Methods 
Samples chemical nature has been determined with a FTIR analysis to focus on functional groups. A 
Nexus FTIR spectrometer equipped with a DTGS KBr detector (neutralized triglycine sulfate with 
potassium bromide windows) was used for this purpose. FTIR absorption spectra were recorded in 
the 4000-400 cm-1 range and with 2 cm-1 spectral resolution. All samples were prepared by mixing 
200 mg KBr and 1 mg dried sample powder and pressing the mixture to form a pellet of 13 mm 
diameter. The spectrum of each sample was corrected for that of blank KBr. 
It is important to emphasize that the FTIR technique is not the best choice for polymer mixtures. In 
fact, the interaction between the pure substances can make it challenging to interpret the peaks 
contained in the spectra, which can result in a combination of vibrations of similar bonds or cause 
shifts from the usual wave numbers. In addition, FTIR can only identify the species present in larger 
quantities in the mixture without being able to identify species present in trace amounts. Nevertheless, 
the method is reliable for identifying the main polymer matrix in the samples; further detailed analysis 
of the chemical nature could be achieved via TGA-IR coupled techniques. 
Particle size distribution was measured through preliminary mechanical sieving with different sieve 
mesh (ASTM 500 is reported here as a reference value). A more detailed characterization was 
obtained by Laser diffractometry analysis performed using laser granulometry (Malvern Mastersizer 
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E1000) with a dry powder feeder unit (Scirocco, 2000M model). The measurement range is 0.01–
1000 μm. The procedure was adapted from ISO 13320:2009.  
Sample flammability was determined according to the ISO/IEC80079-20-2:2016 method. The 
procedure implies submitting the material to an ignition attempt first in the modified Hartmann tube 
using a continuous arc and then a glowing wire. If no ignition is observed, the sample is submitted to 
an ignition attempt in the 20-litre sphere with 2*1kJ igniters or, alternatively, in the GG furnace at 
1000°C. 
The maximum pressure (Pmax) and deflagration index (kST) were measured in the 20 l Siwek sphere 
according to UNI EN 14034-1:2011. Sobbe chemical igniters (2 * 5 kJ) were used. 
The lower explosion concentration (LEL) was measured in the 20 l Siwek sphere according to UNI 
EN 14034-3:2011. Sobbe chemical igniters (2 * 1 kJ) were used. 
The minimum ignition energy (MIE) was determined using a MIKE 3 device (Kuhner, CH), 
according to the UNI EN 13821:2004 standard. The delay time used was generally 60 ms.  
The cloud ignition temperature (MITC) was determined in a Godbert Greenwald furnace according to 
ISO/IEC80079-20-2:2016. Several tests were conducted at different sample amounts and pressure 
dispersion (generally, 0.3- 0.5 bar). Autoignition is detected after 10 consecutive attempts with no 
ignition. 
MITL was measured using a hot-place testing device (Chilworth Technologies, model 5 mm-LIT-H, 
serial number J303161A) equipped with a 5 high ring. The measurement procedure was defined 
according to ISO/IEC80079-20-2:2016. 
 

Table 2: Characterization tests and standards. 

Parameter Standard/Methodology Unit of measure 
Moisture ISO 562:2010 Weight % 
PSD by Sieving  Internal laboratory procedure Weight % 
PSD by Laser diffraction ISO 13320:2009 Weight percentiles 
Chemical nature FTIR analysis  Spectra 
Flammability ISO 80079 - 
Pmax and Kst UNI EN 14034-1 e 2:2011 bar, bar/m s 
MIE UNI EN 13821:2004 mJ 
LEL UNI EN 14034-3:2011 g/m3 
MITc ISO/IEC80079-20-2:2016 °K 
MITL ISO/IEC80079-20-2:2016 °K 

 

2.3 Experimental procedure 
Each material was tested “as received” unless its physical or morphological features were unfit for 
analytical determination. In general, the only pretreatment consisted of eliminating the coarsest 
fraction (> 2000 mm) by sieving since coarse particles get stuck in the ignition devices of the GG 
furnace and the 20-liter sphere. Samples were not dried before testing to provide a reliable picture of 
in-field dust behavior. 
All measures were determined according to the current standards listed in Table 2. 
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3 Results and discussion 
The sample origin is represented in Fig. 1. The distribution should not be intended as a statistical 
representation of the industrial sector interested in polymer dust presence. It is likely a picture referred 
to the north of Italy. 

3.1 Characterization results 
First, particle size distribution and flammability according to ISO 80079 were determined. The results 
are summarized in Fig. 1 and Table 3. 
As identified in previous work (Marmo et al., 2017), the tenth percentile (d10) is reported here as the 
more significant size parameter in influencing dust explosibility for kSt and Pmax determination. 

Fig. 1: Samples origin by industrial sector and operations involved. 

Almost half of the samples have a d10 very small, less than 50 um, which may potentially imply a 
high sensitivity to ignition. The finest samples are two PVC final products, while other relatively 
smaller samples are those identified as “finishing” material, i.e., samples derived from mechanical 
operations and collected into some abatement system. Coarser samples, with a smaller than 500 um-
weight fraction (say YM500) relatively low (less than 20%), are likely less susceptible to ignition and 
demonstrated low values of explosibility parameters in the experimental tests. YM500 lower than 10% 
is typical of fibrous samples, such as XPS derived from cutting operation (i.e. sample XXXI), which 
present a coarse particle distribution and blade-like shape particles. Despite their fibrous nature, nylon 
flock samples (XV to XIX) have small particle sizes (YM500 =100%). At the same time, their PSD is 
not measurable by laser granulometry, which is suitable for spherical shape particles but not for 
particles with a high length-to-diameter ratio). In that case, the dimensions shown in Table 3 are the 
“equivalent diameter”, as calculated by Portarapillo et al. (2022). 
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Fig. 2: Samples nature distribution by polymer identified by FTIR analysis. 

As expected, almost all the materials were flammable according to standards. Although the ISO 
80079 test does not allow to drive any conclusion about the actual flammability attitude of the sample 
(it must be considered a go/no-go test), one can assume qualitatively that those samples that ignite at 
the Hartman test (continuous arc or glowing wire) are more reactive than samples that ignite only in 
the GG furnace or in the 20-liter sphere. Most of the samples studied ignited in the Hartmann tube 
(30/39). Only 2 samples over 39 were not flammable. This result confirms the relevant reactivity of 
polymer dust. 

Table 3. Sample characterization.  

Sample Chemical 
nature 

PSD Moisture Flammability 
(ISO 80079) 

Sector Operations 

YM500 d10 d50 d90   
I.  PVB - 36.5 170.8 489.8 11.1 Y (Electric arc) Automotive Finishing 

II.  
Cellophan
e 

- 54.6 194.0 523.6  Y (Electric arc) Plastic industry Waste treatment 

III.  PET 98.4 18.1 51.5 129.0 0.8 Y (Electric arc) Recycling plant Fines collecting 
IV.  PC 74.4 63.5 260.4 618.3 <0.1 Y (Electric arc) Plastic industry Waste treatment 
V.  PC 77.8 45.2 272.1 653.4  Y (Electric arc) Plastic industry Waste treatment 

VI.  PS/PSVC  - - - - Y (Electric arc) Plastic industry Granulator 
VII.  PP 39.3 100.6 287.2 622.1  Y (Electric arc) Plastic industry Waste treatment 

VIII.  PC 52.3 11.1 210.3 573.9 0.3 Y (Electric arc) Plastic industry Milling/filter 
IX.  PS/PPE 97.3 1.8 9.7 41.4 0.2 Y (Electric arc) Plastic industry Granulator 

X.  
PU/PC 99.5 3.9 11.5 36.1 0.8 Y (Electric arc) Automotive 

plant 
Finishing 

XI.  
P(S-
MMA) 

98.5 3.7 11.7 37.6 0.7 Y (Electric arc) Automotive 
plant 

Finishing 

XII.  
PS 48.6 177.2 355.8 688.2 0.3 Y (G-G furnace) Shoe 

manufacturing 
Finishing 

XIII.  PP 6.6 97.6 323.9 680.1 0.8 Y (Electric arc) Waste treatment Milling 

XIV.  
Polyether 
urethane 

11.6 94.5 288.2 595.5 0.7 Y (G-G furnace) Building 
industry 

Waste 
treatment/cutting 

XV.  PA6,6 100 87* - - - Y (Electric arc) Textile Flocking 
XVI.  PA6,6 100 115* - - - Y (Electric arc) Textile Flocking 

XVII.  PA6,6 100 144* - - - Y (Electric arc) Textile Flocking 
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XVIII.  PA6,6 100 189* - - - Y (Glowing wire) Textile Flocking 
XIX.  PA6,6 100 64* - - - Y (Glowing wire) Textile Flocking 
XX.  PE 33.8 15.5 167.6 535.8 0.6 Y (Electric arc) Plastic industry Process 

XXI.  
NBR 

76,3 36.5 137.6 461.8 
0.1 Y (Electric arc) Rubber 

production 
Waste treatment 

XXII.  PUR 14,5 161.9 371.7 717.7 0.6 Y (Glowing wire) Automotive Waste treatment 
XXIII.  PUR 84,2 39.6 101.0 314.2 0.6 Y (Electric arc) Automotive Waste treatment 
XXIV.  PVC 100 0.88 13.6 41.5 0.2 Y (G-G furnace) Plastic industry Process 
XXV.  PVC/PVA 98,8 0.71 2.1 7.5 0.2 Y (G-G furnace) Plastic industry Process 

XXVI.  
Rubber 
(ACR/B) 

74,4 43.9 140.2 359.7 0.2 Y (Glowing wire) Rubber 
production 

Finishing 

XVII.  PET 8,5 ND ND ND 0.3 N* Plastic industry Finishing 
XVIII.  PS 69 159.5 364.1 694.3 0.2 Y (Glowing wire) Plastic industry Finishing 
XXIX.  EPS 90 56.9 248.7 620.3 0.4 Y (Electric arc) Recycling Densifier 
XXX.  XPS 7.2 ND ND ND 1.6 N* Recycling Cutting 

XXXI.  
PVA 99,4 32.7 106.9 231.5 0.5 Y (Electric arc) Building 

industry 
Process 

XXII.  
PVA 100 36.8 84.4 167.2 0.3 Y (Electric arc) Building 

industry 
Process 

XXIII.  
PVA 100 31.9 104.8 215.5 0.8 Y (Electric arc) Building 

industry 
Process 

XXIV.  PP 93.8 19.3 64.2 202.8 <0.1 Y (Electric arc) Plastic industry Finishing 
XXV.  PET 50.8 142.5 344.0 674.6 0.3 Y (Glowing wire) Recycling Cutting 

XXVI.  PET 99.2 119.6 230.0 405.6 0.3 Y (20L) Recycling Planing mill 
XVII.  PVC 100 127.4 174.4 238.5 2.8 Y (Glowing wire) Plastic industry Process 

XVIII.  EPS 97.4 15.5 48.7 136.5 0.2 Y (Electric arc) Plastic industry Process 
XXIX.  HDPE 56.4 81.2 265.6 595.0 <0.1 Y (Glowing wire) Plastic industry Process 
 

3.2 Deflagration parameters 
Flammable samples were submitted to measure the deflagrating parameters (Table 4). Customers 
requested the results presented here. For this reason, only some samples were submitted to complete 
characterization, i.e., kst, Pmax, MITC, MIE, and MITL measurement. Nevertheless, all samples were 
included in this work as it aims to present the broadest possible range of dust materials obtained from 
the plastic manufacturing chain. 
 

Table 4. Explosibility properties.  

Sample MITc, °C MITL, °C MIE, mJ LEL, g/m3 kSt, bar m/s Pmax, bar 
I 530 - 440 100 68 7 

II 470 - 79 50 86 6.8 

III 510 - 26 50 143 6.3 

IV 580 Melts* 440 200 - - 

V PC - 62 62.5 - - 

VI 480 - 1.9 - - - 

VII 460 >400 - - - - 
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Sample MITc, °C MITL, °C MIE, mJ LEL, g/m3 kSt, bar m/s Pmax, bar 
VIII 610 - 540 - 187 7.2 

IX 480 - - 40 281 8.0 

X 510 - - - - - 

XI 440 - 4 60 205 6.5 

XII >1000 - >1000 - 25.8 5.5 

XIII 550 - ND - 14 4.4 

XIV 550 - 740 - 61.9 4.9 

XV - - 471 - 42.6 4.8 

XVI - - >1000 - 30 6.4 

XVII - - >1000 - 22 6.6 

XVIII - - >1000 - 11 5.2 

XIX 540  228 - 68 7.0 

XX -  240 - - - 

XXI - - - - 69.6 6.4 

XXXI 490 310 - - 23.5 4.4 

XXXII 480 330 - - 31.1 4.7 

XXXIII 530 >400 - - 25.3 4.6 

XXXVII - - >1000 - 7.9 4.0 

XXXVIII - - 14 - 106.2 5.8 

XXXIX - - >1000 - 20.2 4.6 

 
The following figures give an overview of the influence of some variables on the explosion 
parameters. The most influential variable is d10, which significantly affects the kst (Fig. 3, Fig. 4). 
Neither the dust origin (Fig. 3) nor its chemical nature (Fig. 4) affects the kst as significantly as d10 
does. d10 seems to be a good predictor of kst. 
As expected, finer samples demonstrated higher kst. At the same time, a sort of “plateau” is seen for 
d10 larger than about 100 um: it seems that coarser particles do not affect the sample's explosibility, 
whose kst value is generally lower than 50 bar m/s. 
The samples' origin may affect the PSD, namely the d10. So, an indirect effect of the sample origin on 
the kst is observed in Fig. 3, where samples deriving from “finishing” and “recycling” operations are 
grouped towards the low d10—high kst region. Process powders tested, except for flocking samples, 
are less reactive in light of their higher d10. Fig. 4 shows the chemical nature of the samples. Although 
not clearly indicated, PVA, PVB, and PVC powders are generally less reactive than others. 
Acrylates and styrene-based samples exhibited the highest value of kst, both in this study and in the 
literature (Fig. 4 and Fig. 5).  
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Fig. 3: Experimental values of kSt versus d10. Red dots: Recycling/waste treatment; blue: process powder; 

green: finishing operations. 

 
Fig. 4: Experimental values of kSt vs. d10 versus the polymer nature (this work) 

Fig. 5 shows some literature data taken from the papers in Table 1, plotted versus d10. These data 
show the same trend as those obtained in this work. Also, the order of magnitude of the kst is about 
the same. 
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Fig. 5: Experimental values from the literature vs polymer nature. Black dots refer to d10, while orange to 

d50. 

kst values appear below a maximum value, which depends on d10 in inverse proportion, such as a 
hyperbola. 
Fig. 6 shows the dependence of MIE on d10. As expected, MIE increases almost linearly with d10. 
When the latter exceeds approximately 100 µm, the MIE exceeds 1000 mJ and goes beyond the 
measuring range of the MIKE 3. In this case, the data are somewhat sparse. The effect of the material 
type is likely to be quite significant. 

 
Fig. 6: Experimental values of MIE vs. d10 according to polymer nature (this work) 
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4 Conclusions 
This study aims to give an overview of the explosiveness of powders from the polymer processing 
chain, including dust representative of the whole spectra from raw material to the recycling of plastic 
products. 
Thirty-nine samples collected at manufacturing sites were subjected to explosivity testing and 
characterization of the deflagrating parameters. The results were compared with current data from the 
literature on polymer powders. 
In line with the literature data, the results obtained here show that particle size is essential in 
determining sample explosivity. In particular, d10 is an excellent predictor of the maximum kst value 
that can be expected. An inversely proportional relation between kst and d10 is observed, 
approximately according to a hyperbola.  

The d10 also affects MIE. An increase in d10 causes an increase in MIE. When d10 exceeds 100 µm, 
MIE generally exceeds 1000 mJ. The effect of d10 is less on the Pmax value. 
Chemical nature has a moderate effect. Polystyrene, polyacrylate, and polycarbonate appear to be the 
most reactive materials. 
MIT of plastic samples investigated is in a narrow range around 400° and 600°C, lowest values are 
obtained from acrylates, P(S-MMA). Moreover, the MIT of polymer dust also did not rely entirely on 
PSD or other variables measured in this work. 
In synthesis, d10 seems to be a good predictor of the explosion hazard posed by the dust. Risk analysts 
may benefit from d10 measurement to prioritize the dust to be submitted to further determination of 
the explosible parameters. 
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Abstract

The growth in the use of hydrogen raises safety issues, in particular the increased likelihood of vapour

cloud explosions arising from leaks in confined environments. In this context, predictive means of

studying explosions in confined and vented geometries are needed. Widespread methods in the indus-

try rely on Unsteady Reynolds Averaged Navier-Stokes (URANS) simulations, for their robustness

and low computational cost. These approaches are strongly reliant on their constituting models, as

they do not resolve the turbulent scales of these reactive, highly-turbulent phenomena. With the rise

of computational power and through cost-optimisation techniques, such as Adaptive Mesh Refine-

ment (AMR), it is now possible to use Large Eddy Simulation (LES) for the assessment of complex,

larger-than-laboratory-scale explosions. This study shows the application of LES to a hydrogen/air

vented explosion, with a total fluid volume of 43m3 (Daubech et al., 2013). The results demonstrate

that LES can be used as a predictive tool at a reasonable cost, even in larger-scale scenarios, provided

the experimental setup to be reproduced is correctly characterised. In particular, the results highlight

the critical impact on flame acceleration of small-scale geometric elements inside the chamber, that

are usually overlooked. A physical analysis of the explosion shows that, while the internal chamber

overpressure is piloted by the enhanced combustion in the vicinity of the small-scale obstacles, the

overpressure recorded at the exterior of the chamber is mainly piloted by the rapid flame acceleration

due to the flow contraction at the vent. Finally, AMR allows to obtain results as precise as with a uni-

formly fine, static mesh, while saving 58% of the computational cost. Thus, the present LES allows

for a detailed characterisation of the key physical mechanisms driving the overpressure generation, in

a configuration relevant for industrial applications and for a reasonable computational cost.

Keywords: Vented Explosion, Safety, Hydrogen, Large Eddy Simulation, Adaptive Mesh Refinement

Introduction

With the rising importance of hydrogen in the industrial context, the prediction and assessment of

explosion hazards becomes of key importance for the safe and reliable deployment of a wide range

of applications. In particular, vapour cloud explosions arising from leaks of hydrogen in confined

environments are of great interest for the process industry. In this context, vents are often used as

a mitigation tool to limit the overpressure generated during an accidental explosion. Vented explo-

sions have been studied extensively, for instance by Tolias and Venetsanos (2018) and the references

therein. The studied phenomenon of interest is the so-called external explosion: the combustion of

the unburnt mixture that has been evacuated through the vent, forming an external turbulent cloud

with strong recirculating motions. The mechanisms of the flame acceleration (FA) process inside the

vented chamber and the external explosion are at the origin of the external overpressure generated in

these scenarios. In the case of hydrogen, some of the most relevant experimental configurations in the

literature are: the 1m3 configuration from Karlsruhe Institute of Technology (KIT) (Kuznetsov et al.,

2015), the 4m3 setup from the DIMITRHY project at INERIS (Daubech et al., 2013) and the 64m3

test rig from FM Global (Bauwens et al., 2008, Chao et al., 2011). Given the cost and complexity of

such experiments, these have also been studied through Computational Fluid Dynamics simulations,

especially through URANS, even leading to benchmark comparison exercises (Tolias and Venetsanos,
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2018, Tolias et al., 2018, Vyazmina et al., 2019). LES resolves the larger turbulent structures in the

flow and, by construction, yields a more precise description of the physics at the expense of a higher

computational cost. It has already been used to study the KIT and FM Global configurations (Tolias

and Venetsanos, 2018, Bauwens et al., 2011). However, this higher-fidelity simulation approach has

never been applied to an in-depth analysis of the stoichiometric mixtures of the DIMITRHY config-

uration (Vyazmina et al., 2016, 2019).

The present study focuses on LES of a close-to-stoichiometric hydrogen-air deflagration in the DIM-

ITRHY vented explosion chamber (Daubech et al., 2013). As accurate LES require to resolve struc-

tures down to a reasonably fine scale, it can be more sensitive to the presence of small-scale, turbulence-

generating obstacles. Therefore, the question of the representation of small-scale obstacles present in

the DIMITRHY enclosure and not considered in previous studies (Vyazmina et al., 2016, 2019) is as-

sessed. The LES methodology is, thus, validated on a larger-than-laboratory-scale explosion scenario

and detailed numerical diagnostics are used to understand the complete deflagration process and the

overpressure-generating mechanisms. In addition, AMR is applied to reduce the computational cost

for the present high-fidelity simulation and to evaluate the potential gains.

The DIMITRHY explosion configuration is presented in Section 1. The simulation setup is introduced

in Section 2. Finally, the simulation results are analysed in Section 3, with special focus on the impact

of the correct representation of the geometry (Section 3.1) and the computational cost reduction from

the use of AMR (Section 3.2) .

1 Experimental setup

The experimental setup is illustrated in Fig. 1. It corresponds to a 4m3 enclosure where Daubech et al.

(2013) performed vented explosions of hydrogen/air mixtures, in the framework of the DIMITRHY

project. The reader is referred to Daubech et al. (2013) for more information. The configuration con-

Fig. 1: (a) Schematic of the experimental setup (top view) with the location of the pressure probes

(circles) and (b) picture with lateral view (adapted from Daubech et al. (2013))

sists of a 2 m×2 m×1 m chamber with a square-shaped vent, filled with a homogeneously premixed

hydrogen/air flammable mixture. The vent, placed at the center of one side of the chamber, is covered

by a thin plastic sheet, held in place by magnets. One side of the vented chamber is made of a trans-

parent PMMA plate to allow for the visualisation of the explosion. The unburnt mixture is seeded

with NH4Cl particles to visualise the shape of the ejected unburnt mixture cloud. The explosion is

ignited by an electrical spark. The chamber is placed outdoors, above the ground, and is partially

surrounded by natural walls: a lateral wall to the side of the chamber, and a wall on the front of the

vent (Fig. 1). Taking into account the volume of the chamber (4m3), plus the 3m-radius hemisphere

in front of the vent where the external explosion takes place, the explosion takes up a total volume of

43m3. In this study, the experimental operating condition selected corresponds to a 28.7% hydrogen

mixture (φ = 0.96), with a 0.49m2 vent and ignition at the chamber wall opposed to the vent (so-

15th International Symposium on Hazards, Prevention and Mitigation of Industrial Explosions

Naples, ITALY - June 10-14, 2024
1149



called back ignition). This is the strongest and fastest explosion among the experimental database,

with significantly higher maximal overpressures than the operating conditions studied in the literature

(Vyazmina et al., 2016, 2019). The available experimental data consists of pressure measurements

at 6 piezoresistive pressure probes inside and outside the chamber (see Fig. 1), plus video recordings

from a high-speed camera system. In this paper, only experimental pressure signals from probes P2,

L2m and L5m will be used in the comparison with the simulation results, since they are the most

significant in the assessment of the explosion physics.

Several sources of incertitude are identified in the experimental setup. The enclosure is not airtight,

suffering from leaks as the hydrogen is fed into the chamber and during the explosion. However

the leaks during the explosion are estimated to be negligible with respect to the flow though the vent.

There is only one explosion recorded at every operating point, lacking any assessment of repeatability.

The walls and the geometrical elements inside the chamber are not characterised or described in the

available publications or technical reports.

2 Computational setup

The simulations are performed using the massively parallel solver AVBP (Gicquel et al., 2011). It

is a time-explicit, cell-vertex/finite element code, that solves the multispecies, compressible Navier-

Stokes equations on unstructured meshes. A centered continuous Taylor–Galerkin scheme, third-

order in space and fourth-order in time (TTG4A (Colin and Rudgyard, 2000)) is used. A selective

filter is applied on the pressure field (Schmitt, 2020) to detect shocks and apply second order artificial

diffusion to handle the associated stiff gradients. The subgrid scale turbulence is modelled by the

WALE model (Nicoud and Ducros, 1999). The mesh resolution is homogeneous and set to 2cm,

inside the 43m3 encompassing the interior of the chamber plus the external explosion region. Outside

the 43m3 volume, the mesh is progressively coarsened following a maximal growth ratio of 20%,

until the domain boundaries are reached. This results in a total of 32.7 million tetrahedral elements

(of which 30.5 million are contained in the 43m3 volume).

Regarding Boundary Conditions (BC), isothermal walls are employed to model the chamber walls,

with the temperature being set at the ambient initial value Twall = 300K. A law-of-the-wall approach

(Schmitt et al., 2007) is employed as the mesh resolution is not sufficient to resolve the turbulent

boundary layers induced by the high velocity flow during the explosion. Both the ground and the

natural, surrounding walls are explicitly modelled as slip wall BC. In fact, Vyazmina et al. (2019)

show that capturing the reflection of the compression waves on such surfaces is key to recover the

correct overpressure levels outside the chamber. The other BC, that are used to model the atmosphere,

are set as non-reflective pressure outlets at atmospheric conditions (p0 = 1bar), using the NSCBC

formalism (Poinsot and Lele, 1992).

The combustion modelling associates the DTFLES (Legier et al., 2000) approach, which artificially

thickens the flame front to resolve it on the computational mesh, with the efficiency function from

Charlette et al. (2002), to account for the loss of wrinkling at the subgrid scale due to the artificial

flame thickening. A resolution of five cells in the thickened flame thickness is ensured.

The simulation is initialised with a quiescent, homogeneous hydrogen/air mixture (φ = 0.96) in-

side the chamber and with quiescent air outside. The explosion is initiated through a hemispherical,

20 cm-radius, kernel of burnt gases, centered at the position of the spark ignition in the experiments

(see Fig. 1a). The transition from fresh to burnt gases is done by mapping the species, density and

temperature profiles of a 1-D planar and premixed flame, computed with the chemical kinetics solver

Cantera (Goodwin et al., 2017).

Regarding chemistry, a unitary Lewis, single-step and four species chemical scheme is used: H2 +
0.5(O2+3.76N2)−→ H2O+1.88N2. The fuel consumption is computed following an Arrhenius law

where the parameters have been fitted so that a reference laminar flame speed (s0
L = 2.13m/s) is re-

covered. It corresponds to the flame speed predicted by the complex sub-mechanism for hydrogen

combustion from the University of San Diego (UCSD, 2016), at the initial conditions of the deflagra-

tion (φ = 0.96, T 0
u = 300K and p0 = 1bar). The corresponding adiabatic temperature (T 0

b = 2460K)
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is close that of the reference scheme. As the mixture is close to stoichiometry, thermodiffusive effects

are not expected to be significant and do not require further modelling.

3 Results and discussion

3.1 Vented explosion physics: impact of small-scale geometric elements

In this section, the impact of small-scale geometric elements present inside the vented chamber is

assessed. These are structural components of the enclosure and comprise: the protruding beams used

to reinforce the transparent PMMA plate, V-shaped protrusions used to place removable obstacles

and three horizontal bars that span across the chamber and hold the enclosure together during the

explosion (see Fig. 2b). These horizontal bars are located in the direct trajectory of the explosion

and have a strong potential of FA through the generation of turbulence in their wake (Ciccarelli and

Dorofeev, 2008). These small-scale elements (of the order of the cm) are sometimes overlooked

as details, deemed to play a minor role in the explosion process as long as they do not provide a

significant blockage ratio. Here, the blockage ratio provided by these small-scale obstacles is of

14.5%. In previous simulation studies, using URANS methods (Vyazmina et al., 2019), they are not

represented in the geometry, as they are of the order of the grid size (or even smaller). This approach

is reproduced in the present work, by the use of a first, simplified geometry (see Fig. 2a). Then, the

results are compared with a simulation on a detailed geometry, containing the small-scale geometrical

elements (see Fig. 2c).

Fig. 2: (a) Simplified geometry, (b) picture of the solid obstacles inside the chamber and (c) associated

detailed geometry.

The comparison between simulation and experimental pressure signals for both geometries is shown

in Fig. 3. All LES temporal signals are shifted in time, by the same ∆tshift. Its value is chosen to

match the sharp pressure increase found in probe L2m, for the detailed geometry. This shift accounts

for the simplified ignition procedure used in LES. In the case of the simplified geometry, a clear

underprediction of the overpressure inside the chamber is obtained (P2, Fig. 3a). A peak overpressure

of around 1bar is expected, whereas around 0.25bar is found. Even so, the peak overpressure captured

in the exterior of the chamber by the LES is reasonably close to the experimental values (L2m and

L5m, Fig. 3b and c). For the detailed geometry, all three overpressure signals are very close to the

experimental measurements, both in terms of maximal values and shape of the signals. Only a slight

overprediction of around 0.1bar is observed for L2m and L5m.

In Fig. 4a, the absolute flame speed is evaluated and compared with the experiment. In the LES, the

flame front is identified through a hydrogen mass fraction isocontour. Then, the position (in the X

axis) of the most advanced point of the flame (so-called flame tip) is followed over time at every time-

step (∼ 0.5µs). Its absolute speed (in the laboratory reference frame) stip is obtained by numerical

differentiation using a Butterworth filter with a cut-off frequency of 100Hz. For the experiments, the
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Fig. 3: Temporal evolution of the overpressure at probes P2, L2m and L5m (see Fig. 1a for their exact

position). Comparison between LES (simplified and detailed geometries) and experiments. A 20%

uncertainty on the experimental pressure signals is displayed, following results from Duclos (2019).

The time instants shown in Fig. 6 are indicated on the signals from P2 and L2m (A to D).

position of the flame tip is manually estimated using the high-speed images, recorded at 3000FPS.

The flame speed signal is obtained following the same differentiation and filtering procedure, with

a cut-off frequency of 28Hz. Since only one explosion was recorded, a rough estimation of the

experimental uncertainty was obtained by performing the manual extraction of the data five times

and calculating the 95% confidence interval based on the variance of the flame speed data. The

comparison of LES and experimental data reveals a good agreement for the detailed geometry and an

overall underprediction of the absolute flame speed for the simplified geometry, which seems coherent

with the overpressure results at P2 (Fig. 3a). For the simplified geometry, the flame speed evolution

is linear inside the chamber, following the acceleration imposed by the geometrical confinement. As

the flame reaches the vent, a sharp flame speed increase is observed. This has been widely observed

in the literature (see, for instance (Ciccarelli and Dorofeev, 2008)) and can be explained by the flow

contraction (FC) at the vent, which creates a high flow velocity region that aspirates the flame front.

FC is a very strong FA mechanism that produces almost exponential acceleration in the immediate

vicinity of the section-restricting obstacle (here, the vent) and also impacts the flame surface and

shape. The maximum flame speed levels for the simplified geometry are of stip = 320m/s, reached

at the exterior of the chamber, at around Xtip = 2.5m. In the case of the detailed geometry, the flame

undergoes successive accelerations at each of the three horizontal bars inside the chamber, showing

a higher flame speed than the simplified case. When reaching the vent, the flame in the detailed

geometry is 150m/s faster than the flame in the simplified geometry. The maximum flame speed

levels for the detailed geometry are of stip = 470m/s, falling within the experimental uncertainty

ranging from 330 to 580 m/s.

To complement the analysis, Fig. 4b shows the evolution of the volume-averaged heat release rate

over the domain HRR, for the LES. Both the resolved and total HRR are shown. An increase of

resolved HRR mainly accounts for an increase in overall flame surface. The pre-heat of the fresh

gases from compression can also slightly affect the resolved HRR but significantly less. The increase

in total HRR on the other hand, accounts for the local, subgrid-scale contribution to fuel consumption.

For the simplified geometry, all HRR is resolved (the flame remains laminar) until the flame exits the

chamber, where the heat release rate rises by one order of magnitude, mainly through the subgrid

contribution. In the case of the detailed geometry, the resolved HRR is systematically higher, with

the total HRR suddenly increasing after the flame crosses each one of the three horizontal bars. For

both geometries, total HRR peaks at around Xtip = 3.5m, which is 1m after the peak in absolute flame

speed.

The aforementioned trends can be related with the deflagration dynamics through the visualisation of

the evolution of the flame front presented in Fig. 5. Both geometries seem to qualitatively capture
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Fig. 4: Evolution with respect to the flame tip position (in the X axis) of the (a) absolute flame tip

speed and (b) volume-averaged heat release rate. The flame speed of the LES is compared with an

approximate experimental uncertainty envelope evaluated from high-speed video recordings (a). Both

the resolved (dotted line) and total (dashed line) mean heat release rates are shown for LES (b). The

positions of the three solid bars inside the chamber are indicated by vertical lines. The vent is located

at Xtip = 2m.

the FA through the vent and the external explosion. After ignition, a hemisphere of hot products

grows and elongates following the aspect ratio of the chamber (Fig. 5a to c). The flame surface

increases and the flame accelerates due to the geometric confinement and the burnt gases expansion.

For the simplified geometry, no flame interaction with turbulence takes place inside the chamber, as

no obstacles are present. The flame remains laminar and with a constant level of heat release along its

surface while propagating inside the chamber. Meanwhile, in the detailed geometry, the flame front

interacts with the obstacle-generated turbulence (Ciccarelli and Dorofeev, 2008) as it propagates.

The progressively more turbulent flame surface is deformed by the presence of the obstacles, burning

locally more intensely. This is reflected on the total HRR, as seen in Fig. 4b. These local accelerations

through resolved or subgrid flame surface generation result in an overall increase of the absolute

flame speed, being at the origin of the successive accelerations at each of the three horizontal bars

seen in Fig. 4a. For both cases, when reaching the vent, the flame front is aspirated by the higher

velocities created by FC. This creates the acceleration and the elongation of the flame tip (Fig. 5d and

e). Finally, the flame tip interacts with the highly rotational turbulent flow of the recirculating region

out of the vent, which intensifies combustion, mainly through the subgrid efficiency function (as seen

in Fig. 4b). This creates the external explosion as the flame expands and consumes all the unburnt

reactants ejected from the chamber (Fig. 5f).

The previous analysis reveals that the correct representation of the small-scale obstacles present inside

the chamber is critical to the correct reproduction of the deflagration by the LES: said obstacles create

turbulence in their wake, which increases flame surface and local reaction rate through the activation

of the subgrid combustion efficiency function. This provides a supplementary FA mechanism that

results in higher heat release rate and absolute flame speed levels all along the explosion, promoting

higher overpressures inside the chamber. Even so, external overpressure signals seem to be much less

sensitive to the presence of the obstacles. To investigate this, the compression waves responsible for

the recorded overpressure at L2m (Fig. 3a) are analysed through a numerical schlieren visualisation,

at relevant time instants, in Fig. 6. As the flame accelerates inside the chamber due to the confinement

and the presence of obstacles, the unburnt mixture is compressed (Fig. 6a and A instant in Fig. 3).

Part of the unburnt mixture is ejected and small, weak compression waves are emitted. This is not at

the origin of the external overpressure peaks (L2m and L5m in Fig. 3). It is the strong FC-induced

flame acceleration undergone as the flame exits the vent that generates the strong compression waves

responsible of the first peak in L2m (Fig. 6b and B instant in Fig. 3). The secondary peak in L2m

corresponds to the reflection of the compression wave off the ground (Fig. 6c and C instant in Fig. 3).
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Fig. 5: Visualisation of the flame front coloured by heat release rate for the detailed (top half) and

simplified (bottom half) geometries, at six selected time instants.

After that, the pressure stops rising inside the chamber following the deceleration of the flame front

(P2 in Fig. 3a). Finally, the pressure inside the chamber is maintained as the compressed burnt gases

try to escape. The flow is chocked as the pressure ratio across the vent is pin
0 /pout

≈ 2. The compressed

burnt gases feed a supersonic jet, which creates a high velocity, low pressure flow. This causes the

negative overpressures observed in L2m (Fig. 6d and D instant in Fig. 3). In addition, Fig. 6 also

allows to visually compare the shape and evolution of the ejected unburnt gases cloud with the high-

speed images. Although the images are overexposed towards the end of the explosion, which makes

it difficult to identify the flame front, a good agreement between LES and experiments is observed.

This further validates the LES approach, showing its added value as a way to explore, in detail, the

physics of the vented explosion.

3.2 Adaptive Mesh Refinement and computational cost reduction

In this section, the Turbulent Flame Propagation-Adaptive Mesh Refinement method (TFP-AMR)

(Vanbersel et al., 2024) is used to reduce the computational cost of the LES, which is often the limiting

factor for its application to larger-than-laboratory-scale explosion scenarios. The TFP-AMR method

has been applied and validated on several gas explosion configurations with varying mixtures, geome-

try and scale (Vanbersel et al., 2024, 2023). With this methodology, the unstructured, tetrahedral mesh

is adapted on-the-fly, automatically setting a user-selected fine mesh resolution in regions containing

the physical phenomena of interest: the flame front and the resolved vortical structures. The resolu-

tion is selected to match the fine resolution of the static mesh, used as reference (here ∆
fine
x = 2cm).

The physical phenomena of interest are detected with dedicated sensors, which define the quantities

of interest (QoI) for AMR. Outside said regions of interest, a user-selected coarse mesh resolution is

applied, allowing for a significant reduction in the computational cost (here ∆
coarse
x = 8cm is used). A

transition following a maximal growth ratio of 20% is ensured between fine and coarse mesh regions.

This is illustrated for the present configuration in Fig. 7b: while the static mesh (named STATIC, top

half) is fine everywhere in the chamber and in the region where the external explosion takes place,

the AMR mesh (bottom half) is only fine in the flame front and in the vortical, turbulent regions cre-

ated downstream of the vent. Figure 7a displays a comparison of the flow fields between AMR and

STATIC simulations. The flame and flow physics of the STATIC simulation are perfectly reproduced

by AMR. The flame front shows almost identical shapes and coherent levels of heat release rate. The

instantaneous vorticity fields, which are the product of the complete time-history of the explosion,
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Fig. 6: Comparison of the explosion visualisation from LES results on the detailed geometry (left)

and experimental high-speed recordings (right). For the LES, a numerical schlieren is shown on

a cut across the ignition kernel’s center. A hydrogen mass fraction isocontour (red line) indicates

the position of the flame and an oxygen mass fraction isocontour (blue line) indicates the limit of

the ejected flammable cloud. The position of probes P2 and L2m is indicated and the four selected

time instants are reported on the corresponding pressure signals in Fig. 3. (For interpretation of the

references to colour in this figure legend, the reader is referred to the web version of this article.)

match nicely.

As a final validation of the TFP-AMR method on the present configuration, STATIC and AMR cases
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axis. (a) Heat release rate at the flame front plus vorticity magnitude contours. (b) Visualisation

of the mesh with flame (red) and vortex (green) detection sensor isocontours for the AMR case. (For

interpretation of the references to colour in this figure legend, the reader is referred to the web version

of this article.)

are compared through the temporal evolution of the overpressure signals at the probes, the flame tip

absolute speed and the volume-averaged heat release rate along the explosion propagation, in Figs. 8

and 9. For the overpressure signals of Fig. 8, the same temporal shift ∆tshift is used for both LES. The

results show very good agreement between both simulations, which is especially challenging as the

signals are not filtered and have have a tendency to be noisy in highly compressible scenarios such as

the present explosion. This also shows that the LES is capable of correctly propagating the compres-

sion waves and conserving their amplitude, even on the coarse regions of the mesh. Regarding the

0 25 50 75
t (ms)

0.0

0.5

1.0

p
−

p
0
(b
ar
)

a) P2a) P2

0 25 50 75
t (ms)

0.4

0.2

0.0

0.2

0.4

0.6 b) L2mb) L2m

LES: AMR LES: STATIC Experiments

0 25 50 75
t (ms)

0.2

0.0

0.2

0.4 c) L5mc) L5m

Fig. 8: Temporal evolution of the overpressure at probes P2, L2m and L5m. Comparison between

LES on the static, reference mesh (STATIC) and dynamically adapted mesh (AMR).

absolute flame velocity and heat release rate of Fig. 9, a perfect agreement is found between STATIC

and AMR simulations.

The previous analysis shows the capability of the TFP-AMR method to recover precise results on

yet another explosion configuration. Regarding the computational cost, the total cost of the AMR

simulation is 9.25khCPUcore, running overnight on 540 Intel Skylake (Xeon Gold 6140) processors.

This represents a 58% reduction of the cost with respect to the STATIC simulation on the static mesh,

with the same ∆
fine
x . The cost of the mesh adaptations is around 13% of the total computational cost
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Fig. 9: Evolution with respect to the flame tip position (in the X axis) of the (a) absolute flame tip

speed and (b) volume-averaged heat release rate. Comparison between LES on the static, reference

mesh (STATIC) and dynamically adapted mesh (AMR).

of the AMR simulation, for a total of 116 mesh adaptations along the simulation. To better interpret

the cost gains, it is key to highlight that the computational cost reduction from the use of AMR

(with respect to a static mesh with the same ∆
fine
x ) is proportional to the ratio between the fine and

coarse mesh sizes ∆
coarse
x /∆

fine
x . However, the maximum gain is limited by the average fraction of

fluid volume that is occupied by the physical quantities of interest V QoI. In practice, this implies

that it is only reasonable to expect very high gains from AMR in configurations where the physical

quantities of interest are very localised in the fluid volume, such as deflagrations in long channels

(see (Vanbersel et al., 2023) where gains up to 88% were obtained). For instance, in the present

configuration, the physical quantities of interest occupy, on average during the explosion, V QoI = 17%

of the fluid volume. This means that a computational cost reduction of 83% would be the maximum

attainable, and only for very large values of ∆
coarse
x /∆

fine
x (versus ∆

coarse
x /∆

fine
x = 4 here). Of course,

V QoI and the fraction of the cost taken by the mesh adaptations may also be dependent on the fine

mesh resolution. It is, thus, difficult to precisely predict the AMR gains for a given configuration,

although V QoI provides an educated estimate.

4 Conclusions

Regarding the physics of the vented explosion, the driving mechanisms of overpressure-generation are

successfully identified and the phenomenon of external explosion is reproduced, through the present

LES methodology. The pressure rise inside the chamber is driven by the flame acceleration due

to geometrical confinement and to the interaction with the small-obstacle-generated turbulence. The

highest flame acceleration rate is induced by the flow contraction at the vent. This sudden acceleration

drives the generation of the strong compression waves responsible for the external overpressure. The

presence of the ground and the surrounding walls is required to account for the reflections of said

pressure waves, which impact the external overpressure signals measured. Finally, after the external

explosion, a pressurised hot mixture of burnt products is trapped inside the chamber and creates a

supersonic jet in front of the vent.

Small-scale geometrical elements, overlooked as details in previous publications and technical re-

ports, have a critical impact on the flame acceleration. Since LES uses resolved quantities as inputs to

the models, a minimal resolution of the flow is required. This implies that a good characterisation of

the geometry, initial conditions and boundary conditions in the experiments is imperative for a predic-

tive use of high-fidelity approaches. Therefore, more precise and repeatable safety experiments are

needed to go further in the validation of high-fidelity simulation applied to highly complex, large-scale

explosions. In addition, the TFP-AMR method is validated for the simulation of vented explosions,

providing results as precise as with a homogeneously fine, static mesh and with a total computational

cost reduction of 58%. The present example shows that the LES methodology is able to correctly
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reproduce the detailed physics of a vented explosion of the scale of tens of cubic meters, for a reason-

able computational cost of 9.25khCPUcore (which corresponds to 17h of computational runtime on

540 processors), given that sufficient experimental characterisation of the setup is performed.
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Abstract 

The development of CFD simulations for dust explosions poses a major challenge when it comes to 

finding a suitable combustion model for air/dust mixtures. On the one hand, particle-based 

Lagrangian models provide a comprehensive description of the thermochemical conversion of fuels, 

but they often require a large number of computational packages, making them expensive and 

impractical for most industrial scenarios. In contrast, premixed combustion models assume that an 

air/dust mixture can be represented by a single homogeneous fluid in which the chemical reactions 

take place mainly in the homogeneous gas phase. These models are particularly suitable for the 

simulation of biomass dust explosions, since biomass flames are dominated by the rapid release and 

combustion of volatile gases. This paper presents a novel CFD model for premixed dust explosions 

based on OpenFOAM that incorporates a novel correlation for the laminar flame speed of the air/dust 

mixture based on Mallard-Le Chatelier theory. The model is validated with literature data from 

cornstarch dust explosions in the 20L bomb. 

Keywords: Dust explosions; Cornstarch; Flame propagation; Premixed combustion; CFD 

simulations 

1.  Introduction 

Despite more than two centuries of progress in industrial safety, dust explosions continue to pose a 

significant risk to workers and property. These explosions can occur when the conditions of the 

explosion pentagon are met, namely the presence of combustible dust, an ignition source, oxygen, 

confinement and dispersion of the dust particles. Various measures can be taken to minimise the risk 

of dust explosions, including explosion suppression and isolation systems and vent panels. However, 

effective design of these systems requires a detailed understanding of the explosiveness of dust clouds 

in real industrial environments. Conducting experiments in real industrial environments can be 

prohibitively expensive and logistically difficult, which has led to the development of laboratory-

scale testing equipment. The 20-litre Siwek sphere enables the determination of the explosion 

pressure Pex and the deflagration index KSt, i.e. the maximum rate of pressure rise, normalised to the 

volume of the combustion chamber. These parameters can be transferred to conditions that are 

representative of large-scale explosions using the cubic root law. The precise determination of these 

parameters is crucial for the development of effective strategies to mitigate explosions. 

A decisive factor influencing the severity of dust explosions is the type of flame propagation, which 

depends on the chemical composition of the dust cloud. Combustion can occur by heterogeneous 

reactions controlled by oxygen diffusion and/or by homogeneous reactions dominated by the rate of 
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degassing and combustion of volatile gases (Di Benedetto and Russo, 2007). For example, the 

combustion of coal particles is primarily driven by heterogeneous reactions (coal oxidation or 

gasification), while the combustion of biomass particles is dominated by the devolatilization and 

homogeneous gas phase reactions due to the high release of volatile substances. 

Unsteady flame propagation, turbulence and particle sedimentation arising during dust explosions are 

strictly related, and to perform consequence analysis, advanced CFD models are a real breakthrough. 

The development of CFD models for dust explosions poses a major challenge when it comes to 

finding a suitable combustion model for air/dust mixtures. Particle-based Lagrangian models may 

provide a comprehensive description of the thermochemical conversion of fuels when couple to 

detailed combustion models. In a previous work, Islas et al. (2022) used an open-source CFD code 

(OpenFOAM) to simulate the dispersion and the combustion of combustible dust in a 20 L container 

((Islas et al., 2023, 2022a, 2022b)). To represent the combustion of Pellets Asturias and Cupressus 

Funebris dusts, the model includes, in addition to the equation of the gas phase and for the particle 

tracking, also equations for the combustion in the homogeneous phase, the radiation model, the drying 

and devolatilization model and the surface reaction equations.  

However, this approach has high computational cost and it is mostly impractical for industrial 

scenarios (Islas et al., 2022a). The trade-off could be a CFD model based on the Eulerian approach 

coupled to premixed combustion models . In this case, the air/dust mixture is modelled as a 

homogeneous fluid in which the chemical reactions take place in the homogeneous gas phase. These 

models are particularly suitable for the simulation of biomass dust explosions since biomass flames 

are controlled by the combustion of volatile gases, produced by biomass pyrolysis. This work presents 

a CFD model of premixed dust explosions in which the combustion sub-model is based on the use of 

a novel correlation for the laminar burning velocity of the air/dust mixture inspired by the Mallard-

Le Chatelier theory (Portarapillo et al., 2023). CFD model has been developed by means of the open-

source CFD code OpenFOAM 8. The developed model has been validated by comparing the results 

with literature data of cornstarch explosions in the 20 L bomb and the effect of the stoichiometric 

concentration of the dust and pre-ignition turbulence level was investigated.  

2. Numerical modeling 

2.1. Gas-phase governing equations 

To simulate dust explosions, the 3D transient form of the Reynolds-Averaged Navier Stokes (RANS) 

equations were solved. The equations that apply to the gas phase consist of the equations for mass, 

momentum and energy transport. The mass transport is: 

 

𝜕�̅�

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(�̅��̃�𝑖) = 0          (1) 

 

Where �̅� is the Reynolds-averaged density, 𝑡 is the time, 𝑥𝑖 is the direction and �̃�𝑖 is the density-

weighted time averaged or Favre-averaged velocity. 

The momentum transport equation is: 

 
𝜕(�̅�𝑢𝑖)

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
(�̅��̃�𝑖�̃�𝑗) =

𝜕�̅�

𝜕𝑥𝑗
+

𝜕�̅�𝑖𝑗

𝜕𝑥𝑗
+

𝜕

𝜕𝑥𝑗
(−�̅�𝑢𝑖′𝑢𝑗 ′̃)      (2) 

 

Where 𝜏̅𝑖𝑗 are the viscous stresses composed by the linear and volumetric rate of deformation and 

�̅�𝑢𝑖′𝑢𝑗 ′̃ are addressed by invoking the Boussinesq hypothesis. Due to its robustness for industrial 

applications, we chose the standard 𝑘-𝜀 model to close the Reynolds stress tensor (Launder and 

Spalding, 1983). The transport equations of 𝑘 and 𝜀 are: 
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𝜕(�̅�𝑘)

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(�̅��̃�𝑖𝑘) −

𝜕

𝜕𝑥𝑖
[�̅� (𝜇 +

𝜇𝑡

𝜎𝑘
)
𝜕𝑘

𝜕𝑥𝑖
] = �̅�𝑃𝑘 − 𝑘 (

2

3
�̅�
𝜕𝑢𝑖

𝜕𝑥𝑖
+

�̅�𝜀

𝑘
)    (3) 

 
𝜕(�̅�𝜀)

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(�̅��̃�𝑖𝜀) −

𝜕

𝜕𝑥𝑖
[�̅� (𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝜀

𝜕𝑥𝑖
] =

𝐶1�̅�𝑃𝑘𝜀

𝑘
− 𝜀 [(

2

3
𝐶1 − 𝐶3) �̅�

𝜕𝑢𝑖

𝜕𝑥𝑖
+

𝐶2�̅�𝜀

𝑘
]  (4)  

 

An energy transport equation is solved for both the total mixture and the unburned gases: 
𝜕(�̅�ℎ̃0)

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(�̅��̃�𝑖ℎ̃0) =

𝜕�̅�

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
[�̅� (𝛼 +

𝜈𝑡

𝑃𝑟𝑡
)
𝜕ℎ̃𝑎

𝜕𝑥𝑖
]      (5) 

 
𝜕(�̅�ℎ̃0,𝑢)

𝜕𝑡
+

�̅�

�̅�𝑢

𝜕

𝜕𝑥𝑖
(�̅��̃�𝑖ℎ̃0,𝑢) =

�̅�

�̅�𝑢

𝜕�̅�

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
[�̅� (𝛼 +

𝜈𝑡

𝑃𝑟𝑡
)
𝜕ℎ̃𝑎,𝑢

𝜕𝑥𝑖
]     (6) 

 

Where ℎ̃0 = ℎ̃𝑎 +
𝑢𝑖
2

2
   is the total mixture enthalpy (absolute enthalpy plus kinetic energy), ℎ̃0,𝑢 =

ℎ̃𝑎,𝑢 +
𝑢𝑖
2

2
 is the total enthalpy of the unburned gases, 𝛼 is the laminar thermal diffusivity, and 𝑃𝑟𝑡 is 

the turbulent Prandlt number. The absolute enthalpy of either the mixture or the unburned gases, are 

at the same time, the sum of the corresponding sensible and chemical enthalpies. 

 

2.2. Premixed combustion model 

For premixed flames, combustion chemistry can be reduced to a single one-step, irreversible global 

reaction. In this work, the propagation of the flame front is modelled by the assumption of a unity 

turbulent Lewis number (i.e., the turbulent mass diffusivity and turbulent thermal diffusivity are 

identical) and the solution of a transport equation for the regression variable b: 

 

𝜕(�̅�𝑏)

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(�̅��̃�𝑖𝑏) =

𝜕

𝜕𝑥𝑖
[�̅� (𝛼 +

𝜈𝑡

𝑆𝑐𝑡
)
𝜕𝑏

𝜕𝑥𝑖
] − �̅̇�𝑏 + 𝜔𝑖𝑔𝑛     (7) 

 

where 𝑆𝑐𝑡 is the turbulent Schmidt number, ̇ �̅̇�𝑏 is the reaction rate, 𝜔𝑖𝑔𝑛 is the ignition source term 

(Poinsot and Veynante, 2005; Veynante and Vervisch, 2002). The reaction rate �̅̇�𝑏 and the regression 

variable b are expressed as: 

 

�̅̇�𝑏 = �̅�𝑢𝑆𝑢Ξ |
𝜕𝑏

𝜕𝑥𝑖
|          (8) 

 

𝑏 = 1 − 𝑐 = 1 −
𝑇−𝑇𝑢

𝑇𝑏−𝑇𝑢
=

𝑇−𝑇𝑏

𝑇𝑢−𝑇𝑏
        (9) 

 

Where Ξ =
St

𝑆𝑢
 is the turbulent-to-laminar burning velocity ratio, �̅�𝑢 is the density of the unburned 

gases, where 𝑇, 𝑇𝑢, and 𝑇𝑏 are the temperatures of the mixture, the unburned and the burnt gases, 

respectively, c is the progress variable. 

 

2.3. Ignition model 

An initial distribution of the regress variable is required to start the flame propagation process. This 

task is carried out with a simplified deposition model (Gianetti et al., 2023). Starting from an initial 

flame kernel diameter 𝑑𝑖𝑔𝑛 and an ignition duration ∆𝑡𝑖𝑔𝑛, an ignition source term is imposed in the 

cells for which the distance from the ignition core is less than 𝑑𝑖𝑔𝑛/2. The ignition source is expressed 

as: 
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𝜔𝑖𝑔𝑛 =
𝑆𝑡𝑟𝜌𝑢𝑉𝑖𝑔𝑛

∆𝑡𝑖𝑔𝑛𝑏
          (10) 

 

where 𝑆𝑡𝑟 is a user-defined strength coefficient and 𝑉𝑖𝑔𝑛 is the volume of the ignition cells. With the 

deposition model, the CFD solver can explicitly calculate the formation of the initial kernel. The 

spark discharge is simulated by depositing the total spark energy in a spherical volume with a diameter 

of 1 cm in the geometric centre of the 20 L sphere. The spherical volume in which the spark energy 

is deposited, is transported by the local mean flow. In our work, to reflect the diminishing rate of 

pressure rise as the quantity of ignitable dust increases, we assumed that 𝑆𝑡𝑟 scaled linearly with dust 

concentration. 

 

2.4. Laminar and turbulent burning velocity 

The laminar flame speed 𝑆𝑢 was calculated with Portarapillo et al. (2023) correlation (Portarapillo et 

al., 2023), which is applicable to dust-air mixtures whose combustion is dominated by volatile flames. 

The theoretical derivation is based on a three-layers model (Glassman and Yetter, 2008) and is 

represented by the following equation: 

𝑆𝑢 =
𝜌𝑑𝑒𝑣𝑆𝑙𝐶𝑝𝑔𝑎𝑠,𝐼𝐼(𝑇𝑖𝑔𝑛−𝑉𝑃)

𝜌𝑑𝑢𝑠𝑡+𝑎𝑖𝑟(𝐶𝑝𝑑𝑢𝑠𝑡+𝑎𝑖𝑟(𝑉𝑃−25)+∆𝐻𝑑𝑒𝑣)
        (11) 

Where ∆Hdev is the devolatilization heat, ρdev is the density of unburnt gases, Sl is the laminar burning 

velocity of the gaseous mixture with air, Cpgas,II is the specific heat of the unburnt gases, Tign is the 

autoignition temperature of the generated gases, VP is the volatile point of the dust, ρdust+air is the 

particles density mixed with air, Cpdust+air is the specific heat of the combustible dust mixed with air. 

The turbulent flame speed is modeled using the Zimont approach (Zimont et al., 1998). The model 

assumes that there is a small-scale turbulence in the laminar flame that is in equilibrium, which leads 

to an expression for the turbulent burning velocity that is based solely on large-scale turbulent 

parameters. The model is only valid if the smallest turbulent eddies in the flow, the so-called 

Kolmogorov scales, are smaller than the flame thickness and enter the flame zone, which is referred 

to as the thin reaction zone. 

2.5. Stoichiometry of combustion 

The physical and chemical processes that lead to the spread of dust flames can vary in intensity 

depending on the fuel concentration. The stoichiometric air-fuel ratio on a mass basis AFRstoich was 

determined using the following formula by Andrews and Phylaktou (Andrews and Phylaktou, 2010; 

Saeed et al., 2022, 2016): 

𝐴𝐹𝑅𝑠𝑡𝑜𝑖𝑐ℎ =
1

0.232
(
8

3
∙ 𝐶 + 8 ∙ 𝐻 − 𝑂) 𝑘𝑔𝑎𝑖𝑟/𝑘𝑔𝑓𝑢𝑒𝑙      (12) 

Where C, H and O represent the mass fraction of carbon, hydrogen and oxygen in the ultimate analysis 

(Table 1). The AFRstoich for cornstarch is 5.211 kgair/kgfuel, which is converted to CSt = 230.27 g/m3. 

This stoichiometric dust concentration is in excellent agreement with other values from the literature 

reported by Dahoe (2000), Lee et al. (1992) and Mazurkiewicz et al. (1993) (Dahoe, 2000; Lee et al., 

1992; Mazurkiewicz et al., 1993).  

The equivalence ratio 𝜙 is defined as the actual dust concentration C of a particular mixture divided 

by the dust concentration at stoichiometric conditions. It is used to indicate whether a combustible 

dust mixture is fuel lean (𝜙 < 1), fuel rich (𝜙 > 1) or stoichiometric (𝜙 = 1). The thermophysical 

properties of the unburnt and burnt mixtures were calculated as a function of temperature using the 

open-source library Cantera. For the 1D chemistry calculations, we applied the GRI 3.0 reaction 

mechanism to the volatile gases of corn starch experimentally measured by Mazurkiewicz 
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(Mazurkiewicz et al., 1993). We then fitted these thermophysical properties to the NIST JANAF 

format with 7 polynomial coefficients. 

Table 1. Ultimate and proximate analyses of cornstarch dust. 

Samples Values 

Fixed carbon (wt. %ar) 12.04 

Volatile (wt. %ar) 67 

Moisture (wt. %ar) 18.59 

Ash (wt. %ar) 2.37 

C (wt. %daf) 46.92 

H (wt. %daf) 5.40 

O (wt. %daf) 47.42 

N (wt. %daf) 0.20 

S (wt. %daf) 0.06 

 

2.6. Model setup 

Computational domains are shown in Fig. 1. The first geometry, reported in Fig. 1a, was used for the 

simulations with uniform turbulence level while the second (Fig. 1b) represents the actual 

configuration of the 20 L vessel (including canister and feeding tube) and was used to consider the 

actual pre-ignition turbulence level established in the sphere after the dust injection. The simulated 

domains consist of a three-dimensional mesh of 1.18 million and 1.6 million hexahedral and 

tetrahedral elements, respectively. The average cell length is 2.5 mm with a minimum orthogonal 

quality of 0.60. It was created manually using ANSYS ICEM meshing software and then converted 

to OpenFOAM format for simulation purposes. 

 

 

Fig. 1. Computational grids 

 

The governing equations were solved using the finite volume method in OpenFOAM. The coupling 

of pressure and velocity was carried out using the iterative PIMPLE algorithm. This included one 

corrector step and two outer corrector steps. The governing equations were discretized with second 

order schemes, with upwind boundary and non-orthogonal correction for the convective and diffusive 

terms, respectively. The gradients were evaluated with a linear scheme with central differentiation, 

while the unsteady discretization was treated with the second-order Crank-Nicolson scheme and a 

1164



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

blending factor of 0.9. The time step was automatically adjusted using an adaptive time step method 

controlled by a Courant number Co = 0.2. The boundary and initial conditions of the simulation are 

provided in Table 2. 

Table 2. Boundary and initial conditions case set-up. 

 Uniform turbulence Variable turbulence 

Variable Boundary condition Initial value Boundary condition Initial value 

U No slip 0 m/s No slip 0 m/s 

T externalWallHeatFluxTemperature 293 K 

h = 118 

W/m2 K 

externalWallHeatFluxTemperature 293 K 

h = 118 

W/m2 K 

k kqRWallFunction u’=2 m/s* kqRWallFunction mapped 

ε epsilonWallFunction u’=2 m/s* epsilonWallFunction mapped 

O2/N2 zeroGradient 0.23/0.77 

(%w) 

zeroGradient 0.23/0.77 

(%w) 

psphere zeroGradient 1 bar zeroGradient 0.4 bar 

pcanister - - zeroGradient 21 bar 

*k was calculated considering isotropic turbulence and the integral length scale used for the calculation of ε equal to the 

7% of the pipe/nozzle 

3. Results and discussion 

3.1. Effect of stoichiometric concentration 

The first effect considered is that of the stoichiometric concentration. In fact, many authors agree that 

in the case of cornstarch, the stoichiometric concentration was found to be 230 g/m3 (Dahoe, 2000; 

Lee et al., 1992; Mazurkiewicz et al., 1993), while Ogle et al. (2016) measured a concentration of 

298 g/m3 (Ogle, 2016). This concentration has a direct effect on the equivalence ratio and therefore 

on the combustion reaction itself. The results obtained from the simulations in terms of pressure 

trends as a function of time were compared with the only experimental data available in the literature 

(Dahoe, 2000) and reported in Fig. 2. This shows that the stoichiometric concentration has no effect 

on the rate of pressure rise, but does change the maximum explosion pressure. As can be seen, the 

rate of pressure rise on which the deflagration index depends is perfectly represented by the model, 

while the largest differences are found in the maximum pressure.  

At 250 g/m3, the behavior is best represented by the simulation performed with Cstoic = 230 g/m3 while 

for intermediate concentrations the simulations identify a range in which the experimental data fall. 

In contrast, the concentration at Cstoic = 298 g/m3 overestimates the richer condition (625 g/ m3). 

Although the fit is not fully optimized in terms of maximum pressure, it is important to emphasize 

the strength of the result obtained. It is worth remembering that these results were obtained without 

solving equations related to the solid phase, so the phenomenon is directly considered as a premixed 

flame consisting of air and the gases produced by the devolatilization of the dust, leading to great 

consequences from the point of view of simplicity of the model and lower computational costs. 

Fig. 3 shows the explosion pressures trend as a function of dust concentration for cornstarch air 

mixtures as obtained by the CFD model in the case of Cstoic = 230 g/m3 (a) and Cstoic = 298 g/m3 (b), 

compared with experimental data available in the literature (Dahoe, 2000). As can be seen, the 

monotonically decreasing trend of the maximum pressure in the concentration range 250-625 g/m3 is 

clearly captured by the Cstoic case of 230 g/m3. Regarding the values, a maximum deviation of pressure 

values from those evaluated with the model of 10% is detected in the case of Cstoic = 298 g/m3 and 

8% equal to the most shared value in the scientific literature (Dahoe, 2000; Lee et al., 1992; 

Mazurkiewicz et al., 1993). Results are also reported in terms of deflagration index in Table 3 and as 
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can be seen in the case of Cstoic of 230 g/m3, the agreement with the experimental data are always very 

good (deviation<15%). 

 

Fig. 2. Explosion curves for cornstarch air mixtures as obtained by the CFD model in the case of Cstoic = 230 

g/m3 (orange line) and Cstoic = 298 g/m3 (grey line), in the case of dust concentration at 250 (a), 375 (b), 500 

(c) and 625 (d) g/m3, compared with experimental data available in the literature (Dahoe, 2000). 

 

 

Fig. 3. Explosion pressures as a function of dust concentration for cornstarch air mixtures as obtained by 

the CFD model in the case of Cstoic = 230 g/m3 (a) and Cstoic = 298 g/m3 (b), compared with experimental 

data available in the literature (Dahoe, 2000). The equivalence ratio is also reported as secondary X-axis. 
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Table 3. Summary of the results obtained in the simulations concerning the effect of stoichiometric 

concentration and pre-itnition turbulence in terms of explosion pressure, maximum rate of pressure rise and 

deflagration index. 

  Pex (bar) (dP/dt)max (bar/s) KSt (bar m/s) 

250 g/m3 

Experimental 8.2 478 131 

Model Cstoic=230 g/m3 8.2 408 112 

Model Cstoic=298 g/m3 7.4 336 92 

Uniform turbulence 8.2 408 112 

Variable turbulence 8.2 410 113 

375 g/m3 

Experimental 7.6 681 187 

Model Cstoic=230 g/m3 7.1 708 194 

Model Cstoic=298 g/m3 7.7 353 97 

Uniform turbulence 7.1 708 194 

Variable turbulence 6.9 681 113 

500 g/m3 

Experimental 6.6 157 43 

Model Cstoic=230 g/m3 6.0 147 40 

Model Cstoic=298 g/m3 6.8 371 100 

Uniform turbulence 6.0 147 40 

Variable turbulence 6.0 162 44 

625 g/m3 

Experimental 5.5 94 26 

Model Cstoic=230 g/m3 5.2 132 36 

Model Cstoic=298 g/m3 6.1 134 36 

Uniform turbulence 5.2 132 36 

Variable turbulence 5.2 93 26 

 

3.2. Effect of turbulence level 

CFD simulations were performed with geometry b in Fig. 1 in the case of a cornstarch dispersion of 

50 microns at different dust concentrations to obtain the turbulence distribution before ignition 

typical of the ignition time. The results obtained from simulations with geometry b are shown in 

Fig. 4 in terms of turbulent kinetic energy maps in the center x-y plane that vary with the 

concentration of supplied dust, which as can be seen has a perturbing influence on the momentum 

field, as found in previous works (Di Benedetto et al., 2013; Di Sarli et al., 2014). As usually found, 

there is a large variability in turbulence level from the center to the wall, with a maximum at 85 

m2/s2 near the ignition site. It is also possible to visualize a different turbulence field depending on 

the analyzed concentration, a direct consequence of the fact that the simulations were performed 

taking into account the influence of the fluid on the particle motion and vice versa (two-way 

coupling considering the classification by (Elghobashi, 1994)). As for the simulations performed 

with a uniform turbulence level, a velocity fluctuation value u’=2 m/s was chosen, corresponding to 

the light blue zone in Fig. 4. The results obtained from the simulations in terms of pressure trends as 

a function of time were compared with the only experimental data available in the literature (Dahoe, 

2000) and reported in Fig. 5. The non-uniform initial turbulence fields modifies the rate of pressure 

rise and simultaneously plays no effect on the maximum pressure, as reported in   

1167



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

Table 3. For the cornstarch dust studied here, sometimes this is negligible (leanest concentrations) 

while on other occasions, it has a noticeable impact (richest concentration). It is noting, that in our 

model the flame propagation is modeled as a premixed flame in which the fuel is homogeneous. As 

a result, the effect of non uniform dust concentration due to sedimentation and/or dispersion 

interacting with the turbulent flow is not taken into account. Therefore, a higher turbulence level only 

causes an increase in the rate of flame propagation. Contrarily, in the real experiment, turbulence 

certainly changes the dispersion of dust and thus the fuel accumulation zones. Future work will be 

developed to also simulate the effect of dust distribution on the phenomena occurring in the 

heterogeneous phase (dust heating, oxygen diffusion, dust devolatilization). 

 

 

Fig. 4. Turbulent kinetic energy map in the center x-y plane as a function of dust concentration for 

cornstarch air mixtures as obtained by the CFD model in the case of C = 250,375, 500 and 625 g/m3. 

 

 

Fig. 5. Explosion curves for cornstarch air mixtures as obtained by the CFD model in the case of variable 

turbulence (orange line) and constant turbulence (grey line), in the case of dust concentration at 250 (a), 
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375 (b), 500 (c) and 625 (d) g/m3, compared with experimental data available in the literature (Dahoe, 

2000). 

 

 

4. Conclusions 

The study presents a new CFD model for the simulation of dust explosions, as a premixed gas 

explosion not considering solid-phase equations, which is particularly applicable to scenarios 

dominated by the combustion of volatile gases, such as biomass dust explosions. This model offers a 

balance between computational cost and accuracy, making it suitable for industrial applications. For 

these cases, the average simulation time was just 6-8 hours, using mesh of ~1M elements and 32 

cores. For similar cases with Lagrangian modeling and same mesh/processors,, the solution time was 

around 10 days. The developed CFD model, based on OpenFOAM, was validated against literature 

data on cornstarch dust explosions in a 20-liter bomb. The validation process demonstrated the model 

ability to accurately predict key parameters such as explosion pressures and pressure rise rates. The 

study examined the effect of stoichiometric concentration on explosion characteristics, highlighting 

the influence on maximum explosion pressure while demonstrating no significant influence on 

pressure rise rates. This insight is crucial for understanding and predicting the behavior of dust 

explosions under different conditions. The analysis of turbulence levels before ignition revealed their 

disruptive influence on the momentum field, which affects the rate of flame propagation. Simulation 

results showed that higher turbulence levels led to higher pressure rise rates, emphasizing the 

importance of considering turbulence effects when modeling dust explosions. Overall, the developed 

CFD model provides a promising approach for simulating dust explosions, providing valuable 

insights for improving industrial safety measures and designing effective explosion prevention 

strategies. 
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Abstract 

Despite the relative safety of natural gas transmission pipelines, the continuing occurrence of rupture 

incidents, poses significant risks of property damage, environmental harm, and human casualties. 

This paper presents a study on the thermal hazards of natural gas pipeline ruptures, with a focus on 

the development of small-scale testing methodologies. It encompasses both large-scale rupture tests, 

involving a 1.2-meter diameter pipeline with a 90-ton gas release, and innovative laboratory-scale 

experiments. The aim was to enhance the understanding of transient thermal radiation development 

and material responses to it, in pipeline rupture-and-ignition scenarios. A novel laboratory setup, 

based on the bench-scale cone calorimeter, was developed, demonstrating a high correlation on the 

transient thermal impulse with the large-scale tests. This setup facilitated the investigation of various 

materials, including plastics and cellulosic substances, under different heat flux conditions, thereby 

improving the prediction of ignition risks for common materials. Furthermore, the study expanded 

the application of the thermal dose concept, traditionally used for human exposure, to assess material 

responses such as smoke onset, piloted ignition, and spontaneous ignition. Empirical correlations 

derived from these tests, with a coefficient of determination of 0.88, provide robust statistical 

validation. The versatility of the laboratory setup was further demonstrated in evaluating material 

behaviour under variable and transient heat flux conditions, suggesting its applicability in diverse 

scenarios like deflagrations and military applications. 

Keywords: Transient Thermal Effects, Gas Pipeline Rapture, Lab-Scale Testing 

1. Introduction 

Data from the European Gas pipeline Incident data Group (EGIG, 2020) illustrates the heightened 

risks associated with natural gas pipeline ruptures. Fatality rates from ruptures are significantly higher 

at 0.69%, compared to 0% for pinhole/crack leaks and 0.08% for holes, emphasizing the severe risk 

ruptures pose to human life. In Europe, there's an average of 1.82 rupture incidents per year, with a 

frequency of 0.013 ruptures per 1000 km per year from 2015 to 2019. Conversely, in America, the 

average was 13.4 incidents per year based on 67 ruptures during the same period (PHMSA, 2022). 

Despite advancements in pipeline technology and safety practices, these incidents underscore the 

persistent risk and potential for significant property and environmental damage.  

The data also highlights the growing concern over pipeline safety as residential and commercial 

developments encroach on pipeline routes, elevating the importance of strategic planning by pipeline 

operators to mitigate the risks associated with thermal radiation hazards from ruptures. The fireball 

scenario occurs when there is immediate ignition of a release that results in thermal radiation levels 

of up to 70 kW/m2 at 200m (Cowling et al, 2019).  

1171

mailto:nick.cowling@dnvgl.com
mailto:h.n.phylaktou@leeds.ac.uk


15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

A key aspect in determining the acceptability of a natural gas pipeline at a particular location is the 

response of buildings. Currently, the response of the built environment in the UK is determined by 

reference the ignition of wood under a steady-state heat flux (Bilo and Kinsmann, 1997), without 

consideration given to the duration of the exposure. The methodology for assessing harm to the built 

environment differs from the approach used to evaluate harm to individuals. The latter is based on a 

combination of thermal radiation level and the duration of exposure. Though variability is recognised 

in this approach, an inquiry into the conservatism of employing fixed radiation levels is justified as it 

could lead to safe but more cost effective risk reduction strategies.  

Given the rarity yet severe impact of large-scale underground natural gas pipeline ruptures, which 

can cause extensive damage and loss of life, there exists a critical gap in comprehensive data to fully 

understand these phenomena. This scarcity of data stems from the high costs and complexities 

associated with conducting large-scale tests and has led to a conservative approach in the 

implementation of safety measures.  

Recognising the potential of lab-scale tests to offer reliable, scalable insights at a fraction of the cost 

and complexity, the research focused on leveraging controlled environments to simulate these 

catastrophic events. The laboratory setup aimed to replicate the thermal effects observed during the 

fireball phase of ruptures, providing a novel avenue for data collection and analysis. 

This study focused on four objectives: 

1. Quantifying thermal radiation flux peak values, durations, and profiles in fireballs from ignited 

large-scale gas pipeline releases. 

2. Creating a laboratory setup to mimic the transient thermal exposure from the large-scale 

experiments. 

3. Examining material responses to short-term (up to 12 seconds) variable heat flux exposure 

using this setup. 

4. Assessing the feasibility of establishing thermal dose limits and empirical correlations for 

materials near gas pipelines, similar to limits for human vulnerability. 

2. Methodology 

2.1. Large Scale 

The fracture propagation facility at DNV’s Spadeadam Test Site was used to carry the fracture of a 

48-inch (1219 mm) diameter test pipe. A full description of how the tests were carried out has been 

described by Cowling et al (2019). The thermal radiation resulting from the tests was measured using 

an array of Medtherm wide angle radiometers (total field of view of 150o) distributed around the test 

area. In one of the tests, a peak thermal radiation level of over 70 kW/m2 at 200 m was observed (see 

Fig. 1). It took 6 seconds to reach this thermal radiation level. At 750 m it took over 20 seconds for 

the thermal radiation level to fall below 1 kW/m2. The fireball mushroomed from the release point 

and was observed to be tilted by the prevailing wind direction (295°, 7.6 m/s). Thus, the peak thermal 

radiation level was observed on the eastern radiometer. As a peak of 35 kW/m2 observed on the 

western radiometer also located 200 m form the release point, the thermal radiation field was found 

to be asymmetrical.  

2.2. Laboratory Scale  

The large scale experiments only provided a limited opportunity to investigate the response of 

materials to a short duration thermal radiation and were expensive to carry out. Using the thermal 

radiation data from the large scale tests, the cone calorimeter at University of Leeds was adapted to 

expose samples to the equivalent thermal radiation exposure at laboratory scale. This adaptation 

enabled swift testing under controlled conditions, offering supplementary data to enhance the findings 

from large-scale tests and to explore additional scenarios. 
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Fig. 1. Thermal Radiation Measurements from Test 1(Cowling et al, 2019) 

  

2.2.1. University of Leeds Cone Calorimeter 

The University of Leeds cone calorimeter was purchased from FTT (Fire Testing Technology Ltd.). 

The standard cone calorimeter, is a popular bench scale tool in fire flammability testing of materials. 

It utilises a truncated conical radiant heater (electrical coil) that applies a controlled heat flux, 

typically from 0 to 100 kW m-², to a standardized sample size, usually 100 mm x 100 mm (5 to 50 

mm thick) mounted at a fixed distance below the heater. The standard calorimeter's key features 

include, measuring critical heat fluxes for ignition, the time to ignition when exposed to fixed heat 

flux, the heat release rate, which is determined by analysing oxygen consumption during combustion, 

monitoring the mass loss rate during burning using a load cell. It also quantifies smoke production 

via optical systems, allowing for analysis of smoke yield and obscuration. At the start of a test the 

pyrolyzing gases produced can be allowed to auto ignite, or can be exposed to an ignition source such 

as repeating spark or a pilot flame. The time to ignition is an important measurement performed by 

the system. Additionally, the calorimeter conducts gas analysis, examining the combustion by-

products and efficiency. Figure 2 shows  the main components of the standard cone calorimeter.  

2.2.2. Adapted Cone Calorimeter 

In this study, the standard cone calorimeter setup underwent significant modifications, utilising only 

selected measurements. The aim was to mimic the transient heat flux profile observed in large-scale 

tests on ground targets as accurately as possible. With the calorimeter set at 930°C, it delivers a steady 

heat flux of 70 kW/m² to a sample placed 12.5 mm beneath the heating element, matching the highest 

heat flux recorded in large-scale experiments. To simulate the varying heat exposure from an 

expanding fireball and its subsequent decline, the original fixed sample holder was replaced with an 

actuator. This actuator moves vertically, carrying the sample from a lower starting point to the closest 

point beneath the heater and back, in a single continuous palindromic movement. This process 

subjects the sample to increasing heat as it ascends and decreasing heat as it descends.   
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Fig. 2. Schematic of a standard FTT cone calorimeter. Reproduced from Twilley, W. H. et al (1988) 

 

Fig. 3. Schematic of a standard setup with the load cell element that was replaced with an actuator for the 

laboratory scale experiments. 

The travel distance and speed of the actuator arm was based on theoretical modelling of the incident 

heat flux using view factor relationships and determined to require a travel distance of 240 mm and 

speed of 40 mm s-1 (based on a travel time of 6 seconds). The actuator was installed on the cone 

calorimeter (see Fig. 4) so the sample holder was located 252.5 mm from the heating element at its 

furthest and 12.5 mm at its closest (see Fig. 5). The proposed setup differs from Maluk et al (2016) 

which utilises a sample located vertically as opposed to the horizontal orientation in the current work. 
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Fig. 4.  Photo of the revised setup with the load cell element replaced with an actuator for the laboratory 

scale experiments 

  

Fig. 5.  Photo of the revised setup with the sample at the base on the left and at the top on the right 6 seconds 

later 

2.2.3. Validation of adapted Cone Calorimeter setup against large scale test data 

To validate that the laboratory scale setup samples received comparable thermal radiation fluxes at 

different distances from the cone, a plot of distance from the cone against measured thermal radiation 

fluxes with equivalent large scale experimental data readings is shown in Fig.6. Note that the effect 

of lower fluxes incident on more distant targets in large scale tests is simulated in the lab scale by 

having a lower cone heater temperature and hence a lower maximum heat flux the sample is at top of 

its travel. Also, for the full scale tests the x-axis in Fig. 6 is effectively an equivalent time axis.  

The corresponding correlation data between the lab and full scale test are shown in Fig. 7. The 

coefficient of determination for all 3 cases is in excess of 0.9 demonstrating the laboratory accurately 

replicates the large scale test data.  

In Fig. 6, the curve represents the target in its ascending path which experiences an increasing heat 

flux which will be the mirror image of the curve shown in Fig. 6, which is demonstrated in Fig.8 in 

its full form and against time rather than distance from the cone. The area under the curve is the 

cumulative thermal dose.  
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The thermal dose exposure was calculated by multiplying the thermal radiation by the time of 

exposure (carried out at least 1 second time steps to account for the change in thermal radiation). For 

the calculation of thermal dose, the mid-point between two thermal radiation readings was used as 

shown in Fig.8. A similar procedure was used for the full scale tests. 

 
Fig. 6.  Laboratory thermal fluxes at different maximum values and distances from the cone, with 

equivalent large scale test data (versus equivalent time) 

 

Fig. 7.  Evaluation of measured laboratory scale thermal radiations fluxes for different temperature settings 

against large test data 
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Fig. 8.  Full transient heat flux curve as function time from the laboratory scale experiments, for a cone 

temperature setting of 930°C. The area under the curve is effectively the thermal dose and the plot shows a 

calculation procedure that was used. 

The cumulative thermal dose at the 930°C temperature setting (78 kW m-2 at 12.5 mm from the cone), 

during the ascending phase was compared with the cumulative thermal dose the large scale test data 

during the fireball growing phase using the radiometer which recorded the highest heat flux (see 

Fig.1), radiometer RAD03 with a maximum around 70 kW m-2. The coefficient of determination from 

this graph shown in Fig. 9 is 0.97, demonstrating that the laboratory scale transient set up replicates 

well the large scale transient data.  

 

Fig.9.Cumulative thermal dose – Laboratory (930°C) vs large scale (RAD03) thermal dose data over a time 

period of 6 seconds 

At this point a quick comparison to the Heat-Transfer Rate Inducing System (H-TRIS) Test Method 

(Maluk et al, 2016) is appropriate. HTRIS uses a similar in approach but it is a completely new 

dedicated equipment set up, intended at larger target specimens and over longer timescales. In brief 

the H-TRIS equipment include a gas fired radiant panel array with dimensions of 0.2m x 0.4m, 

mounted on a linear motion system for controlling the distance between the radiant panels and the 

test specimen which has similar dimensions to the radiant panel. The method proposed here utilises 
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the existing established technology of the cone calorimeter which allows all the measurements 

normally performed with the cone calorimeter (critical heat fluxes, ignition timing, heat release rate, 

smoke density, gas analysis and toxic yields) to be applied to a transient heating event with minimal 

modifications and cost.   

2.2.4. Laboratory test procedures  

The materials tested using the laboratory scale equipment generally focused on thermally thin items. 

Primarily the mass loss rate and evidence of the damage sustained (including ignition) was recorded 

for all tests. Materials which underwent transient tests included paper, cardboard, polyethylene sheets 

(0.2 mm, 0.5 mm and 1 mm thick), plastic drainpipe (black), Perspex, foam, grass, cotton, painted 

plywood (grey and yellow) and polystyrene. 

To compare transient thermal doses with the laboratory scale setup, steady-state tests were conducted 

using 1 mm, 0.5 mm, and 0.2 mm polyethylene sheets, along with cardboard and paper of thicknesses 

shown in Table 1. For the purposes of this paper the transient and steady state tests of only these 

materials are reported.  

Samples were weighed before and after tests. For the laboratory scale tests, a set of Criacr Digital 

Pocket Scales were used. The scales were capable of measuring up to 500 g, with a resolution of 0.01 

grams and were calibrated using certified mass weights between 2 and 200 g. 

The bulk thickness of samples was measured using a set of digital Vernier callipers with certified 

calibration. The callipers were capable of measuring distance up to 150 mm, with a resolution of 

0.01 mm. The density of the samples was calculated from measurements of the mass and volume of 

the samples. Importantly for cardboard, measurements were taken of the top layer only after 

separation from the corrugated internal spacing layer.  The density used in the analysis is based on 

the average density of all samples for each material.  

Other properties of the test materials such as specific heat capacity and thermal conductivity were 

taken from the literature as reported in Table 2. If the actual values for the samples tested were 

significantly different from the literature values this would introduce a consistent bias in the 

comparison between actual and expected behaviour. None was detected. 

In the steady state tests the top face of the sample was positioned at 12.5 mm from the face of the 

cone heater. The incident heat flux was at a constant value (at 20, 35, 45, 55 and 65 kWm-2). In the 

transient tests the cone temperature setting was ranged from 700 to 930°C corresponding to maximum 

heat fluxes 33 to 78 65 kWm-2 at 12.5 mm from the cone heater.  

In each test the time to visible smoke evolution and either spontaneous or piloted ignition was 

recorded. To help with the determination of the timings of these events, all tests were recorded with 

a Canon Power shot SX610 HS, high-definition camera. The camera was positioned on a tripod at a 

fixed position in all tests and was used to get the timings of significant events as flaming ignition and 

appearance of visible smoke. The timing had a resolution of 0.01 s.  

At each condition at least 3 repeat tests were performed (total number of tests just over 200 for the 

data presented here) reduced to average values at each condition. There was a significant scatter of 

the ignition (and other event) timings and this is evident in the test results presented later. This is 

typical of ignition timing measurements in the literature. 

The cumulative thermal dose required to cause ignition was calculated based on the relationship 

proposed by Eisenberg (1975) (based on a 4/3 exponent) as shown below. As described in the results 

this was later simplified to a linear product of flux and time as it was found to correlate the results 

better.  

L = �̈�
4
3 t (Equation 1) 
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Where: L = Thermal dose units (TDU) ((kW m-2)4/3 s) 

q̈ = Thermal radiation flux (kW m-2) 

t = Time (s) to ignition (or smoke appearance) 

3. Results and discussion 

The thermal dose required to cause ignition in the steady state tests have been compared with the 

results for the transient tests in Table 1, columns 3 and 4. 

 

Table 1. Comparison of thermal dose required under different test conditions 

Material 

(thickness in mm) 

Steady State Exposure Transient - Thermal 

Dose required for 

spontaneous ignition  

(kW m-2)4/3 s) 

 

Thermal Dose 

required for 

piloted ignition  

(kW m-2)4/3 s) 

Thermal Dose 

required for 

spontaneous ignition 

((kW m-2)4/3 s) 

Card (0.29) 644 - 2468 1019 - 2316 591 – 729 

Paper (0.19) 146 - 705 271 - 651 392 - 685 

Polyethylene (0.2) 732 – 1233* 996 – 2988* 591 - 971 

Polyethylene (0.5) 1866 - 2511 2330 – 5064* No ignition 

Polyethylene (1.0) 4472 - 7285 5381 – 6510* No ignition 

* No ignition at 20 kW m-2 

 

The calculations above have utilised Equation 1 without alteration, i.e. maintaining the 4/3 exponent. 

Similar trends are obtained when using an exponent of 1. Based on the method employed by 

Eisenberg (1975), it was anticipated that the thermal dose required for ignition should remain 

consistent regardless of a steady state or transient exposure. Therefore, other parameters other than 

thermal radiation flux and duration of exposure affect ignition. Although, there was no ignition of the 

0.5 or 1 mm polyethylene samples during the transient tests the results suggest that transient 

exposures require lower thermal doses compared to steady-state tests. This is unexpected and a 

possible explanation might be that in the transient tests the piston movement of the sample might be 

pushing the volatiles ahead of it increasing thus their concentration to ignitable levels earlier than in 

the fixed sample position case. This needs further investigation.   

To enable a robust statistical analysis to be carried, the video records were examined to identify the 

first time that visible smoke was observed. This was achieved by examining the frame by frame video 

records. This point has been utilized as it is predicted to be the point at which the temperature at the 

surface is in the range of 200-260°C (Drysdale, 2011). This is particularly relevant as hemicellulose 

begins to release smoke at this temperature (for cardboard and paper samples). The surface 

temperature at the point of ignition is assumed to be 300°C (Quintiere, 2006).  

Microsoft Excel was used to carry out multivariate linear regression analysis of the results. 

Multivariate linear regression analysis is a statistical technique that uses more than one independent 

variable to predict the outcome of a dependent variable. To carry out the analysis, the thermal dose 

was assumed to be function of density, thermal conductivity, specific heat capacity and thickness. 

The form of the equation used was: 

𝐿 = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡. 𝜌𝑝1 . ℎ𝑝2 . 𝑐𝑠
𝑝3 . 𝑙𝑡

𝑝4  (Equation 2) 
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As Equation 2 is a non-linear power correlation, this equation was transformed into a linear from by 

taking the natural logs as shown in Equation 3. 

In Equation 3, ln(constant) is the intercept, ln(L) is the dependent variable and p1 to p4 are the 

coefficients to be determined. The values used for density, thermal conductivity, specific heat 

capacity and thickness are shown in Table 2. 

Table 2. Properties used for the materials tested 

Material Density, ρ 

(kg m-3) 

Thermal Conductivity, 

k  

(W m-1 K-1) 

Specific heat 

capacity, cs  

(J kg-1 K-1) 

(Drysdale, 2011) 

Thickness, lt  

(mm) 

Paper (Cellulose) 398.67 0.039 (Zhao et al, 2011) 1.3  0.19 

Cardboard 720.68 0.039 (Zhao et al, 2011) 1.3  0.32 

Polyethylene  478.82 0.4 (Drysdale, 2011) 2.1  0.20 

Polyethylene  1074.76 0.4 (Drysdale, 2011) 2.1  0.50 

Polyethylene  1307.28 0.4 (Drysdale, 2011) 2.1  1.00 

 

As part of the analysis the 4/3 exponent (in Equation 1) was initially varied and it was observed that 

an exponent of 1 yielded a more favourable coefficient of determination. A lower exponent shows 

the built environment is less sensitive to the thermal radiation flux than for human exposure.  

To provide assurance in the derived coefficients a range of statistical tests were carried out. The 

standard error shows a percentage variability or uncertainty associated with the sample estimate of a 

population parameter. The values calculated above are reasonable with respect to standard error. The 

t stat is how many standard errors a sample estimate is from a proposed value. P values are used with 

t stat to determine the statistical significance, with lower values indicating that derived results are 

unlikely to have occurred by chance alone. 

One unsatisfactory result was a zero value for the specific heat capacity coefficient. Investigation into 

different specific heat capacity values for paper and card yields a relatively high coefficient (~3) for 

the specific heat capacity. It is postulated that this due to similar specific heat values (no significant 

variation) for the materials used in this research. Therefore the analysis without this coefficient was 

re-run with the results shown in Fig. 10 and Table 3. 

The results in bulk followed expected trends. As density, thermal conductivity, and thickness 

increase, the thermal dose necessary for production of smoke also rises. This is illustrated by Fig. , 

which shows thermal dose ascending for paper (purple circle) and cardboard (yellow circle). The 

same trend is also shown for 0.2 mm (red circle), 0.5 mm (green circle) and 1 mm plastics. It is 

however noted that for 1 mm plastics there appears to be a greater spread of data. Whilst this is typical 

of this type of experimental work, it should be noted that some of the thermal properties of the 

materials used in the present work are based on typical literature values rather than actual 

measurements which introduces a source of error and uncertainty in the current indicative 

correlations. This will be addressed in future work by careful quantification of all the relevant 

parameters for the materials tested.  

The statistical analyses, coupled with a coefficient of determination of 0.88, provide confidence that 

the relationship between the thermal properties of a material and the dosage required for ignition is 

𝑙𝑛(𝐿) = 𝑙𝑛(𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡) + 𝑝1 𝑙𝑛(𝜌) + 𝑝2 𝑙𝑛(ℎ) + 𝑝3 𝑙𝑛(𝑐𝑠) + 𝑝4𝑙𝑛(𝑙𝑡) (Equation 3) 
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accurate. While additional testing on a broader range of materials is necessary, this research supports 

that refinements in the criteria for assessing whether a material would ignite is warranted. 

 

Fig. 10. Results of multivariate regression analysis for smoke observations with 3 coefficients 

Table 3. Statistical tests of the fit for data in Fig.  

Parameter Coefficient Standard Error t Stat P-value 

Intercept -0.65 1.58 -0.41 0.68 

p1 (Density) 1.04 0.22 4.80 4.0 x 10-6 

p2 (Thermal 

conductivity) 

0.34 0.03 12.69 5.6 x 10-25 

p4 (Thickness) 0.22 0.16 1.44 0.15 

 

Using the coefficients in Table 3, the correlation in Equation 3 is therefore: 

Using this relationship gives thermal doses for the onset of smoke as shown in Table 4. 

Table 4. Calculated thermal doses for the onset of smoke 

Material Thickness, lt  

(mm) 

Calculated Thermal Dose, L  

(kW m-2 s) 

Paper (Cellulose) 0.19 60 

Cardboard 0.32 122 

Polyethylene  0.20 162 

Polyethylene  0.50 461 

Polyethylene  1.00 660 

 

𝑙𝑛(𝐿) = 𝑙𝑛(−0.65) + 1.04 𝑙𝑛(𝜌) + 0.34 𝑙𝑛(ℎ) + 0.22𝑙𝑛(𝑙𝑡) (Equation 4) 
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4. Conclusions 

The newly developed experimental laboratory scale setup successfully replicated fireball exposure 

and permitted materials to be subjected to controlled transient heat fluxes. When comparing the 

laboratory scale thermal dose exposure with the large scale experimental data, a coefficient greater 

than 0.9 was obtained demonstrating that the laboratory scale setup accurately replicates the large 

scale tests. 

In this study, the investigation focused on the thermal dose linked to both spontaneous and piloted 

ignition across various materials. The application of the Biot number did not yield definitive results. 

Steady-state tests were carried out to enable comparisons with the thermal dose needed for ignition 

in transient tests. It became evident that different thermal doses were necessary to induce ignition. 

The analysis of the Biot number, coupled with these findings, underscored the need to consider other 

parameters in the study. 

In addition to the data on pilot and spontaneous ignition, video records were scrutinized to pinpoint 

the initial appearance of smoke during the tests. This facilitated a statistical analysis of three sets of 

data, with physical properties of the materials tested included. This approach proved successful, with 

a correlation for predicting ignition across limited set of materials that had a coefficient of 0.88. 

Application of the derived correlation with respect to the built environment highlighted that the 

current approach is conservative. 

Beyond fireballs, the laboratory setup could be used to research other applications, by adjusting the 

speed of the sample's rise or fall of a sample for example. Applications of interest in this context 

include the assessment of material responses to detonations, real fires and military scenarios that 

would otherwise be costly to replicate at large scale.  
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Abstract 
A large explosion and fire occurred on October 27 2022 in a residue desulfurization (RDS) process 
in a refinery in Kaohsiung, Taiwan. The incident occurred during pressurization of the RDS reactors 
and downstream coolers by hydrogen. The incident led to significant damages to the downstream 
coolers and some part of the RDS reactors. Detailed incident investigation was carried out. A reactor 
effluent air cooler (REAC) in the downstream of RDS reactors was found to be ruptured in the 
rectangular header box. With security videos, process DCS data, leak and dispersion modelling, and 
actual damage on the process, it is possible to reproduce the leak rate, size of the initial fire ball and 
damages done to the process. Recommendations are made to prevent and mitigate any future incident 
from the RDS process. 

Keywords: residue desulfurization, sulfide stress cracking, hydrogen leak, hydrogen fire and 
explosion. 

Introduction 
Residue desulfurization (RDS) is a high-pressure catalytic hydrotreating process that produce low 
sulfur fuel oil or feedstock for residuum fluid catalytic cracking (RFCC) unit. Sulfur in the residue is 
catalytic converted into hydrogen sulfide at elevated pressure and temperature. The feeds for RDS 
are atmospheric and vacuum residue from crude oil distillation. The technology of the incident RDS 
unit was licensed from Chevron Lummus Global (CLG) which is the major source of RDS licensing 
worldwide. 
Desulfurization and catalytic cracking are major parts of refinery technology to produce low sulfur 
and high value fuel oil and since 1950.  These technologies all had similar corrosion experiences that 
eventually were identified as being associated with the presence of hydrogen sulfide (H2S) and 
ammonia (NH3), and their reaction product ammonium bisulfide (NH4HS), in the reactor effluents. 
The corrosion leads to equipment rupture and severe fire and explosion (API, 2002). The causes and 
prevention measures through selection of corrosive resistant alloy have been subjected to extensive 
studies.  
In this work, we report a large explosion and fire occurred on October 27 2022 in a RDS process in 
a refinery in Kaohsiung, Taiwan. The incident occurred during pre-startup pressurization of the RDS 
reactors and downstream coolers by hydrogen. The incident led to significant damages to the 
downstream coolers and some part of the RDS reactors. NKUST SERT team was involved in the 
incident investigation aiming at proposing recommendations for preventing future incidents. Special 
emphasis was placed not only the cause of the incident but also on the consequence analysis of the 
leak. A reactor effluent air cooler (REAC) in the downstream of RDS reactors was found to be 
ruptured in the rectangular header box. With security videos, process DCS data, leak and dispersion 
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modelling, and actual damage on the process, it is possible to reproduce the leak rate, size of the 
initial fire ball and damages done to the process. The rupture led to a large hydrogen leak that 
spontaneously ignited with very small delay ignition time (<3s), and created a fire ball with a size of 
around 83 m and very small overpressure.  

1. On-scene incident investigation 
1.1. Events before the incident 

The incident RDS unit was under regular maintenance before the incident. Various equipment, 
including the E-3004A/B reactor effluent air coolers (REAC), were isolated and pressure tested. On 
October 13, the RDS unit was ready for pressurization and dry of catalyst by nitrogen. Upon drying 
was completed on October 20, temperature was reduced to 160°C and hydrogen was fed into the 
system to replace nitrogen. By October 23 17:15, system pressure reached 5.5 MPa and hydrogen 
concentration above 88%, a small leak was fund on one of the plug in E-3004A/B outlet. The leak 
cannot be sealed by tightening and thus the system hydrogen was depressurized and replaced by 
nitrogen. The plug leak was sealed by welding on October 25 and pressurization resumed. By October 
27 19:50, pressure reached 12.35 MPa and hydrogen concentration was above 88%. Pressurization 
was then continued and by 22:34 a large fire occurred near the area below E3004 A/B unit. The fire 
lasted about four hours causing extensive damage to the RDS unit.   

1.2. The damage of the RDS unit 
Figure 1 shows the damage on RDS reactors which had sign of flash fire as far as R-3002. The damage 
on REAC E-3004A was however more extensive as shown in Figure 2. Tube bundle of the E-3004A 
was bended as well its forced draft fan unit was detached and destroyed while E-3004B and its fan 
unit remained intact. There was extensive damage on the steel structure and pipeline beneath the 
REAC. The REAC is a special type of heat exchanger that use forced air flow to cool down the 
process fluid in the tube side. Unlike typical shell-and-tube heat exchangers, there is no shell around 
the tubes and tubes are arranged and fitted to rectangular header boxes. Each tube is also finned in 
the outer surface to maximize the heat transfer. Each E-3004 unit has a total of 138 tubes with tube 
length of 9.136 m and internal diameter of 22.1 mm. 

 
Fig. 1. Photo of damage on RDS reactors 
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Fig. 2. Photo of damage on E-3004A/B REAC and nearby steel structure and pipeline  

Upon the E-3004A/B was removed from the site as shown in Figure 3, a large crack was found on 
the outlet side of the rectangular header box of E-3004A as shown in Figure 4. The crack measured 
to around 1.2 m in length and the maximum opening width was around 6 cm. There were also several 
tubes ruptured but the number of tubes ruptured was limited. It is unlikely that the tube rupture was 
the cause of the leak but the leak size should be consistent with the consequence analysis. The both 
header boxes of E-3004A were cut out for internal inspection. There were four stiffening plates inside 
the rectangular header box. Fig. 5 showed the photo of cut-out of E-3004A outlet side header box. 
One of the stiffening plates was completed detached from the box while the remaining three plates 
had at least one side weld cracked. 

 
Fig. 3. Photo of damage on E3004 A/B REAC  

 
Fig. 4. Photo of the crack on E-3004A outlet header box and ruptured tubes 
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Fig. 5. Photo of cut-out of E-3004A outlet side header box  

1.3. Process data from DCS 
Pressure and temperature data were recorded in DCS system. These data were retrieved for analysis. 
Figure 6 and 7 show the simplified flow diagram and temperature/pressure data of the RDS unit. Any 
leak from the process will lead to pressure drop monotonically in all upstream and downstream 
sensors. As shown in Figure 7, both pressure data for R-3004 and R-3005 dropped to zero after the 
incident indicating a broken data connection. Pressure drop rate is higher at PI-0028/D-3002 than 
those at PI-0047/D-3003. Thus, the leak should occur closer to D-3003. Temperature data were 
however scattered. All data at T-0181/E-3002 and upstream were roughly the same after the incident, 
except that T-0171 experienced a spike around 270 s after the incident. TI-0193 actually increased 
and approached to the temperature of its upstream indicating a loss or reduced cooling. TI-0194/TI-
0195 both dropped to zero after incident which indicate broken data connection. Further downstream 
at TI-0203A dropped close to ambient temperature. Isentropic expansion leading to rapid cooling 
occurred mostly near the crack. On the other hand, the leak will result an increased flow which will 
also reduce cooling in the upstream of the leak. Thus, the leak should take place at down stream of 
TI-0193/E-3003A/B, and possibly near TI-0194/TI-0195 for E-3004A/B. This is consistent with the 
fact of the split in E-3004A outlet header box which is located right between TI-0193 and TI-0194. 
These data will be used for validation for possible leak rate and consequence analysis. 

 
Fig. 6. Simplified process flow diagram of RDS units  
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Fig. 7. Temperature and pressure data of RDS units  

1.4. Video data 
Although there were many surveillance video cameras in the plant, none of them catch the instant of 
the leak and fire. On the other hand, an elevated camera on top of a stack in another plant 3 km away 
from the incident site captured the whole event as shown in Figure 8. The fire ball looks completely 
engulfed the whole plant, yet Fig. 1 showed that the actual flame impingement was limited to within 
the RDS units. Thus, it is difficult to evaluate the fire ball size based on this video. There was however 
a camera in a unit next to the RDS captured fire ball a few seconds after the initial leak as shown in 
Figure 9. Based on the distance of the two distillation columns that bracket the fire ball, it is possible 
to estimate the fire ball size at 22:40:13 was about 25 m. Thus, the fire ball size for the remote video 
at same time should bear the same size, and the largest fire ball diameter can be estimated accordingly 
to be approximately 85 m in Figure 9. The light damage on the inlet pipe to R-3002 shown in Fig. 1 
is about 45 m away from E-3004 which is roughly consistent with the radius of the observed fire ball. 
The fire ball size will be useful for validate the leak and its consequence analysis. 

 
Fig. 8. Video clips of the leak and fire taken from camera 3 km away  
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\

 
Fig. 9. Estimation of initial fire ball size based on comparison of video clips  

2. Consequence analysis 
2.1. Release modelling 

Owing to the complexity of the RDS unit, it will be difficult to perform detail release modelling based 
on exact process configuration. Instead, the RDS unit is simplified into a single vessel with equivalent 
volume of all vessels from R-3000 to D-3002. Volume of connecting piping as well as vessel/reactor 
internal structure/catalyst are neglected. The equivalent volume is estimated to be 2,053.9 m3. The 
simplified vessel is assumed to have pressure and temperature of 12.97 MPa and 152.11°C, 
respectively, which are the lowest values of RDS unit before the incident. The hole size is assumed 
to be a circular orifice with area of 0.036 m2 which is the area of the triangular crack measured to 1.2 
m in length and 0.06 m in height. For simplicity, the fluid is assumed to be 100% gaseous hydrogen. 
ALOHA (Areal Locations of Hazardous Atmospheres) is the hazard modeling program developed by 
National Oceanic and Atmospheric Administration (NOAA) (Jones et al., 2013). ALOHA can model 
toxic and flammable gas clouds, BLEVEs (Boiling Liquid Expanding Vapor Explosions), jet fires, 
pool fires, and vapor cloud explosions, all for single component chemical. Although ALOHA is a 
simplified, macroscopic model, its extensive range of chemical data and   
For the release modeling of the single vessel hydrogen leak, ALOHA first determines whether gas 
flow will be sonic (choked) or subsonic (unchoked) and calculate the respective flow rate. The 
estimated rate of gas release drops over time as the tank pressure is expected to drop as gas exits the 
tank. Adiabatic expansion is also taking into account to cool the tank contents and further reducing 
the pressure. Figure 10 shows the comparison of calculated leak rate against pressure data. The 
calculated leak rate matches quite well the pressure data at PI-0028/D-3002 which is upstream of the 
leak. PI-0047/D-3003 showed a lower pressure as it was located at downstream of the leak and thus 
detached from the main RDS unit. Peak leak rate is estimated to be 8670 kg/min. 
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Fig. 10. Comparison of calculated leak rate against pressure data  

2.2. Fire and explosion modelling 
The damage in Fig. 1 suggests that the release resulted in a flash fire rather than explosion and 
overpressure. Flame affected as far as 41 m from the leak. Thus, the present fire and explosion 
modelling aims to reproduce the results to uncover the precise release consequence. For pressurized 
release, ALOHA can model gas clouds, jet fires, and vapor cloud explosions (VCE). The difference 
lies in the ignition time. VCE is possible only for ignition delay 3 s or more. For a full VCE with all 
possible ignition times, the overpressure of 8 psi capable of destructing building extends more than 
800 m as shown in Fig. 11. This is clearly inconsistent with the actual damage. For 3 seconds delayed 
ignition, the overpressure of 8 psi is limited to a short range of 11 m. This is a more plausible scenario 
as structure damage was limited to the area near E-3004A as shown in Figure 2. 

 
Fig. 11. Overpressure from VCE modelling. Left: full VCE with for all possible ignition times. Right: VCE 

with 3 s ignition delay 

For jet fire modelling, the range of thermal radiation of 15.77 kW/m2 extends to 82 m as showing in 
Fig. 12. The 15.77 kW/m2 is the thermal radiation level on structure for sizing flare stack height (API, 
1997) as is considered a safe radiation level for structure. At 41 m, the thermal radiation peaks at 61.3 
kW/m2 but decays rapidly. Effect of thermal radiation from fire is depending not only on the radiation 
level but also on the radiation time. Although exact analysis requires further studies but the observed 
limited range of thermal radiation damage plus no sign of overpressure damage suggest that the leak 
resulted in spontaneous ignition and jet fire. It is well known that pressurized releases of hydrogen 
into air may lead to spontaneous ignition (Dryer et al., 2007; Golub et al., 2007). The spontaneous 
ignition is a result of shock heating to cause autoignition of mixtures formed with hydrogen and air, 
as well as a critical volume of the mixture that is capable of undergoing flame spreading. To achieve 
spontaneous ignition, it requires a proper combination of downstream geometry and sufficiently high 
failure pressure. Dryer et al. (2007) reported a critical value of 2.27 MPa for spontaneous ignition. 
The current RDS pressure was well abve the critical value and thus spontenous ignition was likely 
which resulted in jet fire instead of VCE. 
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Fig. 12. Left: range of thermal radiation from jet fire modelling. Right: thermal radiation level at 41 m 

2.3. Analysis of subsequent fire  
Figure 10 suggests that the hydorgen in the RDS unit should be released completely in less than 10 
min time. Nevertheless, the fire continued for about four hours. As VCE was excluded as the main 
cause of damage, the continued fire after emptying the RDS units was investigated.  
The video camera showed quite different fire behaviors after the initial hydrogen jet fire in Figure 9. 
Figure 13 left clip showed pecular bright flame and sparkles on 22:48 which lasted for around 5 min. 
The flame later turn into light orange color and heavy smoke as shown in the right clip of Figure 13. 
The sparkle was found to be the burning of aluminum fins on E-3004 tube exterior surface. It is likely 
that the bending and rupture of tube bundle occurred and the fins were burnt and proppelled out from 
the tube. The later stage fire with heavy smoke was confirmed to be rupture of fuel pipe and flare 
header that located beneath the E-3004 which contained vented fuel oil and other waste gases. The 
fire was put off eventually by shutting off the waste gas into the flare system. The rupture was a direct 
result of flame impingement on the piping and structure. Unfortunately, there is no  sprinkler system 
to protect the area from fire impingement. The extent of the damage could be far smaller should the 
RDS area is protected properly with fire proofing insulation and sprinkler system. 

 
Fig. 13. Left: bright flame and sparkles on 22:48. Right: light orange flame and heavy smoke on 23:05 

3. Cause of leak 
Corrosion has been a major issue for all RDS unit due to the presence of sulfur. Lower grade steel 
performs poorly in this service and duplex stainless steel 2205 has been proposed for better corrosion 
resistance. These stainless steels typically have an annealed structure that is generally half ferrite and 
half austenite. However, special welding requirement and inspection are required (API, 2015). In 
particular, proper phase balance of ferrite and austenite in weld deposits and heat affected zones is a 
critical concern during welding and should be verified by ferrite measurements done on the weld 
procedure qualification samples. 
Inspection of the ruptured header box as shown in Figure 5 revealed that the stiffener plates inside 
the box were welded poorly with significant numbers of welding defects, including imbalanced ferrite. 
Sulfur was also found on the cracked welding surface. It is concluded that the failure was caused by 
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sulfide stress cracking (SSC). In combining with the stringent welding requirement of duplex stainless 
steel and the tight space inside the header box, it is not a surprise to find that REACs made of duplex 
stainless steel have contributed to many fires and explosions in the RDS processes around the world 
(Lin and Risse, 2013; API, 2002; He et al., 2016; Volfson, 2018). 
Recommendations are made to either replace the duplex stainless steel by Alloy 825 or perform strict 
inspections and analyses of the welding of duplex stainless steel. In addition, visual inspection of all 
existing duplex REACs through the tube plug holes should be done to uncover any major welding 
defect and premature cracking of the stiffener plates inside the header box. 

4. Conclusions and recommendations 
Contrary to typical heat exchangers, reactor effluent air-coolers for RDS unit bear special risks as any 
crack would leak into air directly. Numerous lessons can be learnt from the present investigation. The 
following recommendations are given: 
 Welding and inspection of the duplex stainless steel header box should follow strictly the 

requirement given in relevant guidelines such as API (2015).  
 Existing duplex REAC should be checked to prevent similar incident from occurring. Inspection 

of the stiffening plate welding is possible through the use of endoscope inserting into the plug 
holes.  

 When the RDS system contained primarily hydrogen, fire instead of VCE was the major cause 
of damage as the leaked hydrogen was subjected to shock-induced ignition.  

 Proper fire protection measures such as sprinkler system and fire proofing insulation should be 
taken to mitigate the damage from fire. 

 It is possible to assess the leak location from DCS pressure and temperature data. Proper 
isolation instead of completely blowdown of the RDS system can minimize the impact of the 
leak should the exact leak location can be assessed in early stage of the incident. 
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Abstract 

Replacing coal with green hydrogen as reducing agent in metal and steel production is considered a 

viable solution for reducing the global emissions of carbon dioxide. At the same time, it is of vital 

importance to evaluate the implications for safety when hydrogen is introduced in industrial 

processes. Explosive atmospheres encountered in the processing of metal ore may contain both 

flammable gases and combustible dusts. 

This paper describes an experimental investigation of safety characteristics of hybrid mixtures 

composed of hydrogen, air, and representative dusts from the processing of the titanium-iron oxide 

mineral ilmenite. The approach adopted entails the measurement of the maximum explosion pressure 

Pmax and the maximum rate of pressure rise (dP/dt)max of hybrid explosions in a 20-litre explosions 

vessel, following the procedure prescribed for a recent round robin study. 

The results demonstrate that 2 vol.% of hydrogen in air, i.e. significantly below the lower explosible 

limit (LEL), can have pronounced effect on Pmax and (dP/dt)max for the hybrid mixtures. For hybrid 

mixtures with hydrogen concentrations exceeding LEL, the maximum rate of pressure rise is 

dominated by the high reactivity of hydrogen, whereas the higher energy release per mole of oxygen 

for titanium has a pronounced effect on Pmax. 

Keywords: hybrid mixtures, hybrid explosions, hydrogen, ilmenite, iron, titanium 

1. Introduction 

Humankind consumes fossil fuels at an increasing rate, and the release of carbon dioxide on a massive 

scale continues to drive climate change. According to Olabi et al. (2022), the process industry is 

responsible for almost one-fifth of the global greenhouse gas emissions. Sectors that consume large 

amounts of fossil materials as fuel or feedstock, such as cement, steel, glass, and petrochemicals, are 

particularly challenging to decarbonise (Lamb et al., 2021). 

Hydrogen is a carbon-free energy carrier that can be produced from renewable energy sources, and 

hydrogen can also replace coal as reducing agent in industrial processes. However, hydrogen-air 

mixtures are highly flammable, easily ignitable, and have a propensity for deflagration-to-detonation-

transition (DDT). This represents a significant challenge for risk assessments and safety. 

Although there has been renewed interest in hybrid explosions in recent years (Wu et al., 2023), there 

is limited information in the public domain on the safety characteristics of flammable mixtures of 

hydrogen and dusts from intermediate or end products encountered in the production of metals. 

This paper presents an experimental study of hybrid mixtures composed of hydrogen and 

representative dusts encountered in the processing of the titanium-iron oxide mineral ilmenite 

(FeTiO3), as well as pure titanium. The approach adopted entails the measurement of the maximum 

explosion pressure Pmax and the maximum rate of pressure rise (dP/dt)max of hybrid explosions in a 

20-litre explosions vessel, following the procedure described by Spitzer et al. (2023). 
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1.1. Hybrid explosions 

1.1.1. Definition 

Bartknecht (1993) limited the definition of hybrid explosions to mixtures of air, flammable gas, and 

combustible dust where the gas concentration is below its lower explosion limit (LEL). A more 

general definition includes all mixtures of flammable gases and combustible dusts, regardless of their 

respective concentrations (Addai et al., 2015). 

A hybrid mixture can support flame propagation even if the individual concentrations of its 

components are below the LEL for the flammable gas and below the minimum explosible 

concentration (MEC) for the combustible dust. 

1.1.2. Previous work on hybrid explosions with non-metal dusts 

Denkevits (2007) studied hybrid explosions with hydrogen and fine graphite dust in a 20-litre vessel. 

At low concentrations, the explosion pressures developed in two stages: a fast hydrogen explosion, 

followed by an additional increase in pressure from the combustion of the dust. 

Khalil (2013) observed higher deflagration severity indices for hybrid mixture of hydrogen and 

activated carbon compared to pure gaseous mixtures with the same concentration of hydrogen. 

Kosinski et al. (2013) studied hybrid mixtures of carbon black and propane in a 20-litre vessel. The 

addition of carbon black to lean gaseous mixtures increased the explosion pressure. 

Wang et al. (2020a) observed that the addition of methane (<LEL) decreased the MEC for different 

types of coal dust. The decrease was more significant for coal dust with high volatile content. 

Ji et al. (2022) studied different hybrid mixtures over a wide range of concentrations in a standard 

20-litre spherical explosion vessel. The addition of flammable gases (<LEL) to dust clouds increased 

Pmax and (dP/dt)max. However, both Pmax and (dP/dt)max were lower for hybrid mixtures compared to 

pure gaseous mixtures (>LEL). 

Wu et al. (2023) presented a comprehensive review of safety characteristics, explosion 

regimes/criteria, and flame characteristics of hybrid mixture explosions. 

1.1.3. Previous work on hybrid explosions with metal dusts 

Cardillo and Anthony (1978) studied hybrid mixtures of propane-air and iron. The MEC of iron was 

reduced from 200 to 100 g m-3 when 1 vol.% propane was added to the mixture. 

Skjold (2013) observed two-stage pressure development in hybrid explosions in a 20-litre vessel for 

certain combinations of hydrogen and silicon concentrations in hybrid mixtures. 

Denkevits and Hoess (2015) studied hybrid mixtures of hydrogen and aluminium particles in a 20-

litre vessel. Both Pmax and (dP/dt)max were higher for the hybrid mixtures, compared to pure gaseous 

mixtures and dust clouds. For low concentrations (<LEL/MEC), the explosion pressures developed 

in two stages.  

Wang et al. (2020b) studied the explosion characteristics of aluminium powder in different mixed 

gas environments. They observed a secondary pressure peak for hybrid mixtures of hydrogen, 

oxygen, and aluminium dust with excessive amounts of aluminium powder in the 20-litre vessel.  

Ji et al. (2023) observed flame propagation in hybrid mixtures of hydrogen and magnesium dust in 

an open-ended duct. Both the maximum pressure and the maximum rate of pressure rise increased 

significantly when the hydrogen concentration surpassed 10 vol.%. 
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2. Materials and methods 

This section describes the materials used, the experimental apparatus, and the experimental 

procedures. 

2.1. Materials  

Three of the four dusts used in this study were provided by INEOS Tyssedal, a metallurgical 

conversion plant that produces titanium dioxide slag and high purity pig iron from ilmenite (FeTiO3). 

The company intends to replace coal with hydrogen as reducing agent, and the three dusts selected 

for testing were ilmenite and two by-products from the pre-reduction process: magnetic fines, and 

non-magnetic fines. 

The test matrix was complemented with titanium dust from Chemetall (“Titaniummetallpulver S”). 

The available sample originated from a study of minimum ignition energy (Randeberg, 2006). 

Compressed hydrogen was supplied from a 50-litre bottle (Hydrogen 5.0 Ultra, >99.999 vol.% H2). 

Table 2.1 summarises the results from particle size measurements with a Malvern Mastersizer 3000. 

dv,0.1, dv,0.5, and dv,0.9
 are standard percentile readings, meaning that the particle size within the 

corresponding percentage is below the stated size. d4,3 is the volume moment mean.  

Table 2.1: Particle size distribution characteristics for the samples investigated.   

Sample dv,0.1 (𝝁m)  dv,0.5 (𝝁m)  dv,0.9 (𝝁m) d4,3 (𝝁m) 

Ilmenite  0.04 1.87 14.2 6.8 

Magnetic fines 1.13 4.48 17.8 8.2 

Non-magnetic fines 0.11 8.72 28.1 12.1 

Titanium 10.70 23.2 44.2 26.3 

 

2.2. Apparatus 

The experiments were conducted in a 20-litre explosion vessel of the USBM type (Figure 2.1), fitted 

with the control and dispersion system from the standard 20-litre Siwek sphere (Skjold, 2003). 

Digital pressure indicators of type DPI 705 measured the initial pressures in the vessel and in the dust 

reservoir. The standard KSEP 332 unit from Kuhner triggered dust injection and ignition and 

collected pressure data measured with piezoelectric pressure transducers and charge amplifiers from 

Kistler (Cesana & Siwek, n.d.). Figure 2.2 shows a typical pressure-time history from a test in a 

constant volume explosion vessel, where: 

Pex is the maximum explosion overpressure measured in a specific test – Pm is the corrected maximum 

explosion overpressure, adjusted for the effect of heat losses and the pressure generated by the 

chemical ignitors, and Pmax is the average value of the three highest Pm values measured over a 

wide range of fuel concentrations. 

(dP/dt)m is the maximum rate of pressure rise measured in a specific test – (dP/dt)max is the average 

value of the three highest (dP/dt)m values measured over a wide range of concentrations, and the 

KSt value is (dP/dt)max normalised by the cube root of the vessel volume Vv: KSt = (dP/dt)max Vv
1/3. 
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Figure 2.1: The 20-litre explosion vessel. 

 

 

Figure 2.2: Typical pressure-time curve from an explosion in the 20-litre vessel. 

2.3. Experimental procedure 

The determination of Pmax and (dP/dt)max for dust clouds followed the standard procedure for the 20-

litre vessel (Cesana & Siwek, n.d.), with 2 × 5 kJ chemical igniters as the ignition source. 

The testing of gaseous and hybrid mixtures followed the procedure prescribed for the recent round 

robin tests for safety characteristics of hybrid mixtures (Spitzer et al., 2023), with 2 × 1 kJ chemical 

igniters as the ignition source. 
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3. Results and discussion 

This section presents and discusses the results obtained for the four dusts mentioned in section 2.1. 

3.1. Ilmenite 

Ilmenite is an oxide, and hence not combustible. This was confirmed in the experiments. Ilmenite did 

however exhibit a quenching effect on hydrogen explosions. A change in colour, from the dark grey 

mineral injected into the vessel, to an orange residue deposited on surfaces inside the vessel after 

explosion tests, indicated that ilmenite reacted chemically. A likely reaction can be the reduction of 

ilmenite with hydrogen (Zhao and Shadman, 1991; Sabat et al., 2014; Sargeant et al., 2020): 

FeTiO3 (s) + H2 (g) → Fe (s) + TiO2 (s) + H2O (g) 

The iron produced in this reaction may explain why the residue was conducting, resulting in short-

circuiting of the insulated holders for the chemical igniters inside the vessel after tests. 

3.2. Magnetic fines 

Magnetic fines consist of crushed metallised pellets, and like ilmenite, this material was also non-

reactive, apart from a certain quenching effect on hydrogen explosions. 

3.3. Non-magnetic fines 

Non-magnetic fines comprise of fine coke and non-metallic dust, and the results from standard dust 

explosion testing using 10 kJ ignition energy showed some reactivity. Here non-magnetic fines had 

a maximum explosion pressure of 6.77 bar(g), and a maximum rate of pressure rise of 147.3 bar s-1, 

corresponding to a KSt value of 40 bar m s-1. 

Figure 3.1 summarises the results for non-magnetic fines using 2 kJ ignition energy, with and without 

hydrogen. The tests with 0 vol.% hydrogen (blue symbols), exhibited a peak explosion pressure of 

0.4 bar(g), and a peak rate of pressure rise of 40 bar s-1. Compared with the standard dust testing, the 

impact of ignition energy on the explosion indices of non-magnetic fines is significant.  

 

Figure 3.1: Explosion overpressure (left) and rate of pressure rise (right) as a functions of nominal dust 

concentration for non-magnetic fines, for 0, 2, and 10 vol.% hydrogen in air, using 2 kJ ignition energy. 

For hybrid mixtures with only 2 vol.% hydrogen, i.e. 50% of LEL for pure hydrogen-air mixtures, 

both Pm and (dP/dt)m increased rapidly when the concentration of non-magnetic fines reached a 

critical concentration of about 230-235 g m-3 (orange symbols). Figure 3.1 shows that the explosion 

pressure increased from 0.6 to 6.4 bar(g), and the rate of pressure rise increased from 20 to almost 

100 bar s-1. For nominal dust concentrations exceeding 250 g m-3, the explosion pressure declines 
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linearly, whereas the rate of pressure rise increases slightly up to about 500-600 g m-3 and declines 

slowly for higher concentrations. 

For hybrid mixtures with 10 vol.% hydrogen (green symbols), the highest explosion pressure of 6.6 

bar(g) is reached for a nominal dust concentration of 250 g m-3. This is more than twice the pressure 

obtained for 10 vol.% hydrogen in air without dust. For higher dust concentrations, the Pm values 

decline below the values obtained for hybrid mixtures with 2 vol.% hydrogen. This is reasonable, 

since an increase from 2 to 10 vol.% hydrogen in the hybrid mixture implies that there is less oxygen 

available for the combustion of the dust particles. The development of (dP/dt)m for dust 

concentrations up to 250 g m-3 is more complex, and there is significant spread in the results. For 

higher dust concentrations, there is a near linear decrease in the maximum rate of pressure rise. 

Figure 3.2 shows selected pressure-time curves from the tests with non-magnetic fines summarised 

in Figure 3.1, for mixtures with 2 vol% hydrogen (left) and 10 vol.% hydrogen (right). The curves 

for the flammable hydrogen-air mixtures with added dust on the right show the typical behaviour of 

a two-stage combustion process. 

 

Figure 3.2: Pressure-time histories for explosions with non-magnetic fines, with and without hydrogen, using 

2 kJ ignition energy. 

3.4. Titanium 

The results from the standard dust explosion testing of the titanium dust using 10 kJ ignition energy 

indicate Pmax and (dP/dt)max values of at least 6.36 bar(g) and 454 bar s-1, respectively, corresponding 

to a KSt value of 123 bar m s-1. The number of tests that could be performed was limited by the size 

of the available dust sample, and it was not possible to determine maximum values for all mixture 

compositions since the experimental apparatus could not generate dust clouds with higher 

concentrations than 1000 g m-3.  

Figure 3.3 summarises the results from the hybrid tests for titanium dust using 2 kJ ignition energy, 

with and without added hydrogen. The tests with 0 vol. % hydrogen (blue symbols) indicate peak Pm 

and (dP/dt)m values of 5.9 bar(g) and 460 bar s-1, respectively. The Pm and (dP/dt)m values obtained 

for hybrid mixtures with 2 vol.% hydrogen are quite similar to the results obtained for those with 0 

vol.% hydrogen. For hybrid mixtures with 10 vol.% hydrogen, the explosion pressures are 

significantly higher, especially for nominal dust concentrations up to about 250 g m-3, and the 

flammable hydrogen-air mixture has a pronounced effect on (dP/dt)m over the entire range of 

concentrations. 

Figure 3.4 shows selected pressure-time histories from the hybrid tests with titanium summarised in 

Figure 3.3, for nominal dust concentrations of 500 g m-3 (left) and 1000 g m-3 (right). Unlike the 
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results for non-magnetic fines in Figure 3.2, there is no indication of a two-stage combustion process 

for these hybrid mixtures. There is, however, a significant increase in both Pm and (dP/dt)m for the 

tests with 10 vol.% hydrogen. 

 

Figure 3.3: Explosion overpressure (left) and rate of pressure rise (right) as a functions of nominal dust 

concentrations for titanium, for 0, 2, and 10 vol.% hydrogen in air, using 2 kJ ignition energy. 

 

Figure 3.4: Pressure-time histories for explosions with titanium dust, with and without hydrogen, using 2 kJ 

ignition energy. 

3.5. Overall discussion 

The higher explosion pressures obtained for hybrid mixtures, compared to gaseous mixtures and dust 

clouds, are consistent with previous studies (Denkevits, 2007; Kosinski et al., 2013; Denkevits and 

Hoess, 2015). The significant increase in (dP/dt)m for hybrid mixtures with 10 vol% hydrogen, i.e. 

flammable hydrogen-air mixtures with added dust, also seems reasonable given the extreme reactivity 

of hydrogen relative to most other fuels. 

Non-magnetic fines are comprised of fine coke and non-metallic dust from the reduction of ilmenite 

by coal. Hence, the energy content and explosion characteristics of this dust are likely to be 

comparable to that of carbon. Carbon exhibits a heat of combustion per mole oxygen consumed of 

394 kJ. For titanium and hydrogen, the corresponding values are 945 kJ and 484 kJ, respectively. The 

significant difference in the energy that can be released during explosions in closed vessels between 
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non-magnetic fines and titanium dust can explain why the addition of hydrogen had a more 

pronounced effect on the explosion pressure for non-magnetic fines, compared to titanium. 

Concerning the prospect of replacing coal with hydrogen as reducing agent in the processing of metal 

ore, the dramatic increase in both Pm and (dP/dt)m for hybrid explosions with non-magnetic fines and 

only 2 vol.% hydrogen is of particular concern from a safety perspective. 

4. Conclusions and suggestions for further work 

This study was motivated by the possibility of replacing coal with green hydrogen as reducing agent 

in the processing of metal ore. The approach adopted entailed an experimental investigation of hybrid 

explosions in a 20-litre explosions vessel.  

The main conclusions can be summarised as follows: 

• The addition of a low concentration of hydrogen, significantly below LEL, can have a dramatic 

effect on both Pmax and (dP/dt)max for a combustible dust with low reactivity. 

• For hybrid mixtures with hydrogen concentrations exceeding LEL, the maximum rate of 

pressure rise is dominated by the high reactivity of hydrogen. 

• The high energy release per mole of oxygen for titanium has a pronounced effect on Pmax. 

Suggestions for further work include: 

• Investigating additional hydrogen concentrations – the number of tests that could be performed in 

the present study was limited by the availability of chemical igniters. 

• Additional testing of hybrid explosions with metals, including titanium and iron – the number of 

tests that could be performed with titanium in the present study was limited by the sample size, 

and iron dust was not available. 
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Abstract 

This paper presents research on the explosibility of industrial high-density polyethylene (HDPE) dust. 

Experiments were conducted to investigate the explosion behaviour of the HDPE dust as well as of 

HDPE/ethylene hybrid mixtures. The dust explosion results further emphasize the importance of 

avoidance of accumulation of fine particles, as finer samples had lower explosion likelihood and 

higher explosion severity parameters. Hybrid mixture explosion data is presented in the form of 

explosion regime diagrams, which will be made accessible to process operators and designers to 

promote the inherently safer transfer of polymer particles. Finally, inherently safer approaches to dust 

explosion prevention and mitigation in relation to the results of this study have been discussed.  

Keywords: hybrid mixtures, industrial explosions, dust explosions, inherently safer design 

1. Introduction 

The objective of this work is to apply the principles of inherently safer design to the prevention of 

polyethylene explosions. Avoidance of the formation of fine-size dust clouds and hybrid mixtures 

(combustible dust and flammable gas) is emphasized by means of experimentally determined 

explosion regime diagrams. Explosion boundaries for inherently safer transfer of polymer particles 

will thus be made available to process designers and operators. The fundamental behaviour of hybrid 

mixture explosions is well established and has been studied by numerous research groups for several 

decades. This work seeks to expand on this previous work through explosion regime diagrams tailored 

to process operators to enhance their understanding of the potential consequences of hazardous 

conditions and to better select prevention and mitigation measures. 

The system studied in this project consists of high-density polyethylene (HDPE) dust samples and 

ethylene gas. The materials were selected based on their applicability to fluidized-bed catalytic 

reactors. The experimental work for this project was divided into two parts: dust-testing and hybrid 

mixture testing. Modeling is planned using the results of the hybrid mixture work to better understand 

the behaviour of the system in the synergistic explosion region.  

High-density polyethylene dust samples were received from Imperial Oil Limited in Sarnia, Canada. 

Experimental work was conducted at Dalhousie University in the Dust Explosions Laboratory. The 

dust explosion parameters investigated in this project are (i) maximum explosion pressure, Pmax, (ii) 

maximum rate of pressure rise, (dP/dt)max, (iii) size-normalized maximum rate of pressure rise, KSt, 

(iv) minimum explosible concentration, MEC, (v) minimum ignition energy, MIE, and (vi) minimum 

ignition temperature, MIT. Parameters (i-iv) were tested using the Siwek 20-L explosion chamber, 

while MIE and MIT were tested in the MIKE 3 apparatus and BAM oven, respectively.  
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1.1. Hybrid Mixture Explosions 

Hybrid mixtures have been the subject of extensive research and scrutiny over the last few decades, 

largely due to the relatively low amount of understanding about their mechanics. A major finding in 

the area was the occurrence of explosions at concentrations less than the respective lower explosibility 

limits of the components, as seen in many works (e.g., Abuswer et al., 2013; Amyotte et al., 2008; 

Cloney et al., 2017). One approach taken to quantify and express the effects of the admixture of gas 

to dust explosions was the development of explosion regime diagrams (Garcia-Agreda et al., 2011; 

Sanchirico et al., 2011). In these diagrams, the dust and gas concentrations are tested at ratios of their 

lower explosibility limits. The diagrams can be divided into four main regions, namely the dust-

driven, gas-driven, dual-fuel, and synergistic regions (Garcia-Agreda et al., 2011; Sanchirico et al., 

2011). These regions are summarized in Fig. 1.  

 

 
Fig. 1. Explosion regions in the explosion regime diagram, where C is the concentration of dust (g/m3), MEC 

is the minimum explosible concentration (g/m3), y is the gas concentration (%), and LFL is the lower 

flammability limit of the gas (%) 

Some work has been completed toward the creation of models to predict the behaviour in the 

synergistic region. Two of the simplest models developed were the Bartknecht model in 1981 and Le 

Chatelier’s model, which was proposed by Glassmann in 1996 (Addai et al., 2015). Since then, many 

models have been proposed but there has yet to be a universally accepted model for all hybrid systems 

(Ji et al., 2022). 

1.2. Polyethylene Explosions 

Polyethylene dust has been shown to be explosible in a large number of studies performed across the 

world, in part due to the versatility and wide-scale usage of the polymer (Amyotte et al., 2009; Cheng 

et al., 2022; Gan et al., 2018). There have also been numerous incidents that have been caused by 

polyethylene dust, with one notable incident being the explosion at West Pharmaceuticals in 

Kingston, North Carolina, which resulted in six fatalities, 38 injuries, and the destruction of the 

facility (Sugar Dust Explosion and Fire, 2009). In a previous research grant awarded by Imperial Oil 

Limited (IOL) to Dalhousie University, polyethylene dust-based hybrid mixtures were tested, using 

ethylene, propane, and hexane as the gases. The findings were published by Amyotte et al. in 2008 

and 2009 and are summarized below: 

• A decrease in particle size leads to an increase in dust explosibility 

o Minimum explosible concentration decreases (MEC) 
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o Maximum rate of pressure rise increases ((dP/dt)max) 

o No impact on maximum explosion pressure (Pmax) 

• The addition of hydrocarbon gas increases explosibility 

o Explosions possible under MEC of dust and LFL of gas 

o Maximum rate of pressure rise increases ((dP/dt)max) 

o No impact on maximum explosion pressure (Pmax) 

o Leaner dust mixtures have higher values for both (dP/dt)max and Pmax 

 

The current study takes these concepts and applies them to the explosion regime diagrams, which will 

also be used to analyze the behaviour of hybrid mixtures present at the Imperial Oil facility in Sarnia, 

Canada. 

2. Experiments 

The materials, apparatus, and methods used in this project are described in this section. 

2.1. Materials 

High-density polyethylene dust samples were received from Imperial Oil Limited in Sarnia, Canada. 

Two separate samples were received: one coarse sample (CS) and one fine sample (FS). The coarse 

sample was tested as received (CS1) and after being sieved using a US-35 screen (CS2). Finally, one 

commercial fine polyethylene sample (CM), purchased from Sigma-Aldrich, was used as well. The 

samples were characterized using Malvern light scattering particle size analysis at the Dalhousie 

Minerals Engineering Centre, the results of which can be seen in Table 1. 

 

Table 1. Results of particle size analysis 

Sample Sample ID 
D(10)a 

[µm] 

D(50)b 

[µm] 

D(90)c  

[µm] 

Coarse 

Sample (as-

received) 

CS1 380 777 1650 

Coarse 

Sample 

(<500 µm) 

CS2 171 322 534 

Fine 

Sample 
FS 37 177 477 

Commercial 

Sample 
CM 23 42 70 

 

a D(10) denotes the diameter > 10% of particles 
b D(50) denotes the diameter > 50% of particles 
c D(90) denotes the diameter > 90% of particles 

 

Ethylene gas and compressed air were both purchased from Linde Canada. The ethylene gas was 

analytical grade and had a purity of 99.9%. The lower flammability limit of ethylene is 2.75%. The 

compressed air had an oxygen concentration of 20.9% +/- 0.1% with nitrogen as a balance gas.  

2.2. Apparatus 

The experiments for the determination of Pmax, KSt, and MEC were performed in a Siwek 20-L 

explosion chamber. The pressure leak rate of the chamber was minimized prior to experiments 

through equipment maintenance to a rate of approximately 1 mm Hg/hr. Pmax and KSt were determined 

using ASTM E1226-19, Standard Test Method for Explosibility of Dust Clouds, while MEC was 
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determined using ASTM E1515-14(2022), Standard Test Method for Minimum Explosible 

Concentration of Combustible Dusts. It should be noted that for MEC, the ignition energy used for 

all experiments was 2.5 kJ. Testing for MIE was performed in a MIKE 3 apparatus. These tests were 

performed in accordance with ASTM E2019-03(2019), Standard Test Method for Minimum Ignition 

Energy of a Dust Cloud in Air. Finally, MIT was determined using the BAM oven; tests were 

conducted in accordance with ASTM E1491-06(2019), Standard Test Method for Minimum 

Autoignition Temperature of Dust Clouds. Equipment schematics for dust testing can be found in 

related works and previous work by the Dalhousie Dust Explosion Research group. 

For the hybrid mixture work, ethylene gas was added to the secondary gas inlet line of the Siwek 20-

L chamber. A flashback arrestor was added to the inlet gas line as a safety precaution. For the hybrid 

mixture experiments, gas is added to the evacuated explosion chamber to the desired concentration 

using the partial pressures method. The concentration of gas in the chamber will be validated by 

extracting the preignition explosion chamber gas through a septum and analyzing the gas using gas 

chromatography at Dalhousie University.  

Note that no hybrid mixture work will be conducted in the MIKE 3 apparatus and the BAM oven due 

to the difficulty of the reconfiguration required. This is outside the scope of the current research. 

2.3. Hybrid Mixture Experimental Protocol 

To create the explosion regime diagrams, an experimental protocol was developed to fully explore 

the explosion behaviour of the hybrid systems. The emphasis of the experimental design was placed 

on the synergistic region, as it is in this region that the occurrence of explosions is often unexpected. 

The behaviour will be compared to existing models. In the synergistic region, a 52 full factorial 

experiment was designed, meaning that two different parameters, in this case, the dust and gas ratios, 

will be tested at five levels. This will allow for the observation of the explosion behaviour while 

simultaneously minimizing the number of trials required. In the dual-fuel, gas-driven, and dust-driven 

explosion regions, the dust and gas ratios will be tested at three levels, or a 32 full factorial experiment 

in each region. Every data point will be taken in triplicate (based on ASTM E1226-19). The full 

experimental test protocol can be seen in Fig. 2, where each data point represents one set of 

concentrations at which a test will be conducted. 

 

 

Fig. 2. Experimental design for hybrid mixture testing 

3. Results and Discussion 

In this section, the experimental results to date are presented and discussed. Experimental work is 

ongoing.  
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3.1. Dust Explosion Results 

The first portion of the experimental work performed in this study was the dust explosion parameter 

testing of the HPDE dust. As previously mentioned, three samples from IOL and one commercial 

sample were tested for Pmax, (dP/dt)max, KSt, MEC, MIE, and MIT using the respective ASTM 

standards. The results of Pm and (dP/dt)m for all dust samples are presented in Figs. 3 and 4. Results 

for Pmax and KSt, MEC, MIE, and MIT are presented in Tables 2-5, respectively. 

 

 

Fig. 3. Results for Pm of HDPE dust samples 

 

 
Fig. 4. Results for (dP/dt)m for all HDPE samples 
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Table 2. Pmax, (dP/dt)max, and KSt of HDPE dust samples 

Sample 
Pmax  

[bar] 

(dP/dt)max 

[bar / s] 

KSt  

[bar m / s] 

CS1 N/A a N/Aa N/Aa 

CS2 4.4 40 11 

FS 6.8 270 73 

CM 6.9 382 104 

 
a CS1 exploded inconsistently as a result of the large particle size distribution, meaning that Pmax, 

(dP/dt)max, and KSt lose their meaning 

 

Table 3. MEC results for all HPDE dust samples 

Sample 

ID 

MEC  

[g m-3] 

CS1 >1000 

CS2 750-1000 

FS 50 

CM 40 

 

Table 4. MIE results for all HDPE dust samples 

Sample ID 

MIE without 

inductance  

(H = 0 mH)  

[mJ] 

MIE with 

inductance  

(H = 1 mH)  

[mJ] 

ES without 

inductance  

(H = 0 mH)  

[mJ] 

ES with 

inductance  

(H = 1 mH)  

[mJ] 

CS1 >1000 >1000 N/Aa N/Aa 

CS2 >1000 >1000 N/Aa N/Aa 

FS 300 < MIE < 1000 10 < MIE < 30 360 24 

CM 100 < MIE < 300 10 < MIE < 30 140 21 

 
a ES could not be calculated for CS1 and CS2 as the sample did not ignite at any ignition energy as a result of 

their large particle size 

 

Table 5. MIT results for all HDPE dust samples 

Sample ID MIT [ºC] 

CS1 450 

CS2 450 

FS 430 

CM 430 

 

The results of the testing from this work very much fall into the same trends based on the relative 

particle size as observed by Amyotte et al. (2008). In the current study, it was observed that a 

reduction in particle size has a greater effect on the rate of pressure rise in an HDPE dust explosion 

while having a lesser effect on maximum explosion pressure. This trend is observable in Fig. 4, where 

there is a significant difference between the different samples. Here, CM (D50 = 42 µm) has the 

highest values of (dP/dt)m, followed then by FS (D50 = 177 µm). CS1 and CS2 (D50 = 777 and 322 
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µm, respectively) have dP/dt values that are nearly a factor of 10 lower, which is expected based on 

their large particle sizes. In Fig. 3, it can be seen that CM and FS had the highest values for Pm, but 

the values for all samples are much more similar than their (dP/dt)m values. The same trend was 

observed for the calculated values for Pmax and KSt, which can be found in Table 5. One note for these 

values is that the Pmax and KSt for CS1 could not be determined as a result of the inconsistent nature 

of the explosions at this particle size. Finally, the MEC of the samples also showed a reduction as a 

function of particle size. The two coarse samples required very high concentrations to ignite, while 

the two finer samples (FS and CM) were found to be explosible at concentrations of 50 and 40 g/m3, 

respectively. This is also consistent with the findings of Amyotte et. al. (2008). 

The MIE and MIT values determined in the current study follow a trend similar to that seen in another 

study by our research group, conducted by Addo (2018). Both in the current study and in this previous 

study, the MIE of the samples with a large particle size could not be determined using the MIKE 3 

apparatus and was found to be greater than 1 J, with and without inductance. However, the fine 

samples that were tested were found to have measurable ignition energies. The sample with the 

smallest average particle size (CM) was found to have the lowest ignition energy without inductance, 

while both fine HPDE samples (FS and CM) were found to have an ignition energy between 10 and 

30 mJ with inductance. These results are similar to the previous work conducted in our research 

group, with one notable difference being that the MIE of the CM without inductance was found to be 

lower in the previous study. However, this occurred at a high concentration and delay time in the 

previous study, and could not be replicated in the current study. The MIT results were not greatly 

influenced by the particle size, with the coarse samples having an MIT of 450 ºC and the finer samples 

igniting at 430 ºC. 

3.2. Hybrid Mixture Results 

Initial hybrid mixture experiments have been performed as a proof-of-concept study. In these 

experiments, the gas and dust concentrations as a ratio to their lower explosibility limits were varied 

to show the behaviour of explosions in each of the regions on the explosion regime diagram. Single-

component explosions were also conducted above and below the lower explosibility limits to further 

validate the experimental procedure. The HDPE sample used for the preliminary experiment was CM, 

based on particle size and available dust quantity. Recall that the MEC of this dust was found to be 

50 g/m3, while the LFL of ethylene is 2.75%. The Pm, (dP/dt)m, and Km results of this work are 

summarized in Table 6. Note that the size-normalized maximum rate of pressure rise, Km, is 

calculated by multiplying (dP/dt)m by the cube root of the vessel volume, which is 20 L for this work.  

 

Table 6. Preliminary hybrid mixture results 

y/LFL C/MEC 
Pm 

[bar] 

(dP/dt)m 

[bar s-1] 

Km 

[bar m s-1] 

0 0.75 0 0 0 

0 2 1.7 19 6 

0.68 0 0 0 0 

0.68 0.75 4.1 56 17 

0.68 2 5.7 146 45 

1.89 0 7.9 2132 662 

1.89 0.75 7.4 1716 533 

1.89 2 7.9 2004 623 

 

Using the preliminary data, it is possible to create a basic version of the explosion regime diagram, 

which is pictured in Fig. 5. The behaviour of the explosions in this diagram is as expected, based on 

the behaviour of the hybrid mixtures used in the work of both Garcia-Agreda et al. (2011) and 
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Sanchirico et al. (2011). No single component explosions at concentrations less than their respective 

lower explosibility limits were observed, while explosions did occur at concentrations higher than the 

limits. Again, this was expected. The maximum explosion pressure and maximum rate of pressure 

rise of the pure gas explosions were found to be significantly higher than those of pure dust 

explosions. The same is true for the explosions in the dust- and gas-driven regions, where the gas-

driven explosions had higher Pmax, (dP/dt)m, and Km values than the dust-driven explosions. In the 

dual-fuel explosion, the same maximum explosion pressure as observed in the pure gas explosion 

was reached, but the maximum rate of pressure change was reduced. This behaviour has also been 

observed in other hybrid mixture explosion work to date. These results further emphasize the 

recommendations from previous hybrid mixture research to apply the necessary measures to prevent 

the formation of hybrid mixtures in a process. These recommendations follow the inherently safer 

design principle of moderation, while it may not be possible to completely eliminate flammable gas 

from a system, gas concentration can possibly be maintained below the LFL.  

 

  
Fig. 5. Preliminary explosion regime diagram 

 

Further hybrid mixture explosion research is ongoing and will include performing full explosion 

regime diagrams for all HDPE dust samples. The results of these experiments will be communicated 

in future correspondence from the authors. 

 

3.3. Inherently Safer Approaches to Dust Explosion Prevention and Mitigation 

This section presents how inherently safer design (ISD), a proactive approach where safety is built 

into the process rather than being added on, can help reduce dust explosions. The application of the 

ISD principles of minimization, substitution, moderation, and simplification to dust explosion 

prevention and mitigation is shown in Table 7.  

Minimization of fuel loadings, the use of less hazardous materials, and simplification of dust handling 

equipment are somewhat intuitive. In the moderation principle of ISD, a material is processed under 

less severe operating conditions or in a less hazardous form. Common strategies for controlling dust 

explosions from the perspective of the moderation principle include increasing dust particle size, 

preventing the formation of hybrid mixtures of explosible dust and flammable gases, altering dust 

composition by admixture of solid inertants, and handling dust beyond its explosible limit (e.g., using 

dense-phase pneumatic transport). 
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The increased particle size distribution of combustible dust results in a reduction in maximum 

explosion pressure, a significant reduction in the rate of pressure rise, and an increased value of MEC. 

Figs. 3 and 4 and Table 2 show the variation of dust explosibility of different samples exhibiting the 

reduced explosibility of the larger particles as expected. The moderation effect of larger particles can 

be attributed to decreased surface area and reactivity of dust, as discussed in several studies (Amyotte 

et al., 2007; Amyotte et al., 2009; Cashdollar, 2000; Castellanos et al., 2014; Dufaud et al., 2010).  

 

Preventing the formation of hybrid mixtures is crucial in moderating dust explosions. The preliminary 

results of this work are a reminder of how the addition of ethylene significantly increases maximum 

explosion pressure and maximum rate of pressure rise as discussed in Section 3.2. These results 

further emphasize the recommendations from previous hybrid mixture work from our research group 

to apply the necessary measures to prevent the formation of hybrid mixtures (Amyotte et al., 2007, 

2010; Cloney et al., 2019). 

 

Table 7. Inherently safer approaches to dust explosion prevention and mitigation 

Inherently safer strategy Description Examples 

Minimization Reducing the quantity of 

hazardous materials in the 

absence of safer alternatives 

 

Minimization of fuel loadings 

Evacuation/prevention of 

flammable gas 

Substitution Replacing a hazardous 

material with a safer option 

Substitution of less hazardous 

dust if possible 

Moderation Using a hazardous material 

under the least hazardous 

conditions 

 

Increasing the dust particle 

size 

Avoiding the formation of 

hybrid mixtures of explosible 

dusts and flammable gases 

Altering the composition of a 

dust by admixture of solid 

inertants 

Processing and handling dust 

above the material's upper 

explosible limit (e.g., dense-

phase pneumatic transport) 

Simplification Eliminating process 

complexity to provide fewer 

opportunities for error and 

equipment failure 

Using robust equipment for 

bulk-solids and dust handling 

 

Adding inert materials to combustible dust mixtures can lower the likelihood of an explosion by 

increasing MIE and MIT (Addai et al., 2016; Bu et al., 2020; Janès et al., 2014; Yu et al., 2018). 

Mixing inert dust with combustible dust in sufficient amounts can moderate dust explosions by 

removing the heat needed for combustion or by having a rate-limiting effect in combustion reactions 

(Amyotte et al., 2009). The moderation effect of admixture of solid inertants is feasible when the 

combustible dust is a waste by-product but difficult to employ when the combustible dust is the actual 
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value-added product (Amyotte & Khan, 2021) as in this case of HDPE. Also, inerting requires a 

certain minimum concentration to be effective. Adding insufficient solid inertants can cause the 

suppressant-enhanced explosion parameter (SEEP) phenomenon, leading to increased explosion 

pressure (Amyotte, 2013; A. Dastidar & Amyotte, 2002; Jiang et al., 2019). Dust explosions can also 

be moderated by processing dust beyond the explosible limit, like through the use of dense-phase 

pneumatic transport. 

While ISD can significantly reduce risk in a dust explosion scenario, it does not eliminate all risks 

associated with dust storage, handling, and processing. A hierarchical approach to preventing and 

mitigating dust explosions based on ISD, passive, active, and procedural safety has been outlined by 

Amyotte (2013).  

 

3.3. Modeling Work 

Following the completion of the ongoing hybrid mixture explosion experiments, the behaviour of the 

explosions in the synergistic explosion region will be modeled using existing models. 

4. Conclusion 

This study has investigated the explosion behaviour of industrial HPDE dust, both in dust explosion 

settings and in hybrid mixtures. It was found that the finer polyethylene samples had lower explosion 

likelihood parameters and higher explosion severity parameters (as expected). A preliminary 

explosion regime diagram was used to quantify the effects of the admixture of ethylene gas on the 

dust. Further explosion regime diagrams will be made available for process designers and operators 

to promote the inherently safer transfer of polymer particles.  
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Abstract 

Explosion characteristics are widely used in the process industries to determine the potential hazard 

of the used substances. In the American and in the European standards for the determination of the 

maximum explosion pressure of dusts, the measured pressure is corrected if the tests are conducted 

in the 20L-sphere. This correction formula increases the measured values if they are above 5.5 bar g. 

It also causes, that the only two volumes for testing that are used are the standard 1m³ and the 20L-

sphere because the measured value might have to be corrected. 

In this article explosion tests were performed with four different dusts, lycopodium, lignite, aluminum 

and nitrocellulose, in four different vessel-sizes, 20 liters, 250 liters 365 liters and 1000 liters to 

investigate the influence of the vessel size. 

Keywords: Dust explosion, Upscaling, Safety Characteristics 

1.  Introduction 

The maximum explosion pressure pmax is an often-used safety characteristic, that is determined 

experimentally for gases and dusts. The common test vessels for dusts have an inner volume of one 

cubic meter (1000 liters) and 20 liters, the so called 20L-sphere. Normally the values from the 20L-

sphere are corrected with equation 1 (if the measured value is above 5.5 bar g) because it was observed 

in the past, that the measured values are lower, than the ones determined in the 1m³ (Figure 1)  

 Pm=0.775*Pex
1.15 (1) 

with Pm being the corrected explosion pressure and Pex the measured one, both for the 20L-sphere. In 

the European standard it is stated, that “Due to cooling effects a correction shall be made according 

to the … equation” stated above (EN 14034-1). In the American standard it is stated “To obtain results 

equivalent to the 1-m3 vessel, [the measured] Pex value may be corrected.” And that “numerous 

correlation tests between the 1-m³ vessel and the 20-L sphere have shown that the following equation 

may be utilized for this correction.” (ASTM-E-1226a) 
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Fig. 1 Stated pressure against measured pressure for the 20L-sphere and the 1m³ according to EN 14034 

Part 1 and ASTM-E-1226a 

Since this correction is often automatically done by the measurement software the comparison of 

literature values is difficult. In practice, since the data basis seems to only be existent for the 1m³ and 

the 20L-sphere, all other volumes are excluded from the standardized determination of the explosion 

pressure of dusts. 

Taking a closer look at the two testing procedures, one can see that the beginning pressure in the 1m³ 

at the moment of ignition is a slight overpressure of 1.1 bar abs to 1.2 bar abs since one or two dust 

chambers with an inner volume of 5.4 liter pressurized to 21 bar abs are used to inject the dust into 

the test vessel that is at ambient pressure before injection. The 20L-sphere has a beginning pressure 

of 0.4 bar abs before injection, the dust chamber has an inner volume of 0.6 liter, and it is also 

pressurized to 21 bar abs. After the injection process the pressure at the moment of ignition is 1 bar 

abs in theory but due to clogging or simply because the dust takes away some of the volume of the 

dust chamber, the pressure is often lower. Additionally, the whole process is much faster than for the 

1m³ and the thermodynamic effects cause a higher measured beginning pressure, than it would 

normally be in thermal equilibrium (Spitzer et al., 2022). Also, due to friction inside the injection 

system and other experimental parameters, the beginning pressure is unintentionally varied, causing 

a high scattering of the determined safety characteristics. 

In earlier research on scale dependence of dust explosions using different test vessel sizes (especially 

the 20L-sphere and the standard 1m³), the focus was often on other safety characteristics like the 

flammability limits (Cashdollar et al., 1992; Going et al., 2000) the deflagration index, the so called 

KSt-value or rate of pressure rise, the flame velocity (Pu, 2007) and not on the maximum explosion 

pressure. Even though Proust et al. (2007) list a number of 15 different dusts of which the pmax was 

determined in the 20L-sphere and the 1m³, the main focus of the article is the deflagration index and 

little information is given on the experimental parameters.  

Skavland (2018) investigated the explosion pressure and rate of pressure rise of the standard 20L-

sphere and a non-spherical 500-liter test vessel. The correction equation (1) was applied, and the 

explosion pressures determined with the 20L-sphere were slightly higher. On Page D.1 it can be seen 

that the beginning pressure with a PIPR (here called “Pd”) of 0.56 bar would be lower than ambient, 

considering the pressure drop around 0.9 bar abs. A beginning pressure closer to 1 bar abs might have 

resulted in uncorrected values closer to the ones measured in the 500-liter sphere. 

In an article from Skrinsky (2018) about the influence of the test vessel size on the maximum 

explosion pressure of propanol it can be seen that, if the beginning pressures are comparable, the 

corrected explosion pressures of the 20L-sphere exceed the ones measured in the 1m³.  
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The research that was closest to the one presented here is from Lucas (1994) who compared the two 

standard vessels from the western world (20L-sphere and 1m³) to the ones formerly used in the 

German Democratic Republic with an internal volume of 56 liters and 380 liters. Though this might 

look close to the presented work, the goal of this work was to compare the existing procedures with 

different beginning pressures and different other experimental parameters, and thus the recorded 

pressures varied and were all 1,5 bar lower in case of the 54-liter vessel and 10 % lower in case of 

the 380-liter vessel. With that direct comparison of the data was not possible. In the paper, correction 

methods and equations for comparison are presented. 

It has been known and investigated before, that as the initial pressure increases, there is a proportional 

increase of the maximum explosion pressure of the dust-air mixture but the requirements for the 

standards were not adjusted afterwards (Pilao (2006); Glarner (1983); Hertzberg (1986); Lazaro 

(2000); Li (2013)). It has also been known and investigated, that the fast compression inside the 20L-

sphere causes an increase in temperature (Poleatev (2021) vessel size close to 20 L; Cashdollar 

(1996)) and with that in pressure but the conclusion has not been drawn before, that this might lead 

to biased explosion pressures. 

2. Materials and methods 

2.1. 20L-sphere 

Three dusts samples were measured on moisture content (heated up to 115 °C and weight measured 

before and after 15 min) and the maximum explosion pressure was determined according to EN 

14034-1 and ASTM-E-1226a in the 20L sphere. The beginning pressure was kept very narrow at 400 

mbar ± 1 mbar and the weights were measured with an accuracy of ± 82 mg. The pre-ignition pressure 

rise was also chosen in a narrowed and, due to the thermodynamic effects, slightly increased range 

of 0.61 bar to 0.7 bar to decrease its impact on the test results (Spitzer et al., 2022). First, the dusts 

were tested with the typical concentrations stated in the standards for the determination of their safety 

characteristics. After the determination of the concentration with the highest explosion pressures these 

concentrations were tested again four times with 2 x 1 kJ and four times with 2 x 5 kJ chemical 

igniters. The values determined with 2 x 5 kJ are displayed with and without the correction equation 

(1), the values determined with 2 kJ are displayed without correction. 

2.2. 250L-sphere 

The 250L-sphere is an original explosion chamber with an internal volume of 250 L developed by 

the Faculty of Safety Engineering, VSB-Technical University of Ostrava. The device is designed for 

the measurements of explosion characteristics of flammable dusts (Lepík et al., (2014a)), gases and 

vapors (Lepík et al., (2014b)) and also their combinations (Serafin et al., (2012)) according to EN 

14034. The explosion chamber consists of two stainless steel symmetrical hemispheres, where the 

lower one is static and the upper one is used for opening and closing of the explosion chamber due to 

their connection to a movable frame. Both parts of the chamber are locked during the test by 

hydraulically controlled blocks. The chamber is equipped with valves for adjusting the composition 

and internal pressure, including the exhaust of emissions. The stirrer and the plug-in hot plate should 

be placed in the lower part of the chamber. The chamber should be heated up and change the initiate 

condition. The ignition source is placed in the sphere center, where the contacts for initiation are 

attached to construction. There should be used different types of ignitors such as a pyrotechnical, 

exploding wire, etc. The other specific part of the 250L explosion chamber should be seen on the 

Figure 2. For the purpose of these experimental measurement the rebound nozzle was use as the 

dispersion device, but the equipment is adjustable for different types of dispersion. The volume of 

the dust container is 5 dm³ and it is pressurized up to 20 bar before the test. The explosion chamber 
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is evacuated to 0,6 bar. The ignition source is activated after predefined time and the data are recorded 

with the pressure sensors (Kistler) and analyze via converter to connected PC. 

 

Fig. 2. Diagram of the test apparatus VA 250 (Serafín et al., (2013). 1. Upper hemisphere; 2. Lower 

hemisphere; 3.Lower frame construction; 4. Movable frame construction; 5. Hydraulic piston for chamber 

opening; 6. Closing blocks; 7. Hydraulic piston for closing blocks; 8. Hydraulic unit; 9. Motor of hydraulic 

unit; 10. Pressure sensor; 11. Contacts for initiation of igniters; 12. High voltage electrodes; 13. Plug-in hot 

plate; 14. Pneumatic valve of air pump; 15. Covering sieve; 16. Stirrer; 17. Adjustable dispersion device; 

18. Pneumatic valve for dispersion; 19. Container for sample being dispersed; 20. Manometer; 21. 

Electromagnetic valve; 22. Electromagnetic valve e GAS 1; 23. Electromagneticvalve e GAS 2; 24. 

Electromagnetic depressurizing valve; 25. Electronics of explosion test apparatus; 26. Air pump motor; 27. 

Electric signal converter 

2.3. 365L-sphere 

The KV 150M2 is a spherical steel explosion chamber with an internal diameter of 90 cm (radius: 45 

cm) and an internal volume of 365 liter (Figure 3). The dust dispersion is achieved by a dispersing 

system with a compressed air tank (volume 6.5 liter; pressure 15 bar). The air is blown on a sample 

placed on a dispersing plate through an air flow reverser. Figure 4 shows a cross section of the 

disperser. The ignition of the dispersed dust is ensured by two pyrotechnic igniters placed in the center 

of the sphere with an ignition energy of 5 kJ each. The activation of the igniters after dispersing the 

dust sample is ensured by the control system after an ignition delay time of 350 ms (for the 

development and validation of the experimental parameters see Kuracina et. al. (2021)) . The pressure 

changes during the explosion of the dispersed dust are recorded by piezoresistive pressure transducers 

(Keller, 23SX series). The response speed of the pressure transducer (working overpressure 0–16 bar) 

is 6 000/s. The recording speed during the measurement was 5 000/s with a 16-bit resolution. The 

overpressure at the moment of ignition was 0.021 bar for compensating the thermodynamic effects.  

For the measurement of the aluminum sample (for better dispersion of the sample due to its properties 

- bulk density, clustering of particles) the disperser was supplemented with a hemispherical sieve with 

a mesh size of 1.5 mm. 
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Fig. 3. Cross-section of KV 150M2 explosion chamber (1 – spherical chamber, 2 – dust container, 3 – 

electrodes for ignition source, 4 – dispersing plate, 5 + 6 – disperser) 

 

Fig. 4. Cross section of disperser, taken from Kuracina et al. (2023) 

2.4. 1 m3 chamber CA 1M3 

This chamber is a spherical vessel with an internal diameter of 124 cm (radius: 62 cm) and a capacity 

of 1 m3 (Figure 5). The vessel is equipped with an opening with a diameter of 80 cm and provided 

with a lockable door. The material of the chamber and components comply with the standards for the 

use of equipment for experiments at atmospheric initial pressure and an initial temperature in the 

range between 15 °C and 200 °C. 

 

Fig. 5. CAD-model of the CA 1M3 

The dispersion system consists of a dust reservoir with a capacity of 5.5 liters. The reservoir is 

designed for operating pressures up to 31 bar abs. A rapid-reaction pneumatic ball valve with an 

opening time of less than 50 ms is attached to the conical bottom of the container. The CA 1M3 

explosion chamber is equipped with the Siemens Simatic 1215 PLC connected to a PC as a user 
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interface. As an ignition source two chemical igniters with an energy of 5 kJ each were used. After 

weighing, the dust was introduced into the dust reservoir. The vessel was evacuated to 0.9 bar abs 

and the dust reservoir was then pressurized with air at 20 bar to disperse the dust into the explosion 

chamber. The PLC initiates the dispersion and, with a predefined ignition delay time of 600 ms, 

activates the ignition source and the explosion pressure is then recorded (Janovský (2019)). 

2.5. Dust samples and testing procedure 

Three dusts, lycopodium, lignite and aluminum, were measured on moisture content and the 

maximum explosion pressure was determined according to EN 14034-1 and ASTM-E-1226a in the 

20L-sphere. Afterwards the dust samples were sealed and sent to three test facilities having test 

vessels with volumes of 250 liters, 365 liters and 1000 liters and they were tested four times on the 

concentration where the maximum explosion pressure occurred in the 20L-sphere.  

Nitrocellulose was also tested at a concentration of 750 g/m³. This dust was chosen since it can 

combust without air and with that, the explosion pressure can be set to a given value. In our case we 

needed a pressure between 10 bar g and 15 bar g. Because it is not possible to convey nitrocellulose 

properly through the rebound nozzle an alternative type of nozzle was used for the tests in the 20L-

sphere, the so called Janovsky-nozzle (Figure 6). 

 

Fig. 6. Picture of the Janovsky-nozzle, taken from Janovsky et. al. (2024) 

The specifications of the test vessels are stated in Janovsky et al. (2024). 

Table 1. Specifications of the different test vessels 

 20L-sphere 250L-sphere 365L-sphere 1m³ 
Inner volume in l 20 250 365 1000 
Ignition delay time in ms 60 420 350 600 
Igniters chemical chemical chemical chemical 
Ignition energy in kJ 2 x 1 and 2 x 5 2 x 5 2 x 5 2 x 5 
Lycopodium in g 10 125 182.5 500 
Lignite g 10 125 182.5 500 
Radius (i. e. ignition 
source to wall) in cm 

17 39 44 62 

Volume/Surface in cm 5.6 13.0 14.8 20.7 
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Pressure before injection 
in bar abs 

0.4 0.56 0.8 0.9 

Pre-ignition pressure 
rise in bar 

0.64±0.04 0.44±0.03 0.2±0.01 0.1±0.01 

3. Results and discussion 

The moisture content of the aluminum was 0.09 wt%, from the lycopodium 3.5 wt% and from the 

lignite 16 wt%, tested shortly before the dispatch to the testing facilities. The moisture content of the 

nitrocellulose was approximately 1 wt% after drying. However, it caught fire in the moisture analyzer 

after a third of the measuring time. 

The results of the explosion tests with lycopodium at a concentration of 500 g/m³ are shown in Figure 

7. 

 

Fig. 7. Explosion pressure of Lycopodium with a concentration of 500 g/m³, light green point at 250 l had an 

increased ignition delay time of 520 ms 

The differences between the averaged measured values determined in the different vessel sizes are 

with 7.3 bar g (20L-sphere), 7.2 bar g (250L-sphere, just the upper three points), 6.8 bar g (365L-

sphere) and 7.2 bar g (1m³) comparably low. Also, replacing the standard 5 kJ chemical igniters by 

the smaller 1 kJ chemical igniters in the 20L-sphere did not change the measured value significantly 

(less than 50 mbar on average). Applying the standard correction equation, the values measured in 

the 20L-sphere are a little further apart from the other two. It would lead thereby to slightly 

conservative safety measures, even though the difference is with 0.3 bar not critical. 

The results of the explosion tests with lignite at a concentration of 500 g/m³ are shown in Figure 8. 
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Fig. 8. Explosion pressure of lignite at a concentration of 500 g/m³ 

The average values from the different vessel sizes are with 8 bar g (20L-sphere), 7.7 bar g (250L-

sphere), 7.4 bar g (365L-sphere) and 7.4 bar g (1m³) also quite close, but again the 20L-sphere gives 

slightly higher values. A further correction to 8.5 bar g instead of 7.4 bar g may cause overpriced 

safety measures and should be avoided. Replacing the standard 5 kJ igniters in the 20L-sphere with 

1 kJ igniters lowered the measured values and were even closer to the other two volumes. The 

reduction of the ignition energy in the 20L-sphere has been recommended before by other researchers 

to match the values of the 1m³ (Going et al. (2000), Chawla et al. (1996)). 

The third dust sample was a coarse aluminum dust. The injection process in the 20L-sphere did not 

cause any troubles and values between 8.0 bar g and 8.6 bar g were measured with 2 x 1 kJ igniters 

(between 8.0 bar g and 9.0 bar g with 2 x 5 kJ). In the 1m³ the injection process is probably too long 

and some of the dust fell to the ground. When the test chamber was opened some aluminum was still 

glowing and may not have combusted (see Figure 9). The measured values were with 4.0 bar g, 4.6 

bar g and twice 4.9 bar g significantly lower. 

 

Fig. 9. 1m³ after the explosion tests with aluminum. One can clearly see the still glowing aluminum on the 

bottom 
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In the 365L-sphere it was not possible to distribute the aluminum dust with the distribution system 

displayed in Figure 4 because it was too heavy/dense to be conveyed in the short time span. A 

different system was built and used for these tests. The results were with 6.3 bar g, 9.2 bar g and 9.4 

bar g closer to the ones measured in the 20L-sphere but the distribution system was destroyed and 

had to be replaced after each test (Figure 10). Also, with more than 3 bar the values are spreading too 

far for a clear statement on the behavior. Only three tests were performed in the 365L-sphere with the 

aluminum due to a lack of sieves for the distribution system. 

 

Fig. 10. Distribution system of the 365L-sphere before (with sieve) and after the explosion test (sieve 
completely burned) with aluminum 

The values obtained with the nitrocellulose are displayed in Figure 11. With more than 1.5 bar 

difference it is clearly visible, that the correction is not necessary when compared to the other 

volumes. 

 

Fig. 11. Explosion pressure of nitrocellulose at a concentration of 750 g/m³ 

That the different obtained values from the 20L-sphere and the 1m³ are not due to heat loss is 

mentioned in one of Bartknecht’s books (Bartknecht, (1989)), where it is stated that the “…results 

obtained in the 1-m³ vessel are based on a starting pressure of pi = 0.1 bar (1.1 bar absolute). This is 
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inherent to the dust investigation procedure. For the above-mentioned correlation … , these results 

have to be corrected to a pressure of 1.0 bar (absolute).”  

With these investigations it can be said that the correction equation might be an artefact of the 1m³ 

and it shall not be applied on the values determined with the 20L-sphere. It shall also be taken into 

account, that the pressure inside the 20L-sphere is dropping after the compression and should with 

that be slightly higher as pointed out by Spitzer et al., (2022).  

Though these tests were performed with accuracy and under different conditions, further tests with 

more test vessel sizes and other dusts will be performed in the near future. This way, it is hoped, that 

the correction equation is soon neglected from the standards for a better comparison with data 

determined with other test vessels and with the data for gases and vapors. 

4. Conclusions 

The maximum explosion pressure for three different dusts was tested in three different volumes at 

otherwise equivalent conditions. The measured pressures were the same within a reasonable range 

and no increasing or decreasing trend was observed for the different vessel sizes.  

The existing correction equation from the dust standards for the determination of the maximum 

explosion pressure may be neglected since the origin may be an artifact of the dust testing procedure 

in the 1m³. This way, the comparison of dust explosion data from different vessel sizes and also from 

dusts to vapors and gases may be simplified in the future.  

Also, the dust standard would be simplified, and other testing volumes would be suitable for further 

testing. 
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Abstract 
Dust explosion prevention and the mitigation of the consequences thereof require measurement of 
dust explosion parameters. Testing methods are defined by European and American Standards 
producing results in explosion chambers of a 1 m3 standard volume and, alternatively, 20 L. 
However, the results are influenced by some processes which are neglected by the Standards, 
perhaps because it is believed that their effect is small in a 1 m3. But their effect becomes 
significant in a smaller 20 L chamber. Preconditioning of the system caused by dust dispersion itself 
and ignitor's flame is one such problem. 
The aim of this work is to go deeper into the physical and chemical processes caused by dust 
preheating after an ignitor's action. Analytical methods such as STA, GC/MS and FTIR analysed 
the composition of the atmosphere after exposure of lycopodium dust, as a natural material, to 
certain temperatures up to 550 °C in air and nitrogen. In the second step, gas samples were taken 
from the 20 L chamber after dispersion of lycopodium and ignition by two 5 kJ pyrotechnical 
ignitors. 
Depending on the temperature and atmosphere, various concentrations of CO, CO2, H2O, NOx, 
organic compounds were measured. It seems that the dispersed dust decomposes into mostly CO 
and CO2 in area near the ignitors even in an atmosphere where the oxygen concentration is lower 
than 2 % by volume. The concentrations of other organic compounds were very low, including 
mostly methane, ethylene and acetaldehyde. The dispersed dust behaves as a heat sink which does 
not allow large dust modification of the whole dust cloud by the flame generated by ignitor's action 
prior to dust flame arrival.  
 

Keywords: dust explosion, pyrotechnic ignitor, dust preconditioning, decomposition 

Introduction 
Both dust explosion prevention and the mitigation of the consequences thereof require measurement 
of dust explosion parameters. Testing methods defined by Standards (EN 14034-1,2, 2011; ASTM 
E1226, 2012) require dust cloud testing in explosion chambers of standard size of 1 m3 and 
alternatively 20 L. However, the results are influenced by some processes which are neglected by 
the Standards probably due to their small effect in 1m3. Their effect became significant in a smaller 
20L chamber.  
Problems with initial conditions and conditions at the time of ignition activation were discussed by 
Spitzer et al. (2022), who found out that the dispersion of the dust causes compression of the gas 
inside the chamber and a temperature increase to 45 °C at the time of ignition activation which 
decrease measured maximum explosion pressure. A much greater problem is the influence of the 
pyrotechnical ignitors' action known as overdriven ignition. A few authors have evaluated the 
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influence of ignition energy on explosion parameters (Ajrash et al., 2016; Cieliński et al., 2020; 
Clouthier et al., 2019; Di Benedeto et al., 2012; Kuai et al., 2011, 2013; Kuna et al., 2024; Rodgers 
et al., 2011; Spitzer et al., 2022; Thomas et al., 2013), minimum explosive concentration 
(Cashdollar et al., 1993; Going et al., 2000; Hertzberg et al., 1986), dust inerting concentration 
(Dastidar et al., 2001, 2002) and limiting oxygen concentration (Addai et al., 2019). But only a few 
were interested in the effect of pyrotechnic mixture burning on the atmosphere inside the chamber, 
including the tested dust. One of them is Cloney et al. (2013) with their CFD finite volume 1D 
simulations of ignitor´s action and its effect on the dispersed dust. They found that small particles of 
polyethylene (10 – 30 µm) at thermal equilibrium have a temperature of between 120 and 130 °C.  
Taveau et al. (2017) was the other author, focusing on the explosible system in a 20 L chamber after 
pyrotechnic ignitor explosion. He hypothesised in his paper that: “It is likely that the strong 
preheating created by the pyrotechnical igniter(s) affects the dust prior to flame arrival, causing 
partial reaction and the formation of a more reactive hybrid mixture, consisting of a turbulent 
flammable gas (or vapour) and dust. We proposed to call this phenomenon an igniter-induced 
hybrid.” 
The aim of this work is to go a bit deeper into the physical and chemical processes caused by 
natural dust preheating after an ignitor's action by analysis of gas and solid lycopodium clavatum 
post-explosion products. Dust clouds were generated in an inert atmosphere. Such a test should 
show what happens in the chamber after the ignitors' explosion when the flame is not propagating 
through the dust cloud. 
Analysis of post-explosion products after dust explosion is not a completely new topic. Most of the 
effort was put in studies of coal dust explosion products, specifically in China. Geng et al. (2009) 
used Fourier transform infrared (FTIR) spectrometry for Australian lignites-carboxyl group and 
aromaticity analysis. He et al. (2017) applied FTIR and Raman spectroscopy for functional group 
analysis in various coals. Li et al. (2020) conducted an SEM–EDS analysis of post-explosion solid 
residues together with TGA/DTG analysis. Their gaseous products were studied by gas 
chromatography. Lin et al. (2019a) investigated the properties of different functional groups and the 
FTIR structural parameters of a coal sample and the solid residue by FTIR spectra, the use of the 
same method was published in Lin et al. (2019b). FTIR and gas chromatography were applied also 
by Nie et al. (2021) in their study on gas and solid residues of coal dust. Qian et al. (2023) 
employed a gas chromatographic analyser in his coal dust explosion tests. However, a paper 
originating in the USA can also be found (Cashdollar et al., 2007). Marmo et al. (2011) used X-Ray 
diffraction to highlight the decomposition of sodium carbonate, whereas Li et al. (2018) used the 
same method for pre- and post-explosion products of coals in 20 L chamber. Analysis of 
lycopodium is of the most interest, and it was found by Bidabadi et al. (2013, 2015) in a paper 
focused on lycopodium dust flame. They used the assumption that 90 % of lycopodium converts to 
methane gas when it is pyrolyzed and the rest is char in their calculations. They mentioned 
Derivative Thermogravimetry (DTG) analysis of a Thermogravimetry (TG) diagram of lycopodium 
published in Han et al. (2000). Mostafavi et al. (2015) published their results obtained from tests 
with lycopodium thermogravimetry. They analysed the kinetics of reactions of lycopodium particles 
in a nitrogen environment and also in an oxidising environment by simultaneous thermal analysis 
(STA) in TG-DTA. Lycopodium elemental composition was also analysed. 

1. Experiments 

Two types of tests were conducted. A lycopodium clavatum sample was measured in an analytical 
laboratory during the first phase. Analytical methods such as STA, GC/MS, FTIR and Elemental 
analysis CHNS were chosen according to a literature survey for analysis of atmosphere composition 
after exposure of lycopodium dust as a natural material. Samples were exposed to certain 
temperatures up to 500 °C and, in some cases, even higher in both air and nitrogen atmospheres. In 
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the second step, the atmospheric composition was measured in the 20 L chamber after dispersions 
of lycopodium dust in nitrogen atmosphere and ignition by two 5 kJ Sobbe pyrotechnical ignitors. 
To determine the composition of the explosion gases, the infrared spectroscopy method (FTIR) was 
used, by means of which the concentration of gas mixtures was continuously determined. The 
Matrix MG2 infrared spectrometer and the OPUS GA measurement software were used for the 
measurements. The measurements were taken in a heated gas cell and with a stable gas flow 
through the cell. The concentration of selected gases was determined. Determination of the 
elemental composition of lycopodium was carried out by the method of elemental analysis, which 
allows determination of the content of elements C, H, N and S. A Thermo Finnigan FLASH EA 
1112 Series CHNS/O Analyzer was used for the determination of elemental composition. An oven 
designed for determining the ignition and autoignition temperatures of solid materials in a gaseous 
atmosphere was used (according to the standard ČSN 64 0149:1978 "Determination of the 
flammability of materials" and ISO 871:2006 "Plastics – Determination of ignition temperature 
using a hot-air furnace”) for estimating the behaviour of lycopodium during higher temperatures. 
The flue gases after decomposition/burning were led through a heated sampling line into an FTIR 
heated gas cell. The behaviour of lycopodium during gradual heating in a gaseous atmosphere was 
studied using the method of simultaneous thermal analysis. This thermal analysis technique 
combines thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC). TGA 
quantifies the sample weight changes, DSC quantifies the heat flow of a sample over a temperature 
range. The STA 449 F1 Jupiter instrument was used for the measurements. 
The explosion tests were carried out in the 20 L explosion chamber CA 20L by OZM Research 
according to EN 14034-1,2, (2011) and described in Janovsky et al. (2019). It is a stainless steel 
(1.4435) double-walled vessel of spherical shape with an internal diameter of 336 mm. The vessel is 
provided with an opening of an inside diameter of 148 mm. The chamber is shown in Figure 1. 
A rebound nozzle was used for the dispersion of the dust. Dynamic pressure was measured by a pair 
of piezoelectric pressure sensors type 112B05 by PCB with a sampling rate of 50 kS/s/channel. 
The automatic procedure was controlled by a Siemens Simatic 1215, connected to the PC interface. 
The ignition delay time was set to 60 ms. 

 
Fig. 1. The 20 dm3 explosion chamber CA 20L by OZM Research. 

 
Spores of natural herd lycopodium clavatum and talc dust, a common silicate mineral with the 
chemical formula Mg3Si4O10(OH)2, were used for the tests. Granulometric distribution was 
measured by laser diffraction on a Malvern Mastersizer 3000. Moisture content of both samples was 
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measured using a Kern type DBS60-3 moisture analyser. Results of the measurements are shown in 
Table 1. 

Table 1. Granulometric distribution of dusts used 

Parameter Lycopodium Talc 
Diameter at 10 % (µm) 21.5 8.8 
Diameter at 50 % (µm) 30.5 41.1 
Diameter at 90 % (µm) 43.7 95.6 

Specific Surface Area (m²/kg) 172.9 281.7 
Moisture (% by mass) 5.1 0.4 

 
Chemical composition of lycopodium was determined by elemental analysis showing that the 
material used consisted of 66.24 % of C, 9.24 % of H, 24.40 % of O and 0.12 % of N. 
Lycopodium was also tested according to an old, but still valid, Czech Standard ČSN 64 0149. The 
sample spontaneously ignited (no external ignition source) when the temperature of the air flowing 
around the sample was 390 ± 5 °C. 
For standard dust explosion testing, chemical ignitors by Fr. Sobbe GmbH are used all around the 
world and therefore a pair of their 5 kJ chemical ignitors were used. The Standard EN 14034-1,2 
(2011) defines the pyrotechnic mixture as mixture of 40 % Zr, 30 % Ba(NO3)2 and 30 % BaO2. 

1.1 Lycopodium in analytical laboratory 
The lycopodium sample was characterised in TGA first in both air and nitrogen atmosphere to get 
overview about the response of the dust to heating and differences in behaviour of the sample in 
oxidizing and inert atmosphere. Sample weights ranged from 12.2 to 14.4 mg. The samples were 
heated from 20 °C to 600 °C at a rate of 10 °C/min and a gas flow rate of 50 mL/min. 
First, the flash point of lycopodium in the testing crucible was determined under Czech standard 
ČSN 64 0149. Then the Setchkin method was slightly modified in the manner of sample insertion. 
The standard method requires introduction of the sample in a crucible (cup) into the oven, but dust 
in the crucible does not represent the behaviour of dust particles in dispersion. However, a few 
initial tests with dust in a crucible and an air atmosphere were performed. The mass of the sample 
varied between 2 and 3 g. The flow rate of the air was 1 L/min and the heating rate of the oven was 
30 (10) °C/min. The samples were exposed to various temperatures ranging from 150 °C up to  
220 °C and concentration of CO, CO2, NO, SO2 and CO2 were measured by TESTO analyser. 
To have conditions closer to the situation in the explosion chamber, dust was slotted into the 
Setchkin's oven warmed up to a specified temperature through a small chimney on the top 
producing dust dispersion inside. Measurement accuracy was increased by connecting the FTIR unit 
to the gas outlet line from the Setchkin oven. Tests at temperatures from 200 to 600 °C were 
conducted under both air and nitrogen atmospheres. Then a sample ranging in weight from 0.12 – 
0.15 g was slotted into the oven. CO2, CO, H2O, HBr, HCl, HF, HCN, NO, NO2, SO2. CH4, C2H2, 
acetaldehyde, acetic acid and NH3 concentrations were monitored in the gas outflow from the oven 
each 6 s. The flow rate of the air or nitrogen through FTIR gas cell was 2 L/min. The FTIR unit is 
unfortunately not able to detect hydrogen. The same tests were performed for lycopodium, which 
was dried before the test. 

1.2 Lycopodium and talc in 20 L chamber 
The second phase of measurement was performed in 20 L chamber made by OZM Research 
according to EN 14034-1,2 (2011). Two standard 5 kJ igniters by Sobbe were ignited in an air 
atmosphere and then in a nitrogen atmosphere where the concentration of the oxygen was below  
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2 % by volume. The concentration of the remaining oxygen was given by ultimate vacuum of the 
vacuum pump used and the air remaining in the dust reservoir after insertion of the dust. Samples of 
the gas atmosphere were taken by diaphragm pump with flow rate of 1 L/min to FTIR instrument 
for analysis. 
The series where talc, as an inert dust, were used followed. Sufficient results for lycopodium dust 
explosion parameters testing are produced when lycopodium is tested in concentrations of 125, 250, 
500 and 750 g/m3. The same concentrations of talc were therefore prepared and exposed to two 5 kJ 
igniters by Sobbe. Talc tests were performed under air atmosphere. Lycopodium was dispersed into 
the nitrogen atmosphere in the last series of the test. The concentration of the oxygen was below 2% 
by vol. again. Concentrations of lycopodium tested were 125, 250, 500 and 750 g/m3. Atmospheric 
composition after each test was analysed with the FTIR instrument again and solid residue samples 
were taken for elemental analysis. 

2. Results and discussion 

2.1 Lycopodium in analytical laboratory  
TGA/DSC analysis of pure lycopodium in air and nitrogen were done first. TGA results show two 
active zones as published by Mostafavi et al. (2015) in oxygen atmosphere (probably air). They 
found the first maximum rate of mass reduction in the range of 300-400 °C while the second peak 
were lying between 500–600 °C. Results of our TGA measurements in an air atmosphere presented 
in Figure 2 show also two similar active zones, but the temperature intervals are shifted to lower 
temperatures. The same measurement shown in Figure 3 was done in nitrogen atmosphere. 

 

Fig. 2. TGA and DSC curves from lycopodium testing measured in air atmosphere 

 

1230



 
 

15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Naples, ITALY – June 10-14, 2024 

 

Fig. 3. TGA and DSC curves from lycopodium testing measured in nitrogen atmosphere 

The first maximum rate of mass reduction occurs in the range of 250 and 350 °C while the second 
one occurs in the interval between 450 and 520 °C. However, the DSC curve (air atmosphere) 
shows three zones where the rate of energy release increases. The first zone, where small amount of 
energy release occurs between 200 and 245 °C, corresponding with endo-peak of 237 °C under 
nitrogen atmosphere, transiting in a very intensive energy release up to 315 °C. Reacting material in 
this range is characterised by a maximum production rate with maximum at 286° C at endo-curve 
for nitrogen atmosphere. Subsequently, the energy release in the air atmosphere slowed down up to 
415 °C with a small peak at 341 °C corresponding with endo-peak 336 °C under nitrogen 
atmosphere. This slowing down transforms to another fast energy production in air, reaching 
maximum at 477 °C with the maximum rate of flammable material production at 456 °C under 
nitrogen atmosphere. After reaching this temperature, the rate of energy release decreases to almost 
zero line at temperature 560 °C. DSC curve correlates well with the TGA curve, having peaks at the 
same temperatures as the maximum rate of mass reduction rates at TGA curves. 
Mostafavi et al. (2015) attributed the mass reduction in the first active zone only to the pyrolysis 
process, whereas they supposed the mass reduction in the second active zone is due to both the 
pyrolysis and combustion of solid particles. The DSC curve measured in an air atmosphere shows 
huge energy release in the temperature zone similar to the first active zone by Mostafavi et al. 
(2015). It seems that gas/vapour products of pyrolysis directly oxidise in that zone, increasing the 
local temperature and intensifying the pyrolysis process. 
TGA/DSC measurement is very good tool for monitoring of sample reaction on exposure to 
increasing temperature of the environment, however, does not correspond to conditions in a real 
dust cloud. Modified Setchkin's method, where the sample of the dust is slot into the chamber from 
the top, is much closer to real dust cloud conditions. Results of FTIR measurements of CO, CO2, 
acetaldehyde, CO2 and water concentrations in the oven are shown in the Figure 4.  
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Fig. 4. Concentration of the decomposition products measured in the Setchkin apparatus; left graph: 
concentrations measured in nitrogen atmosphere; right graph: concentration of water vapor measured in 

both air and nitrogen atmosphere. 

Setchkin measurements show that production of the main reaction products (CO, CO2 and water) 
starts at temperatures between 250 and 280 °C, which corresponds well with the beginning of the 
first intensive heat production zone with a peak at 315 °C at the DSC curve (air atmosphere). The 
concentration of all products increases continuously with increasing oven temperature. The 
concentration of the acetaldehyde was very small, and its sign appeared at 400 °C. C2H4 appeared 
from a temperature 500 °C. Bidabadi et al. (2013) cited in the paper his older works where he 
assumed that methane gas is the only product of the lycopodium pyrolysis. The presented 
measurements do not support his assumption used for his calculations. Methane was first detected at 
temperatures above 550 °C in nitrogen atmosphere. Surprisingly, methane was detected in gas 
products in tests under an air atmosphere at temperatures at and above 450 °C where burning of 
lycopodium particles were observed. 
Figure 4 also shows the influence of the moisture content. Comparison of water vapour 
concentration between moist and dried samples of lycopodium is plotted on the right-hand graph of 
Figure 4. The moist sample shows a high concentration of water vapour already at a temperature 
200 °C, confirming complete water evaporation at a temperature below that. The concentration of 
water vapour for moist sample starts increasing above 315 °C under an air atmosphere in contrast 
with dried lycopodium where the concentration of water vapour starts increasing already at a 
temperature of 250 °C, reaching the same values with moist lycopodium at about 310 °C. It seems 
that water vapour evaporated from the moist sample inhibits the reactions producing water in the 
first heat producing zone found at DSC record. The curves for water vapour concentration in a 
nitrogen atmosphere shows the same effect of moisture evaporated, but the nitrogen inhibits the 
reactions producing water until 400 °C in case of a moist sample, whereas the dried sample shows a 
water concentration increase starting at 300 °C. It seems that nitrogen has a similar effect as water 
vapour from moist sample in an air atmosphere. But a moist sample together with nitrogen inhibits 
water producing reactions up to 350 °C. Figure 4 shows nice agreement with the DSC record at a 
temperature interval 341 and 415 °C where heat production decreases. Setchkin measurements 
show stagnation in water production by reactions in this interval under an air atmosphere. Both 
samples under nitrogen atmosphere also did not increase water concentration in this interval. A very 
similar effect can be seen in the case of CO2 production under nitrogen atmosphere. The relaxation 
in CO2 production for a dried sample starts at 357 °C continuing up to 420 °C. The moist sample 
started CO2 production above 400 °C. The production of CO by the dried sample copies the 
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production of CO2. Small concentrations of acetaldehyde were measured in tests with both samples 
in nitrogen above 350 °C. The first concentration of ethylene was measured at 500 °C where the 
DSC curve shows a decreasing rate of heat production in the interval of temperatures higher than 
477 °C.  

2.2 Lycopodium and talc in 20 L chamber 
The main aim of the work was evaluation of the chemical ignitors effect on lycopodium clavatum. 
The results of FTIR measurements of atmosphere composition after ignitors´ action in an 
atmosphere with an oxygen concentration reduced below 2 % by volume are written in Table 2 and 
shown in Figure 5. 
Table 2. Results of measurements by FTIR, L means lycopodium, N2 means measurement under atmosphere 

with oxygen concentration less than 2 % by vol. 

Substance 2x 5 kJ 2x 5 kJ, N2 LN2-125 LN2-250 LN2-500 LN2-750 
CO (ppm) 64 6 4591 5652 7766 7490 
CO2 (ppm) 2683 257 1382 1383 1247 1344 
H2O (ppm) 5998 574 4977 5840 8056 11231 
HBr (ppm) 0 0 0 0 0 0 
HCl (ppm) 0 0 0 0 0 0 
HCN (ppm) 0 0 0 0 0 0 
HF (ppm) 0 0 0 0 0 0 
NO (ppm) 573 55 182 124 130 181 
NO2 (ppm) 35 0 0 0 0 0 
SO2 (ppm) 0 0 0 0 0 0 

Acetaldehyde (ppm) 0 0 34 62 83 83 
Acetic acid (ppm) 0 0 0 0 0 0 

C2H4 (ppm) 0 0 702 1238 1589 1693 
Methane (ppm) 0 0 478 848 1117 1176 

NH3 (ppm) 0 0 0 0 0 0 

 
It is seen that the main flammable product formed by ignitor flame is CO followed by C2H4 and 
methane. The sample used were not dried and therefore a significant concentration of water vapour 
was recorded. An almost constant concentration of CO2 depending on the amount of dust dispersed 
confirms the very low oxygen concentration in the atmosphere. 
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Fig. 5. Concentration of the post explosion products in dependence on lycopodium concentration, oxygen 
concentration was less than 2 % by vol. 

Concentrations of all measured species increase with increasing dust concentration which was the 
expected result, but only water vapour concentration increases almost linearly. Concentrations of 
flammable products slow down their increase with increasing dust concentration. Water vapour is 
mostly given by the evaporation of the moisture under temperatures lower than 200 °C according to 
Setchkin's results. But water vapour produced by lycopodium decomposition starts at 300 °C and 
therefore water vapour production does not slow down with dust concentration. 
Taveau et al. (2017) and Kuna et al. (2024) presented pictures of fireball formation after ignitor 
activation. The fireballs showed can easily fill the whole 20 L chamber. Taveau et al. (2017) stated 
that mean temperature increases inside the 20 L vessel can be 350 K, and locally much greater with 
the maximum in the centre of the vessel. He also presented photos of the flame by fast IR camera 
originally published by Scheid et al. (2013) who separated the flame into two temperature zones 
2000 – 650 °C and 650 – 200 °C. It is therefore evident that the temperature in the chamber is 
stratified with the maximum in the centre and the temperature approaching ambient temperature 
near the wall. 
Using Setchkin's results it is possible to deduce the extent of ignitors´ fireball effect on a dust cloud 
according to the concentration of measured gases. The water vapour production region (limiting 
temperature lower than 200 °C) is larger than the regions for production of the other products and 
increase almost linearly with increasing dust concentration. CO production starts at more than  
300 °C, C2H4 needs temperature near 500 °C to be produced and methane production starts at  
550 °C in a nitrogen atmosphere. Increasing the lycopodium concentration should increase 
production of these species if the temperature stratification inside the chamber does not change with 
increasing dust concentration, but this was not observed. Concentration of these three gases did not 
increase linearly and increase slowed down with increasing dust concentration. It could be caused 
by a local decrease in dust concentration due to a pressure wave generated by the ignitors' explosion 
and/or by a decrease in ignitors fireball size due to dust mass.  
The dust cloud behaves as a heat sink in the chamber. Increasing dust concentration decreases 
maximum pressure generated by the ignitors as shown in Figure 6. First only talc was used as an 
inert dust merely to show how the mass of the dust influences the conditions in the chamber after 
ignitor action. Then the same amount of lycopodium was used but dispersed and ignited under a 
nitrogen atmosphere. 
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Fig. 6. Pressure records for tests with Talc and pressure records for tests with lycopodium in atmosphere 
where oxygen concentration was less than 2 % by vol. 

The maximum overpressure generated decreases with increasing dust concentration from 0.73 bar 
to 0.53 bar for talc in air and 0.51 bar for lycopodium in nitrogen. The same overpressures were 
generated with 500 and 750 g/m3 concentration of both talc and lycopodium. Some differences 
could be seen in the shape of the curves produced by talc and lycopodium, which could be caused 
by the production of small volumes of gas produced by lycopodium decomposition in the fireball 
near the centre and also by the moist evaporation after. While the effect is negligible, it could show 
the contribution of the decomposition products generated only in the “hot” zone of the ignitors' 
fireball. Significant preconditioning of the lycopodium cloud, as the natural material, was not 
confirmed, because lycopodium decomposition products did not measurably increase the 
overpressure after the ignitors´ action compared to ignition in a talc cloud. 

3. Conclusions 

Analytical methods such as STA, GC/MS and FTIR analysed composition of the atmosphere after 
exposure of lycopodium dust, as a natural material, to certain temperatures up to 550 °C in air and 
nitrogen in the Setchkin apparatus. Those measurements showed dependence of each measured 
substance appearance on the temperature of the atmosphere in comparison to FTIR measurements 
of decomposition products in a 20 L chamber. In the second step, gas samples were taken from the 
20 L chamber after dispersion of lycopodium and ignition by two 5 kJ pyrotechnical ignitors. 
Depending on the temperature and atmosphere, various concentrations of CO, CO2, H2O, NOx, and 
organic compounds were measured. It seems that dust dispersed decomposes to mostly CO and CO2 
even in an atmosphere where the oxygen concentration is lower than 2 % by volume. The 
concentrations of other organic compounds were very low, including mostly ethylene and 
acetaldehyde, confirming that higher temperatures act on a dust cloud only near the centre of the  
20 L sphere. The temperature in the rest of the chamber volume is less than 200 °C, which is not 
enough to pyrolyse the lycopodium. The dispersed dust behaves as a heat sink which does not allow 
large dust modification/precondition in the whole dust cloud by the flame generated by ignitors' 
action prior to dust flame arrival. It shows that the lycopodium cloud, as the natural material, is not 
significantly preconditioned, and therefore the ignitors induced hybrid mixtures which are not 
produced in case of lycopodium. 
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Abstract 

Dust explosions pose serious risks in industrial environments, necessitating a thorough understanding 

of their behavior and mechanisms for effective safety measures. Microgravity environments offer 

unique conditions to study dust explosions, isolating gravitational effects and revealing fundamental 

combustion processes. Previous research has explored various aspects of dust explosions under 

microgravity conditions, demonstrating the impact of factors like particle size, concentration, and 

ignition delay on flame characteristics. Our study builds upon this research by conducting 

microgravity experiments and numerical simulations to investigate particle behavior and flame 

propagation dynamics. We find that under microgravity conditions, flame behavior tends to become 

more discrete with larger particle sizes or lower concentrations, a phenomenon supported by 

numerical simulations. Additionally, we observe the importance of particle size and heat conduction 

rate in determining flame characteristics, with larger particles and slower heat conduction leading to 

more discrete flame propagation. The comparison between experimental and numerical results 

highlights the unique insights provided by microgravity experiments, particularly regarding the 

observation of discrete flame behavior. Overall, our study underscores the vital role of microgravity 

experiments in advancing our understanding of dust explosions and enhancing safety practices in 

industrial settings. 

Keywords: dust explosion, flame, aluminum, microgravity 

1. Introduction  

Dust explosions present significant hazards across various industrial environments, highlighting the 

necessity to comprehend their behavior and mechanisms for implementing effective safety and 

prevention measures. Microgravity environments offer unique opportunities to investigate dust 

explosions by isolating gravitational effects and unveiling fundamental combustion processes 

(Nomura et al. 2000; Mikami et al. 2019). Previous research in microgravity has extensively explored 

various aspects of dust explosions, revealing insights into flame characteristics influenced by factors 

such as particle size, concentration, and ignition delay (Ballal 1983; Bozier and Veyssière 2006; Tang 

et al., 2009; Bozier and Veyssière 2010; Goroshin et al., 2011; Tang et al.,  2011; Palecka et al., 2020). 

Notably, microgravity experiments conducted at JASMIC by Japanese researchers have provided 

invaluable contributions to our understanding of dust explosion behavior (Kobayashi et al., 1994; 

Hanai et al., 1999). 
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Despite the invaluable insights gained from microgravity experiments, monitoring particle behavior 

during combustion remains challenging due to payload limitations inherent in microgravity 

environments. To address this challenge, there is a pressing need to conduct combustion experiments 

in reduced flow fields while simultaneously visualizing unburned particles. This integrated approach 

promises a comprehensive understanding of dust explosion dynamics under microgravity conditions. 

In this study, we aim to address these challenges by measuring fuel particle speeds and evaluating 

interparticle distances both critical factors influencing flame propagation. Our experiment seeks to 

confirm the minimal change in interparticle distance, which is vital for effective flame propagation. 

Despite the progress made in microgravity research on dust explosions, further investigation is 

warranted to comprehensively understand underlying mechanisms and optimize safety measures. 

Therefore, the objective of this study is to conduct microgravity experiments and numerical 

simulations to elucidate dust explosion behavior and mechanisms, with a focus on flame propagation 

and temperature distribution. By integrating experimental observations with numerical models, this 

research aims to provide valuable insights into fundamental aspects of dust explosions and inform 

safety practices in industrial settings. 

 

2. Microgravity experiments 

2.1 COSMOTORRE 2.5 second drop tower test 

An experimental apparatus was developed to conduct microgravity experiments on dust explosions 

at the 50 m drop tower COSMOTORRE, operated by the Hokkaido Aerospace Science and 

Technology Incubation Center (HASTIC), as depicted in Fig. 1 (a). The 2.5-second microgravity test 

time in the drop tower is achieved by allowing the experimental capsule to freefall. The microgravity 

experimental apparatus was assembled within the payload size of ϕ 500 mm × 1050 mm to facilitate 

microgravity experiments. In this study, combustion experiments were conducted in an explosion 

tube with inner dimensions of W30 mm × D30 mm × H250 mm. Figure 1 (a) illustrates the camera 

angles, where two high-speed video cameras (Photon FASTCAM Mini AX100, monochrome and 

color) recorded simultaneously. A dichroic mirror was installed to separate wavelengths into green 

and red, enabling a simultaneous visualization system to capture both unburned particles and flame 

propagation behavior. The color camera visualized aluminum luminous flames, while the 

monochrome camera captured dispersed particles illuminated by a laser light sheet. A band-pass filter, 

for particle visualization at 532 nm, was attached to the monochrome camera. The color camera 

utilized a long pass filter to exclude short wavelengths, allowing observation of only flame 

propagation behavior. The time sequence of each microgravity experiment was controlled by a 

programmable controller during capsule dropping. When capsule dropping commenced (𝑡 = −2 s), 

the powder was dispersed by compressed air at 120 kPa from an air tank (0.835 L) for 1 second. A 

15 kV electric discharge was applied between tungsten rods with a diameter of 2 mm, with an ignition 

delay of 1 second after dispersion ended. Thus, ignition timing was defined as t=0 s. The ignition 

point (𝑥 =0 mm, 𝑦 =0 mm) was 50 mm above the bottom of the explosion tube. In this study, micron-

sized aluminum powders (Sauter Mean Diameter (SMD) of d32= 20, 32, 46 µm), procured from Toyo 

Aluminium K.K., were used. The powder was loaded into a dispersion system before capsule 

dropping. The dispersion system automatically initiated powder dispersion into the tube when capsule 

dropping commenced. Suspended particle clouds were ignited by spark discharging between tungsten 

rods with ϕ = 2 mm. Further details of the dispersion and control system were provided in (Kim et 

al., 2021). 
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Fig. 1. Experimental apparatus: (a) 50 m drop tower COSMOTORRE experimental apparatus, (b) parabolic 

flight experimental apparatus on MU 300 

 

2.2 Parabolic flight test by MU-300 

The microgravity experimental apparatus was developed in accordance with the safety requirements 

for parabolic flights aboard the MU300 aircraft operated by Diamond Air Service, Inc. (DAS). These 

flights provided repeated sessions of 20 seconds of microgravity. Experimental systems were 

mounted on the MU300 experimental shelf measuring W600 mm × D450 mm × H900 mm, as 

depicted in Figure 1 (b). The same observation tube used in the drop tower was utilized, with spare 

tubes available next to the experimental shelf for each experiment. The top of the tube featured a 

semi-open-end structure consisting of stainless mesh and connected to the exhaust chamber, which 

contained combustible particles in the tube while preventing pressure increases during combustion 

experiments. This structure assumed that flame propagation only occurred inside the observation tube. 

The observation tube was enclosed by an aluminum combustion chamber with three quartz windows 

meeting the regulations for aircraft combustion experiments. At the start of each microgravity 

experiment, aluminum powder was dispersed into the tube using a 120 kPa compressed air flow for 
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2 seconds. Eight seconds after the particle dispersion ended, aluminum dust was ignited by a 15 kV 

electric discharge. The simultaneous observation system surrounded the combustion chamber and 

began recording 2 seconds before the ignition timing. Two high-speed cameras, FASTCAM AX100 

(Photron), observed aluminum dust illuminated by a laser sheet and flame propagation simultaneously 

at 3000 frames per second. 

3. Results and discussion 

3.1 Dust clouds in a microgravity environment 

To assess the velocity of aluminum particles affecting combustion experiments, Particle Image 

Velocimetry (PIV) was conducted using high-speed images of particles illuminated by a 1 mm thick 

laser light sheet. Figure 2 displays the flow fields of aluminum particles (d32= 20 µm) prior to ignition 

timing in both drop tower and parabolic flight experiments. Based on the observation coordinates, the 

three-dimensional particle speed 𝑢  can be estimated as the Root Mean Square (RMS) value by 

substituting 𝑢z , which corresponds to the depth direction in the laser sheet, assuming that the 

thickness of the laser sheet is sufficiently thin. The results of the drop tower test showed a significant 

increase in the value of u during the dispersion process, followed by a rapid decrease after the 

dispersion of particles ended, as depicted in Fig. 3 (a). These trends in particle speed were 

reproducible in other experimental tests. Despite the decrease in velocity, the particles still moved at 

a reduced speed, and their movement did not reach a quasi-steady flow state during the drop tower 

tests. The results regarding particle velocity from drop tower tests suggest that long-term microgravity 

environments are necessary to accurately estimate flame propagation behaviors near the minimum 

explosible concentration. 

The results from parabolic flight tests demonstrated that the effect of dispersion flow on particle 

behavior decreases during an 8-second ignition time delay, and the vectors in a flow field indicate 

that dispersed particles remain suspended in a reduced-gravity environment. Although the particle 

velocity becomes slower, the distribution of particle velocity appears to be non-uniform, ranging from 

several mm/s to 1 cm/s due to the effects of g-jitter in all directions during a parabolic flight 

experiment using an aircraft. The measured mean particle velocity is slower than 3.9 cm/s, the 

terminal velocity of 20 μm aluminum particles estimated by Stokes’ law, as shown in Fig. 3 (b). 
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Fig. 2. PIV images of dust speed before ignition timing.  

 

Fig. 3. Time histories of dust speed before ignition timing   
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The images of dust concentration distribution before ignition timing are shown in Fig. 4. In this 

study, value of dust concentration was calculated as: 

 

𝐶 =
𝜋𝑑p

3𝜌p𝑛

6𝐴𝐷
 (1) 

where 𝑑p is the particle size 𝜌p, is the particle density, 𝑛 is the number of particles in measurement 

volume, 𝐴  is the measurement area, 𝐷  is the thickness of the laser sheet. The value of dust 

concentration remained ununiform even after the particle dispersion ended, however the value 

fluctuations gradually decreased. In particular, the aluminum dust in parabolic flight tests continued 

to be suspended in air, and dust concentration indicated a minor change during ignition time delay. 

The risk of dust explosion lasts in a microgravity environment because the particle sedimentation 

does not occur.  

The distribution of aluminum dust concentration was plotted in Figure 5. Error bars illustrate the 

standard deviation of the instantaneous observation area. After the end of particle dispersion, the 

average value of dust concentration remains almost constant. This result also suggests that the 

likelihood of a dust explosion persists once a combustible dust cloud is formed in a microgravity 

environment. The values of dust concentration for three regions were not the same, indicating that 

dust concentration should not be defined by the average value. 

 

 

 

  

Fig. 4. PIV images of dust concentration before ignition timing 
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Fig. 5. Time histories of dust concentration before ignition timing 

 

Fig. 6. Effect of particle size on aluminum laminar flame propagation 

 

3.2 Laminar flame propagation in a microgravity environment 

The flame propagation behaviors of the aluminum powders were observed, as depicted in Fig. 6. 

The flame speed �̅�f increased with a decrease in particle size. While a continuous flame was observed 

in the flame front of 20 µm aluminum dust, partially discontinuous flames were captured as the 

particle size increased. Specifically, the flame propagation for 46 µm aluminum powder indicated 

discrete flames compared to the 20 µm aluminum powders, with spot flames and dark zones clearly 

observed. These intriguing characteristics of flame front behaviors, revealed by the results of the 

microgravity test, can be discussed in terms of the discreteness parameter 𝜒. This parameter is defined 

as the ratio of the combustion time of a single aluminum particle 𝑡c to the characteristic heat diffusion 

time between adjacent particles 𝑡d. 

𝜒 =
𝑡c
𝑡d

=
𝑡c𝛼

𝑙2
 (2) 
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Fig. 7. Comparison between the continuous and discrete flames 

where 𝛼 represents the thermal diffusivity, 𝑙 denotes the average particle distance. The heat diffusion 

time between adjacent particles is proportional to the square of the 𝑙 . Since the value of 𝑙  is 

proportional to the particle diameter 𝑑p, the interparticle heat diffusion time is also proportional to 

the square of the particle diameter (𝑑p
2). It is known that for a single aluminum particle with a micron 

diameter (>10 µm), the combustion time 𝑡c is proportional to 𝑑𝑝
1.8 (Bouillard et al., 2010; Kim et al., 

2023). Therefore, the effect of the heat diffusion time is more significant for aluminum powders with 

larger particle sizes. The results demonstrate that the flame propagation behavior tends to become 

discrete as the particle size increases. Additionally, for the 20 µm aluminum powders, a discrete flame 

front near the minimum explosible concentration was observed, while a continuous flame front at rich 

dust concentration was captured, as shown in Fig. 7. 

The results from microgravity experiments were compared with those of numerical simulations where 

the combustion wave propagates through heat conduction between particles in random particle 

configurations (Lam et al., 2017; Lam et al., 2020; Kuwana et al., 2023). In these calculations, the 

source term in the heat conduction equation is expressed as the summation of delta functions. Herein, 

𝜃 = (𝑇 − 𝑇u)/(𝑇b − 𝑇u) represents the dimensionless temperature. Assuming each particle to be a 

point heat source releasing heat from the dimensionless ignition time 𝜏ign,𝑖 to reaction time 𝜏c, the 

solution to the three-dimensional heat conduction equation can be expressed using the Green's 

function as follows (Kuwana et al., 2023): 

𝜃(𝑿, 𝜏) = ∑
1

4𝜋𝜏c|𝑿 − 𝑿p,𝑖|
[
 
 
 

erfc
|𝑿 − 𝑿p,𝑖|

√4(𝜏 − 𝜏ign,𝑖)

− erfc
|𝑿 − 𝑿p,𝑖|

√4(𝜏 − 𝜏ign,𝑖 − 𝜏c)]
 
 
 

𝑖

 (3) 

where 𝑿 represents the laboratory coordinate system, and 𝑿p,𝑖 denotes the position of particle 𝑖. In 

the case where the reaction is infinitely fast (𝜏c = 0), the temperature near the particles immediately 

after ignition significantly exceeds the adiabatic combustion temperature, and the influence of 

discrete heat sources on the temperature distribution is prominently observed. This phenomenon 

cannot be represented by a continuum model. On the contrary, in the case of 𝜏c = 1, where heat 

conduction is relatively rapid, the extent of local temperature increase, often described as the 

roughness of the temperature distribution, diminishes, aligning more closely with the temperature 

distribution anticipated by the continuum model. Figure 7 shows the comparison of continuous and 

discrete flames between experimental and numerical images. It is evident that as the particle size 

increases or the concentration decreases, the flame becomes more discrete. Microgravity experiments 

are extremely useful for observing the behavior and mechanisms of the discrete flame due to its slow 

propagation speed. 
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4. Conclusions 

In conclusion, our microgravity experiments and numerical simulations have provided valuable 

insights into the behavior and mechanisms of dust explosions, focusing on particle behavior and flame 

propagation dynamics. Our findings demonstrate that in microgravity conditions, flame behavior 

tends to become more discrete as particle size increases or concentration decreases. This observation 

was corroborated by numerical simulations, highlighting the importance of microgravity 

environments in studying such phenomena. Moreover, our experiments underscored the significance 

of particle size and heat conduction rate in shaping flame characteristics, with larger particles and 

slower heat conduction resulting in more discrete flame propagation. The comparison between 

experimental and numerical outcomes emphasized the unique insights offered by microgravity 

experiments, particularly in observing discrete flame behavior. Overall, our study underscores the 

crucial role of microgravity experiments in advancing our understanding of dust explosions and 

associated combustion processes. 
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Abstract 

Most of the studies on the ignitability of mixtures of hydrogen and pure oxygen, which are expected 

for accidents involving the formation of hydrogen and oxygen mixtures, have been conducted under 

atmospheric pressure or positive pressure, and most of the studies on the ignitability under reduced 

pressure have been on self-ignition, so there have been few studies on the hazard of external ignition. 

In this study, we attempted to analyse the ignitability of hydrogen-oxygen mixtures and three-

component mixture containing water vapor under reduced pressure, and the effect of water vapor on 

ignitability. Using an ignition determination based on pressure change according to ASTM standards, 

the LEL was found to be larger for smaller initial pressure and smaller for smaller initial temperature. 

Regarding flame spread behaviours when ignited at ultra dilute concentrations near LEL, it was 

confirmed that flame spread velocity tends to increase with lower pressure. Flame propagation speed 

decreased with the addition of water vapor, and the range of pressure increase at ignition tended to 

be smaller. This tendency was more pronounced for larger concentrations of water vapor in the gas 

phase. 

Keywords: hydrogen, lower explosion limit, industrial explosion 

 Introduction 

As the demand for hydrogen energy increases, more and more systems in various industrial areas are 

expected to form hydrogen-oxygen mixtures. Hydrogen-oxygen mixtures have a high ignition hazard 

due to their wide explosion range and very low minimum ignition energy. There are many previous 

studies on the ignitability of hydrogen-oxygen mixtures. 

Auto-ignition properties at theoretical mixing ratios have been studied by detailed simulations of 

elementary reaction processes and actual measurements (Liang et al., 2018). In particular, it has been 

found that H2O has a greater inhibitory effect than the reactants H2 and O2 and the inert substances 

N2 and Ar, especially with regard to the third-body effect that affects the ignition limit (Michael et 

al., 2002). It is also known that the reaction rate of each elementary reaction is affected by pressure 

(Shimizu et al., 2011).  

For ignition of hydrogen-oxygen mixtures by an external energy source, there are studies on the 

explosion range and on the propagation of the flame when ignited. Most of the measurements of the 

explosion range are based on the visual standard method of flame propagation (Coward et al., 1914), 

and the lower explosion limit of hydrogen-oxygen mixtures in the standard state is about 4% (Jones 

et al., 1937) (Clusius et al., 1936) when measured by upward propagation and about 9~10% (Clusius 

et al., 1936) (Drop et al., 1935) when measured by downward propagation. In the case of ignition by 

hot wire, it has been found that the ignition delay varies depending on the amount of energy of the 

hot wire used and the ambient pressure (Rubstow, 2020). It is also known that premixed flame 

propagation after ignition is affected by pressure (Bradley et al., 1998) (Qin et al., 2000). 
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As mentioned above, most of the existing studies on ignition hazards due to external energy sources 

have been conducted under standard conditions or under high pressure, such as in engines, and there 

are few studies under reduced pressure. However, with the expansion of the use of fuel cells and 

photocatalysts (Nishiyama et al., 2021), it is expected that hydrogen will be used at high elevations 

and under lower than standard atmospheric pressure. Therefore, knowledge of the explosion hazard 

of hydrogen gas under reduced pressure is required. The purpose of this study is to obtain knowledge 

on the ignition hazard of hydrogen-oxygen mixtures under reduced pressure, such as the lower 

explosive limit and flame spread, with a view to operating under various conditions in the future.  

1. Experiments 

This study was divided into two experiments, one for Dry, a two-component system of hydrogen 

oxygen, and one for Wet, a three-component system of hydrogen oxygen vapor. 

The experimental apparatus is shown in Figure 1. The combustion chamber is a stainless steel pseudo-

spherical vessel with an outer diameter of 114 mm, an inner diameter of 104 mm, and a height of 100 

mm, with a 30 mm diameter circular vent in the center of the vessel ceiling for safety reasons. The 

temperature and pressure inside the vessel were measured by temperature and pressure sensors 

mounted on the vessel ceiling, respectively, and were recorded and displayed every 0.1 second by a 

data logger. Pressure changes during ignition were recorded at 100 µs intervals. The electrode was a 

5 mm diameter tungsten electrode and a 15 kV, 20 mA discharge with a neon transformer was 

continued for 0.3 s. The discharge duration was controlled by a pulse generator. The discharge 

duration was controlled by a pulse generator. 

 

 

Fig.1. Overall schematic view of the experimental apparatus 

 

1.1. Ignition experiment of hydrogen-oxygen mixture in Dry conditions 

In Dry conditions, a vacuum pump was used to create a vacuum in the chamber, and then hydrogen 

gas, oxygen gas, were added at the partial pressures necessary to achieve the desired mixed 

composition. Each gas was added to the chamber at a flow rate of 100 cc/min ~ 150 cc/min, and after 

all gases flowed in, the chamber was left for at least 3-4 minutes to create a well-mixed stationary 

system (Cashdollar., 2000) before ignition. The pressure and temperature at ignition were at the 

desired conditions. 

1.2. Ignition experiment of hydrogen-oxygen-water vapor mixture in Wet conditions 
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In Wet conditions, the chamber was evacuated by a vacuum pump, the water supply valve was opened, 

the liquid was supplied to a sufficiently small thickness that it did not affect the container volume to 

the chamber from the water tank, it was left to reach saturation vapor pressure at the set temperature, 

and then hydrogen gas and oxygen gas was added and ignited following the same procedure as in the 

dry condition. 

The experiment first measured the lower explosive limit (LEL) of hydrogen-oxygen binary systems 

at two temperatures, 20°C and 60°C under Dry conditions, at pressures of 100 kPa, 60 kPa, 40 kPa, 

and 20 kPa, to confirm the effects of temperature and pressure on the LEL. The system was then 

ignited at other pressures at the same concentration as the largest LEL value to confirm the effect of 

pressure on the rate of combustion near the lower limit. Ignition at each LEL concentration was then 

attempted under Wet conditions to confirm the effect of water vapor on the ignitability of the 

hydrogen oxygen mixture. 

 

2. Results and discussion 

2.1. Ignition experiment of hydrogen-oxygen mixture in Dry conditions 

Since the ASTM standard (American Society for Testing and Materials., 2015) considers a pressure 

increase of 10% or more of the initial pressure at ignition as flame propagation, the LEL in this 

experimental system was determined by the following equation (1). 

𝐿𝐸𝐿 =  
1

2
(𝐿1 +  𝐿2) (1) 

where 𝐿1 is the maximum hydrogen concentration at which the pressure increase was less than 10% 

of the initial pressure, and 𝐿2 is the minimum hydrogen concentration at which the pressure increase 

exceeded 10%. 

Note that this experiment includes an error in concentration corresponding to the 0.25% error range 

of the pressure sensor because the concentration in the chamber was adjusted using the partial 

pressure method (Cashdollar., 2000). 

The results of these measurements under each condition are shown in Figure 2 below. 

 

 
Fig. 2. LEL measurement results for each initial pressure and temperature in this experimental system 
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The LEL in this experimental system was found to be larger at pressure below atmospheric pressure 

for smaller initial pressures and larger for larger initial temperatures. The LEL of the hydrogen-

oxygen mixture in the standard state is about 4% (Jones et al., 1937) (Clusius et al., 1936) when 

measured by upward propagation on a visual basis and about 9~10% (Clusius et al., 1936) (Drop et 

al., 1935) when measured on a downward propagation basis, while it was about 6.5% on a pressure 

basis in this experimental system. 

Regarding the fact that the LEL increased with decreasing initial pressure, while previous studies at 

positive pressure showed a tendency for the LEL to decrease with decreasing initial pressure 

(Nuckolls., 1920), the opposite tendency was observed in this experiment at negative pressure. As 

for the effect of pressure on flame spread, since the effect of radiation heat loss increases with 

increasing pressure (Law., 1992), the higher the pressure, the harder the flame is to spread, which 

means that the LEL should also be larger. 

The influence of initial temperature on flame propagation has been demonstrated by a number of 

theoretical calculations and experiments. In general, many studies have shown that for many 

combustible materials, the higher the initial temperature, the smaller the LEL (Kondo et al., 2011) 

(Zhang et al., 2022). 

It is known that the results of LEL measurements under standard conditions differ between visual 

and pressure standards (Cashdollar, 2000). Therefore, the effects of initial pressure and initial 

temperature on the LEL in pressure-based measurements may also give different results than in 

visual-based measurements. In judging LEL by visual inspection, the smaller the unburned gas 

pressure or the higher the unburned gas temperature, the more easily the flame propagates due to 

enhanced molecular diffusion, and thus the LEL is considered to be smaller. On the other hand, 

when pressure increase is used as the criterion, as in this experiment, the probability of collision 

between active molecules in the chamber before ignition, i.e., the concentration of active molecules, 

is considered to have a greater effect than the speed of molecular diffusion. 

The flame propagation when ignition occurs at ultra dilute concentrations near the lower boundary 

is then analyzed in detail. The pressure history at the time of ignition is compared with a mixture of 

10 vol% hydrogen and 90% oxygen, in which ignition was confirmed under all conditions at every 

10 kPa from 10 kPa to 50 kPa at 50°C. The pressure history is extracted from the output value of 

the data logger every 5 ms and smoothed by a polynomial fitting method with an 11-point average. 

Figure 3 shows that ignition occurs at t = 100 ms, and the pressure change ΔP from the initial 

pressure is taken on the vertical axis. 
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Fig. 3. Pressure history at ignition of mixture at 50°C, 10% hydrogen 90% oxygen  

 

With the exception of the initial pressure conditions of 100 kPa and 40 kPa, the larger the initial 

pressure, the larger the pressure rise range and the longer the time to reach the maximum pressure. 

The reason for the larger pressure rise at higher pressures is thought to be that the concentration of 

active molecules before ignition increases in proportion to the initial pressure, as described above. 

The fact that the maximum pressure is reached in about 200 ms at 100 kPa is due to the fact that the 

chamber pressure exceeds the atmospheric pressure due to the explosion, and therefore, the 

maximum pressure is reached in about 200 ms. This is thought to be due to the fact that the chamber 

pressure exceeded the atmospheric pressure due to the explosion, and the vent on the ceiling of the 

vessel was released for safety reasons, allowing air to flow into the chamber. 

The laminar flame speed [m/s] was calculated from the pressure history at the concentration near 

the lower boundary when the flame ignited under each condition. The following equation (2) is 

applicable to a spherically propagating flame in a quasi-spherical vessel of constant volume (Law., 

2010), and was also used in this study. 

𝑠𝑏

𝑅
= [3𝛾 (1 −  

𝜌𝑏,0

𝜌𝑢,0
)

1
3

𝑝
(1+

1
𝛾

)
(1 − 𝑝

−1
𝛾 )

2
3

]

−1

𝑑𝑝

𝑑𝑡
(2) 

where 𝑅, 𝛾, 𝜌𝑏,0, 𝜌𝑢,0, and 𝑝(=
𝑝

𝑝0
) are the vessel bottom radius, specific heat ratio, existing gas 

density, initial unburned gas density, and dimensionless pressure (ratio of pressure at time t to initial 

pressure), respectively. The predicted thermophysical properties and adiabatic laminar flame speed 

for each condition were calculated by Cantera (Goodwin et al., 2009). These comparisons are 

shown in Table 1. 
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Table.1. Measured and predicted average laminar flame speed at each pressure 

 

 

 

 

 

 

 

 

 

 

 

As shown in Table 1, the combustion velocity of the hydrogen-oxygen mixture in this experimental 

system was about one order of magnitude greater than the value calculated by Cantera, but both 

qualitative trends of greater combustion velocity at lower pressures were generally consistent with 

previous studies (Kumar., 1985).  There are two possible reasons why the experimental values were 

larger than the calculated values. The first is the acceleration caused by the discharge. Spherical 

flame propagation by spark discharge generally goes through three states: ignition affected, quasi-

steady state, and chamber affected, followed by a decrease in burning speed (Kelley et al., 2009). In 

this experiment, since the discharge was from 100 ms to 400 ms in Figure 3, when propagation is 

considered to have been sustained, the state of being subject to the ignition affected was maintained, 

and the combustion velocity is considered to have increased by that amount. The second reason is 

that the flame propagation may not have been spherical. Flame propagation of hydrogen-oxygen 

mixtures at an ultra-dilute concentration near the LEL under atmospheric pressure is assumed to be 

spherical  (Tarrazo et al., 2012), but under reduced pressure, the flame propagation becomes likely 

mushroom-shaped or flattened, which may be due to acceleration caused by instability, unlike the 

spherical assumption of equation (2) 

  

 

 

2.2. Ignition experiment of hydrogen-oxygen-water vapor mixture in Wet conditions 

The results of the Wet experiments are shown in Table 2, where Wet is the saturated vapor pressure 

at each condition and Dry is the concentration near the LEL at each temperature and pressure for 

ignition as a comparison. Since the saturated vapor concentration in the gas phase is strongly affected 

by temperature, we also attempted ignition at 80 °C and 60 kPa to confirm the temperature 

dependence in detail. 

 

 

Initial Pressure 

 

𝑝0 [kPa] 

Average laminar flame speed 

(experiment) 

𝑠�̅� [m/s] 

Average laminar flame 

speed 

(Cantera) 

𝑠�̅� [m/s] 

10 

20 

0.385 

0.197 

0.0671 

0.0364 

30 0.182 0.0226 

40 

50 

100 

0.100 

0.132 

0.351 

0.0146 

0.00917 

0.00283 
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Table 2. Difference in flame spread between Dry and Wet at each initial pressure and temperature 

Initial 

Temperature 

[℃] 

Initial 

Pressure 

[kPa] 

Hydrogen 

concentration 

[vol%] 

Water vapor 

concentration 

[vol%] 

Pressure 

change 

[kPa] 

Average 

laminar 

flame speed 

[m/s] 

20 60 8.0 0(Dry) 8.63 0.0901 

  8.0 3.9(Wet) 8.51 0.0753 

60 40 

 

10.0 

10.0 

0(Dry) 

50(Wet) 

5.29 

2.73 

0.0706 

0.0541 

 60 10.0 0(Dry) 11.8 0.0812 

  10.0 33.3(Wet) 8.89 0.0733 

80 60 11.0 0(Dry) 6.13 0.0728 

  11.0 79(Wet) 2.14 0.0654 

 

It is known from previous studies on hydrogen-air premixed flame propagation (Katsumi et al., 

2021) that the addition of water vapor reduces the flame velocity. The same tendency was 

confirmed for the hydrogen-oxygen mixture in this experimental system. Based on previous studies, 

it is also considered that water vapor has the effect of accelerating the cessation reaction from a 

kinetic point of view (Michael et al., 2002), and from a hydrodynamic point of view, the radiation 

heat loss is larger (Shimizu et al., 2011), which makes it harder to propagate and reduces the 

pressure increase range. Table 2 shows that ΔP is smaller in the Wet case than in the Dry case for 

each condition, and that the degree of decrease is also larger the greater the water vapor 

concentration in the gas phase. Thus, the dilution effect of water vapor addition was confirmed. 

 

 

3. Conclusions 

In this study, in order to investigate the effects of initial pressure, initial temperature, and water vapor 

on the ignition hazard of hydrogen-oxygen mixtures under pressure below atmospheric pressure by 

an external energy source, experiments on the lower explosive limit and flame propagation were 

conducted and the following results were obtained. 

The LEL under negative pressure tended to be larger at lower initial pressure and higher initial 

temperature. This is a different trend from the existing results under positive pressure and may be due 
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to the difference between the visual flame spread judgment and the pressure-based judgment or may 

indicate a new influence of initial pressure and temperature on the LEL. 

The flame spread behaviours when ignited at ultra dilute concentrations near the LEL tended to 

increase with decreasing pressure, which was qualitatively consistent with previous studies under 

positive pressure and with Cantera calculation. 

In the Wet experiment, the addition of water vapor decreased the flame spread rate and tended to 

reduce the pressure increase range. This suggests the influence of water vapor on flame spread, which 

may be due to chemical kinetics and hydrodynamic factors. 

These results suggest that the influence of water vapor as well as pressure and temperature should be 

considered when evaluating the safety of hydrogen-oxygen mixtures under negative pressure. It was 

also suggested that flame propagation judgments based on visual and pressure criteria may yield 

different results in the evaluation of these effects and should be used differently for different purposes. 

Future studies should include more detailed safety assessments through experiments under a wider 

range of conditions. 
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Abstract  

Hydrogen energy is widely recognized as a promising alternative to fossil fuels, while 

hydrogen explosions can present a considerable industrial hazard due to their low 

ignition energy and wide explosion limit. This study investigates the inhibition 

mechanisms of hydrogen-air explosion by heptafluoropropane (CF3CHFCF3, 0 - 6%) 

and CO2 (0 - 20%) mixtures. It was observed that as the concentrations of CF3CHFCF3 

and CO2 increased, there were distinctive decreases in both the laminar burning velocity 

and pressure build-up. The suppressant mixture of 4% CF3CHFCF3 and 10% CO2 

resulted in a decrease of 92.88% in (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥 and 48.4% in 𝑃𝑚𝑎𝑥  compared to the 

baseline case (stoichiometric H2-air explosion). The hydrogen-air mixture became non-

ignitable within 6% CF3CHFCF3 and 15% CO2. Furthermore, a chemical kinetic 

analysis was performed, which showed that the introduction of new fundamental 

reactions into the hydrogen-air explosion caused the increased suppression effect. The 

dehydrogenation reactions (R1466, R1475) of CF3CHFCF3 increased significantly with 

the increase of CF3CHFCF3 concentration. The inhibition of the combustion rate by 

R861 was the greatest when the CF3CHFCF3 concentration was increased to 6%. The 

results of the study provide new insights into the prevention and control of hydrogen 

explosions, which could promote the safe use of hydrogen energy. 

Keywords: Hydrogen; Explosion suppression; CF3CHFCF3; Kinetic mechanism.  

Introduction 

Hydrogen energy is widely regarded as a promising clean and renewable energy source, 

while it presents a higher explosive hazard than conventional hydrocarbons due to its 

low ignition energy, wide flammability range, and high combustion rate (Dutta, 2014; 

Faghih et al., 2016). Currently, the focus of explosion suppression for hydrogen 

mixtures is on inert gases, fine water mist and powder suppressants (Gong et al., 2023; 

Wen et al., 2019; Zhang et al., 2023). There is a growing interest in researching more 

economical, efficient, and environmentally friendly hydrogen explosion suppressants. 
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Heptafluoropropane (CF3CHFCF3) as a new environmentally friendly halon substitute 

with low ozone depletion potential, low global warming potential, low toxicity and 

good dispersibility, is widely used in the field of hydrocarbon fuel flare suppression 

(Babushok et al., 2012). Liang et al. (2024) found that the increase in the lower 

flammability limit of hydrogen combustion with C3F7H is significantly higher than with 

N2 and CO2. However, the critical inhibition concentration under lean conditions was 

found to be N2>CO2>C3F7H. Zhang et al. (2021) studies the suppression effects of on 

hydrogen/methane/air flames and observed different effects depending on the hydrogen 

concentration resulting in enhancement or inhibition. The study by Fan et al. (2022) on 

the inhibitory effects of CF3CHFCF3 on hydrogen explosions at different equivalence 

ratios showed that low concentrations of CF3CHFCF3 enhanced the explosion of lean 

hydrogen-air mixtures (𝛷 =0.8 and 1.0), but inhibited the explosion of rich mixtures 

(𝛷 =1.3 and 1.6).  

In addition, many scholars applied numerical simulations to study the inhibition, 

pyrolysis, combustion mechanisms of CF3CHFCF3 (Duncan et al., 2010; Peterson and 

Francisco, 2002). Hynes et al. (1999) investigated the addition of 1.0 and 3.2 mol% 

CF3CHFCF3 to lean hydrogen flames and showed that the inhibitory effect is mainly 

achieved by the reaction of fluorides with H radicals to form HF and other less reactive 

intermediates. Mi et al. (2024) found that the chain transfer reactions R333 (C3F7H ⇒ 

CF3 + CF3CHF) and R343 (C3F7 + O2 ⇒ C3F7O2) have a significant effect on the 

inhibition of hydrogen-methane deflagration. The products of the pyrolysis of 

CF3CHFCF3, such as HF, CO, and CO2, might be the main reasons for the increase of 

the explosion pressure in the system at later stages. Kinetic simulations by Wang et al. 

(2024) found that the initial consumption of H and OH radicals by CF3CHFCF3 was 

crucial in inhibiting hydrogen combustion, with subsequent processes influenced by the 

physical and chemical interactions of the products.  

Previous research has shown that CF3CHFCF3 has excellent suppression performance 

but also pointed out the potential risk of increased explosion overpressure and pressure 

rise rate due to its exothermic reaction process (Shang et al., 2024, 2022; Yang et al., 

2023). Some studies have shown that mixing CF3CHFCF3 with inert gases can enhance 

the inhibition on methane-air mixture, effectively reducing the explosion reaction rate 

and improving suppression effects (Cao et al., 2021; Li，Yiming). However, the study 

on the impact of CF3CHFCF3 and inert gas mixtures on hydrogen explosions is very 

limited. This study investigates the suppression effects of various concentration 

combinations of CF3CHFCF3 (0 - 6%) and CO2 (0 - 20%) on the stoichiometric 

hydrogen-air mixture through experiments and simulations. The analysis of the 

hydrogen combustion and explosion process consider both flame propagation 

characteristics and explosion intensity. Theoretical studies based on CHEMKIN-PRO 

is conducted to understand the impact of using CF3CHFCF3 and CO2 mixture 

suppressants on flame structure and laminar burning velocity of premixed gas flames. 
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1. Experimental setup 

Figure 1 shows the schematic of the experimental setup. The experiment utilized a 

stainless-steel rectangular duct measuring 140x140x1000mm. The duct featured three 

evenly distributed circular observation windows, each with a diameter of 110mm, 

located on the side of the duct. The distance between the windows was 360mm. The 

ignition electrode is positioned at the center window on the left-hand side. The 

electrodes were triggered using an ignition control module (HY180). Ignition was 

initiated by a 50ms duration electric spark between the platinum electrodes. The flame 

propagation process was captured on a monochrome high-speed camera (Revealer 

X213) equipped with a Zeiss 35mm/F2.0 prime lens. The camera was set to record at a 

rate of 8000 frames per second (fps). The exposure was kept constant throughout the 

experiments for flame brightness analysis. The pressure-time curve was obtained by a 

high frequency pressure sensor located in the center of the rectangular pipe (ZXP660, 

range: 0 - 2MPa). The sampling rate of the pressure transducer was 5kHz. 

 

Fig. 1. Schematic of the experimental setup. 

All experiments in this work were carried out at ambient temperature and pressure. The 

Dalton partial pressure method was used to configure the gas mixture. Before 

conducting each experiment, the vacuum pump was used to evacuate the explosion duct. 

Specified volume fractions of H2 (stoichiometric H2/air ratio), CF3CHFCF3 (0 - 6%) 

and CO2 (0 - 20%) suppressants were sequentially added using fine-adjustable valves, 

followed by filling air to the ambient pressure (Fig. 1). The baseline case was a pure 

H2-air mixture at stoichiometric. CF3CHFCF3 at volume ratios of 0, 1, 2, 4, and 6% 

were mixed respectively with CO2 at volume ratios of 0, 5, 10, 15 and 20%. The 

equivalent ratio, 𝛷 of H2-air was kept constant at 1. To achieve homogeneous mixing 
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of the reactants, the mixture was ignited after standing for 10 minutes. The pressure 

transducer and high-speed camera recordings were synchronized with the electrode 

trigger, and the results of each experiment were stored by in the PC after ignition. Each 

experimental configuration was repeated three times. 

2. Results and discussion 

3.1 Flame behaviour 

Figure 2 shows the flame evolution of the H2-air premixed flame propagating through 

the three observation windows (Fig. 1) under different concentrations of suppressant 

mixtures. In all cases, the first two observation windows are observed in the flame 

structure from "spherical" to "finger-shaped" process, which matches with works by 

(Xiao et al., 2012). Increasing the concentration of suppressants slows down the 

spherical and finger-shaped flames, reducing their brightness. The time for the flame to 

reach the center of the observation window was 7.3ms for the baseline, and that was 

extended to 33.1, 13.1 and 98.8ms by using 4% CF3CHFCF3, 10% CO2 and 4% 

CF3CHFCF3-10% CO2 mixtures respectively.  
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Fig. 2. Flame Snapshots in three observation windows with CF3CHFCF3 and CO2 

concentrations varying from 0-6% and 0-15%. (a) 0% CF3CHFCF3. (b) 2% CF3CHFCF3. (c) 

4% CF3CHFCF3. (d) 6% CF3CHFCF3. 

Furthermore, different concentrations of CF3CHFCF3 noticeable affected the flame 

shape in the third observation window. 2% CF3CHFCF3 concentration cases are 

observed with a folded flame front or tulip-shaped flame phenomenon (Fig. 1b). 

Whereas, at CF3CHFCF3=4%, 6% the flame front propagated in a near-planar shape 

(Fig. 1c). Meanwhile, the flame uplift and instability phenomena were observed 

towards the end of flame propagation. Such as the 6% CF3CHFCF3-10% CO2 case, 

where the spherical flame exhibited an upward trend during the pre-laminar flame 

propagation phase. This was due to the higher density of the suppressant and the 

resulting buoyancy instability (Fig. 1d). As the CO2 concentration increased to 15%, 

the flame extinguishing limit is reached. It should be noted that a bright spotted flame 

was generated at the flame front for 6% CF3CHFCF3 cases. This is because of the 

thermal decomposition of CF3CHFCF3 that producing fluorides, which also involves 

cyclization and polymerization of large molecule fluorides and results in the formation 

of droplets and soot (Shebeko et al., 2000; Yang et al., 2023). 

3.2 Explosion pressure 

Figure 3 shows the suppression effects of varying concentrations of CF3CHFCF3-CO2 

mixtures on the maximum explosion overpressure 𝑃𝑚𝑎𝑥, time to maximum pressure 

𝑡𝑚𝑎𝑥 , and maximum pressure rise rate (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥  of hydrogen. It was found that 

where was a slight upward trend (increase from 0.729MPa to 0.766MPa compared to 

baseline) in the 𝑃𝑚𝑎𝑥 when 0 - 2% CF3CHFCF3 was added without CO2, and a similar 

effect was observed in related studies (Gao et al., 2021; Osorio et al., 2017). This was 

because of the heat release during the reaction of CF3CHFCF3. 𝑃𝑚𝑎𝑥 is significantly 

reduced (from 0.729MPa baseline to 0.621MPa and 0.458MPa) as the concentration of 

CF3CHFCF3 increases to 4% and 6%, the effect of free radicals consuming OH and O 

reactive radicals overwhelms, which caused a decrease in the heat release of the 

reaction (Das et al., 2024). When using CF3CHFCF3-CO2 mixtures, the suppressants 

presented inhibitory effects on the 𝑃𝑚𝑎𝑥 under all conditions, and the reach to 𝑡𝑚𝑎𝑥 

was prolonged (Fig. 3a). And the suppression effect was significant 2% and 4% 

concentrations of CF3CHFCF3 were mixed with CO2. Compared to the baseline, 𝑃𝑚𝑎𝑥 
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decreased by only 11.7% when 10% CO2 was used. When 4% CF3CHFCF3-10% CO2 

was used, 𝑃𝑚𝑎𝑥 decreased by 48.4%. This is due to the trapping of radicals by fluorine-

containing radicals at higher concentrations of CF3CHFCF3 and the dilution and 

cooling effect of CO2. 

 

Fig. 3. Pressures of CF3CHFCF3-CO2 suppression on H2 explosion. (a) maximum explosion 

overpressure and time to maximum pressure. (b) maximum pressure rise rate. 

Figure 3b shows the variation of (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥 under the suppression effect of different 

concentrations of CF3CHFCF3 and CO2 mixtures. In the closed duct, the late shock 

wave and flame interaction lead to flame oscillation and rapid changes in the pressure 

rise rate. The (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥 of the combustion system in the pre-laminar flame stage is 

used to characterise the explosion intensity of the hydrogen-air-inhibitor mixture 

system. Compared to the 𝑃𝑚𝑎𝑥  trends shown in Figure 3a, (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥  decreases 

rapidly with low concentrations of CF3CHFCF3. In addition, 2% CF3CHFCF3-10% CO2 

case has (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥 of 10.72MPa/s, which is a decrease of 88.29% compared to the 

baseline. Further increasing concentration of CF3CHFCF3 or CO2 on has limited 

suppression effects on (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥 , such that 2% CF3CHFCF3-15% CO2 and 4% 

CF3CHFCF3-10% CO2 conditions (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥  are 93.72% and 92.88% lower 

compared to the baseline. When the concentration of CF3CHFCF3 is more than 4%, the 

effect of adding CO2 on (𝑑𝑝/𝑑𝑡)𝑚𝑎𝑥 becomes unnoticeable.  

3.3 Laminar burning velocity 

The spherical flame propagation method is used to calculate the experimental laminar 

burning velocity for flames in the pre-pressure stage of combustion (Faghih and Chen, 

2016). The laminar burning velocity is approximated by the following expression, 

                                                                 𝑆𝐿 =
𝜌𝑏𝑑𝑅 

𝜌𝑢𝑑𝑡
,                                                             (1) 

where 𝑅  is the instantaneous flame radius, 𝑡  is the time elapsed since the spark 

ignited. 𝜌𝑏 and 𝜌𝑢 are the densities of the burned and unburned gases at equilibrium 

respectively and are obtained using CHEMKIN-PRO. 𝑆𝐿 is the experimental laminar 
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burning velocity of the mixture at the initial temperature and pressure.  

PREMIX model in CHEMKIN-PRO is used to simulate the laminar burning velocity. 

The initial conditions were set according to the experimental conditions, considering 

the average transport properties of the mixture and the Soret effect (Shang et al., 2022). 

The computational threshold length was set to 4 cm to allow full coverage of the free-

spreading flame. The integrated reaction consists of three sub-mechanisms: the 

hydrocarbon-air combustion dynamics mechanism USC Mech Version Ⅱ from Wang et 

al (2007); and updated HFC mechanisms: including the NIST C1-C3 HFC and the 

William’s C3F7H reaction mechanisms (Babushok et al., 2015; Burgess et al., 1995; 

Linteris et al., 2012; Williams et al., 2000). 

Figure 4 shows the effects of CF3CHFCF3 and CO2 on the laminar burning velocity. 

For 0% CF3CHFCF3 cases, the laminar burning velocity decreased linearly with the 

CO2 concentration. For CF3CHFCF3-CO2 cases, the decrease in laminar burning 

velocity decreases with increasing CO2 concentration when the CF3CHFCF3 

concentration is fixed, and this trend becomes more evident at higher CF3CHFCF3 

concentrations. Great agreements were achieved between the results predicted by this 

model and the experimental measurements with 𝑅2 of 0.98.  

 

Fig. 4. Effects of CF3CHFCF3 and CO2 on the laminar burning velocity. 

3.4 Suppression mechanisms 

Figure 5 shows the laminar flame structure of premixed H2-air flame (𝛷 = 1, 𝑇0 =298 

K, 𝑃0 =1 bar). From the substance distribution, O2 was more thoroughly consumed in 

the case of adding CF3CHFCF3, reflecting the influence of HFCs as an additional fuel 

in lean mixtures (Shebeko et al., 2000). In the 2% CF3CHFCF3-10% CO2 case, the 

production of H2O is higher than that of HF and is produced before HF, whereas in the 

6% CF3CHFCF3-10% CO2 condition, the production of H2O is much lower than that of 

HF and is produced later than H2O. In addition, as the concentration of CF3CHFCF3 
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increases to 4 and 6%, the reaction zone enlarges significantly, and the laminar burning 

velocity is greatly reduced. The H radicals originally involved in the formation of H2O 

were transferred to HF. The formation of H2O, the combustion product of hydrogen, 

was suppressed, leading to a gradual increase in the yield of the product HF. The 

adiabatic combustion temperature of H2-air without the addition of the suppressant is 

high at 2350 K. The addition of the suppressant causes a decrease in the reaction 

temperature of the combustion system. In Figure 5d, e, and f, the flame temperatures 

can be reduced by 320 K, 480K and 640K, respectively, compared to those without 

suppressant, indicating that the cooperative use of CF3CHFCF3-CO2 can effectively 

reduce the flame temperature and thus control the combustion.  

 

Fig. 5. Effects of CF3CHFCF3 and CO2 on the laminar flame structure. 
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Figure 6 shows the sensitivity coefficients of the primary elementary reactions for the 

laminar burning velocity with a mixture of 10% CO2 and 0, 2, 4, 6% CF3CHFCF3. 

Positive and negative coefficients represent enhancement and inhibition of the laminar 

burning velocity. Compared to the baseline, the addition of CF3CHFCF3-CO2 mixture 

leads to new reactions that suppresses hydrogen-air explosions. Reactions R830 and 

R1010 show increasing inhibition with increasing HFP concentration. The 

dehydrogenation reactions of CF3CHFCF3 with O and OH to form CF3CHFCF3 (R1466, 

R1475) noticeably affect the combustion process, indicating that the addition of 

CF3CHFCF3-CO2 mixture effectively consumes the H, O and OH active radicals. This 

leads to interrupting the hydrogen-oxygen chain reaction and reducing the reaction 

activity, and finally causing decrease of the laminar burning speed. In addition, the 

sensitivity coefficient of R937 is negative when the CF3CHFCF3 concentration is below 

6% and turns positive when it is above 6%. The negative sensitivity coefficient of R861 

increases rapidly at 6% CF3CHFCF3, showing the most effective concentration in 

reducing the risk of combustion explosion in the system (Li et al., 2019).  

 

Fig. 6. Effects of CF3CHFCF3 and CO2 on sensitivity coefficient of hydrogen-air mixtures. 

Furthermore, when CF3CHFCF3 and CO2 mixture are used, the chemical inhibition 

effect of CO2 became less apparent. In previously work (Li et al., 2018), it was found 

that CO2 was able to suppress the exothermic reaction by competing for the H radical 

through the reaction (CO + OH ↔ CO2 + H), which reduced the laminar burning 

velocity of the flame. This is confirmed by the negative sensitivity coefficient in R31 

of 10% CO2 case (Fig. 6). However, when 2% CF3CHFCF3 is used, the chemical 

conversion of CO2 is increased thereby facilitating the reaction. In CF3CHFCF3-CO2 
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mixture cases, the sensitivity coefficient becomes ineligible, which means the unwanted 

reaction enhancement by CF3CHFCF3
 is effectively seized by the addition of CO2. On 

the other hand, CO2 absorbs the heat released by the combustion thus reducing the 

system temperature and performs as a dilutant that reducing the collision probability of 

the reactant molecules. Moreover, CO2 undergoes ternary collision reactions (e.g. R9, 

R12) with high energy radicals such as H, OH, turning active radicals into stabilized 

molecules, by which the reaction rate decreases.  

3. Conclusions 

This paper studies the effects of CF3CHFCF3 and CO2 mixtures in varying 

concentrations on the H2-air explosion at the equivalence ratio and investigates the 

relating chemical kinetic mechanisms. The gas mixture presents noticeable suppression 

performance reducing the explosion pressure and the flame propagation speed. The 

additional CO2 mixed with low concentration CF3CHFCF3 (< 4%) counteracted the 

exotherm reaction of CF3CHFCF3, achieving the decrease of 𝑃𝑚𝑎𝑥 and (𝑑𝑃/𝑑𝑡)𝑚𝑎𝑥 

up to 48.4% and 93.72% respectively compared to the baseline. A mixture of 6% 

CF3CHFCF3-15% CO2 reached the quench limit of premixed gases at stoichiometric 

ratio. Furthermore, CF3CHFCF3- CO2 mixture was found to present both physical and 

chemical suppression effects on H2-air explosion, mainly because of CF3CHFCF3 

consuming reactive radicals, cutting off the hydrogen-oxygen chain reactions. The 

concentration of CF3CHFCF3 has a significant effect on the reaction rate when 

combined suppressants are used. Dehydrogenation of CF3CHFCF3 (R1466, R1475) and 

defluorination of CF3 become more important to reduce the combustion rate at higher 

CF3CHFCF3 concentrations. In low CF3CHFCF3 concentrations, the mixing of CO2 

effectively reduces the sensitivity coefficient of R31. In addition, it enhances the heat 

absorption and dilution effects, and acts as a third body in the chain reaction (R9, R12), 

suppressing the reaction rate and thus reducing the explosion intensity. 
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Abstract

We systematically investigated the reflected pressures and time-resolved impulses of a range of com-

bustion waves, spanning from fast flames to detonations, through a comprehensive suite of experi-

ments and simulations. The experiments were performed in a shock tube using an H2/O2 mixture.

High-speed schlieren visualization and pressure measurements, revealed that the highest impulses

were achieved with reflected fast flames when DDT (Deflagration to Detonation Transition) occurred

in the shock-compressed gases within the detonation initiation timescale. They were followed, in

order of importance, by the reflected pressure generated by quasi-detonations/detonations and fast

flames with no ignition. The one-dimensional reactive Euler equations with a simplified two-step

combustion model, were adopted to simulate the reflection of high-speed combustion waves at differ-

ent states: choked flame, super fast flame and unsupported CJ (Chapman-Jouguet) detonation waves

in a fixed channel. The simulation results show that the peak pressure in order of sequence depends

on the incoming shock speed. Within reaction timescales, the largest impulse is caused by the super

fast flame reflection. While at timescales greater than 0.1 times the initial acoustic timescale, the large

pressure and impulse are attributed to the unsupported detonation reflection.

Keywords: head-on reflection, fast flame, detonation, pressure dynamics, 2-step combustion

model

1 Introduction

The reflected pressure and impulse generated by high-speed combustion waves interacting normal

to a wall are of importance in various applications such as internal combustion engines, explosion

safety, and propulsion. Depending on the mixture sensitivity, there is a continuous spectrum of wave

speeds of high-speed deflagrations (or fast flames), quasi-detonations, and detonations, ranging from

close to the sound speed of the combustion product to the CJ detonation speed. The overpressures

generated by these waves range from 10 to 35 times the initial pressure. Previous studies have sug-

gested that DDT events may generate larger loadings than propagating detonations or deflagrations,

as established anecdotally by many groups (e.g., Liang and Shepherd (2007)). Additionally, the possi-

bility of DDT in the pre-compressed gas (Rakotoarison et al. (2019, 2020), Oran and Gamezo (2007))

from reflections of high speed deflagrations can result in even higher pressures on the timescale of

autoignition (Studer et al. (2022)). However, it’s important to note that the level of overpressure and

impulse is not solely determined by the characteristics of the combustion wave itself. Rather, it also

depends significantly on the timescale of the interaction between the combustion wave and the end

wall. This underscores the necessity of evaluating pressure and impulse across various timescales to

ensure the safe design of explosion-proof walls.

The present study presents a comprehensive suite of experiments and simulations to establish the

mechanisms and conditions controlling the reflected pressures and time resolved impulse of reflected

combustion waves ranging from fast flames to detonation waves. Four distinct sets of experiments

with simultaneous visualization and pressure measurements are performed in a lean H2/O2 mixture.

The time histories of pressure and impulse resulting from reflected detonations are compared with

those of attenuated detonations obtained by initially passing the detonation through a diverging sec-
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Fig. 1: Schematic of the experimental setup: (a) the smooth shock tube configuration, (b) the diverging

ramps in the test section and (c) the obstacles with a blockage ratio of 75% and a distance of 250 mm

or 500 mm from the center to the end wall.

tion, which serves to attenuate the lead shock and further decouple the reaction zone (Xiao and Rad-

ulescu (2020), Khasainov et al. (2005)). High speed deflagrations are generated by guiding a deto-

nation wave through a column of cylinders, generating a decoupled shock-flame complex following

the methodology outlined in previous works (Rakotoarison et al. (2019, 2020), Saif et al. (2017)).

The strength and separation distance between the flame and shock are regulated by controlling the

distance over which they propagate.

One-dimensional (1D) Euler simulations with a simplified two-step combustion model have been

conducted to investigate choked flame, super fast flame, and unsupported detonation wave reflection

within a fixed channel. The different wave speeds represent gases with different reactivities. The

high-speed deflagration waves were represented by a 1D shock followed by a reaction front in the

model. In the case of the choked flame configuration, the flame was characterized as a discontinuity,

corresponding to a CJ deflagration, with the particle velocity set to zero to meet the end wall boundary

condition. The super fast flame was defined to have a precursor shock propagating at a higher speed

than the choked flame, followed by a CJ deflagration. An expansion wave was introduced between

the end wall and the CJ deflagration to satisfy the boundary condition. The unsupported detonation

wave was modeled by a ZND profile followed by a Taylor expansion wave, which was controlled

by the channel configuration. These simulations serve to elucidate the dynamics of the pressure and

impulse under wave reflection across different timescales.

2 Experimental details

The experiments were conducted in a shock tube with dimensions of 3400 mm × 19.1 mm × 203.2

mm, as shown in figure 1. The mixture of H2/O2 at an equivalence ratio of 0.5 was ignited by capacitor

discharge. Mesh wires were inserted in the initiation section to promote the formation of detonations.

Eight high frequency piezoelectric PCB pressure sensors were mounted flush on the top wall (p1-p7)

and the end wall (p8) of the shock tube to collect pressure signals. The pressure signals were sampled

at a rate of 1.538 MHz, and low-pass filtered at 100 kHz. Three different configurations were adopted

in the test section: the smooth shock tube, the diverging channel and the shock tube with a column of

equally spaced obstacles. The latter two geometries serve to decouple or attenuate the detonation to

a fast flame of interest. The diverging channel was formed by a pair of smooth ramps. The entrance

of the channel was chosen to be of the same order as the detonation cell size, the area increase to 2.8

times the initial value over a distance of 5 times the entrance. The column of equally spaced obstacles
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(a) Before reflection (b) After reflection

Fig. 2: Schlieren image sequence of detonation propagation and reflection from the end wall.
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Fig. 3: Pressure profiles recorded at p1 and p8 locations for all 5 detonation tests.

has a blockage ratio of 75% and was placed at a distance of 250 mm or 500 mm from the end wall.

At least five repeated experiments were performed for each configuration.

For each experiment, the shock tube was evacuated to a pressure less than 80 Pa. Then, the mixture

was filled into the shock tube. The gases were prepared in mixing tanks by the method of partial

pressure and were left to mix for more than 24 hours. The initial pressure of the test mixtures was

kept constant at 8.9 kPa for all tests, unless otherwise mentioned. The ambient temperature was 294

K. A pair of glass windows was installed at the test section in order to visualize the phenomenon using

the Z-type Schlieren system with a field of view of 317.5 mm in diameter. The image sequence was

recorded using a high-speed camera (Phantom v1210). The frame rate was 77481 to 92,219 frames

per second (fps) with a resolution of 384 × 240, and the exposure time was set to 0.468 µs.

3 Experimental Results

3.1 Detonation reflection in a smooth channel

Figure 2 shows an example of the detailed evolution of the detonation reflection in the smooth channel.

The detonation propagates from left to right with approximately 10 cells, corresponding to a cell size

of 20 mm. The local speed of the detonation wave varies within 5% of DCJ , indicating the state of the

detonation wave is close to the ideal state and the loss to the channel wall is negligible. As shown in

Fig. 3, the peak pressure of the incident detonation is close to the CJ detonation pressure (PCJ), which
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(a) Before reflection (b) After reflection

Fig. 4: Schlieren image sequence of quasi-detonation propagation and reflection from the end wall in

the diverging channel.

is evaluated using the SDToolbox (Lawson and Shepherd (2019)) with the San Diego thermodynamic

database UCSD (2016). A clear oscillation in pressure profile is observed in the products, which

matches closely the spacing between transverse waves divided by the sound speed in the products.

The pressure traces also indicate a slowly decaying signal, due to the loss to the channel wall and the

Taylor wave trailing the detonation wave.

Upon reaching the end wall, the detonation immediately burned out all the reactive mixture within

in one frame and reflected as an inert shock propagating backwards to the left. The peak pressure at

the end wall is about 20% to 115% larger than reflected pressure for detonation at CJ state (Pre fCJ),

which is caused by the immediate burning of the reactant upon reflection. The stochasticity in peak

pressure is associated with the sample rate of the pressure signals as compared to the reaction time

of the gas behind the reflected shock, as well as the detonation cellular structure and the proximity of

the pressure sensor to the triple point collision and Mach stem formation, which generate the largest

pressures. The pressure then went through two distinct decreasing stages, similar to the incident

detonation pressure profile. Within 200 µs, the pressure asymptotes to below PCJ .

3.2 Reflection of attenuated detonations in the diverging channel

The attenuated detonations were generated by directing the well-established detonation wave into

a diverging channel formed by a pair of smooth ramps. Figure 4 illustrates the detailed detonation

attenuation and reflection. The detonation wave enters the diverging channel with two triple points. As

it propagates further inside the channel, the detonation decays to a quasi-detonation with a thickened

front due to the channel expansion. The generation of unreacted gas pocket can also be found at the

back of the detonation. The wave speed decays to approximately 1400 m/s, which is 0.63 DCJ , upon

reaching the end wall. The reflected shock transmits through the unburned gas and consumes all the

unreacted gas within less than 21.7 µs, corresponding to the time interval between three frames of the

high speed video.

Figure 7a shows the pressure profile resulting from the attenuated detonation reflection at the end wall.

Despite propagating at a much lower speed, the quasi-detonation reflection generates a comparable,

and possibly larger, pressure loading at the end wall. The large overpressure quickly decreases to PCJ

within 20 µs after reflection and remains nearly constant thereafter.

3.3 Reflection of high speed deflagrations with detonation re-initiation

Figure 5 shows the propagation and reflection of the high-speed deflagration resulting from passing

a detonation through the obstacles placed 250 mm from the end wall. After traversing the obstacles,
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(a) Before reflection (b) After reflection

Fig. 5: Schlieren image sequence of high-speed deflagration propagation and reflection from the end

wall with detonation re-initiation.

the detonation wave front gradually thickened, forming a shock-flame complex. The speed of the

fast flame continuously decreases to about 1232 m/s (0.55 DCJ) when the incident shock reaches the

end wall. Following the reflection of the leading shock, an auto-ignition hot spot emerges at about

one-third of the channel’s height from the bottom wall. At 38.5 µs, the two re-initiation spots become

more evident. These re-initiated spots then burn out the reactant and propagate to the left as an inert

shock. It’s worth noting that the location of the re-initiation spot is random, depending on the wave

structure during the reflection, and this randomness can be reflected in the pressure plot, as depicted

in Fig. 7a. The time taken to reach the peak pressure in all five experiments conducted differs by 30

µs. Depending on the location of the re-initiation, the measured pressure peak can differ by about 50

times the initial pressure. Moreover, the overall peak pressure is higher than the reflection pressure

caused by both the detonation and the attenuated detonation.

3.4 Reflection of high speed deflagrations with no re-initiation

Figures 6 and 7a depict the results obtained from experiments conducted in the shock tube with

obstacles positioned 500 mm from the end wall. In this configuration, the distance between the leading

shock and the flame is much larger than that observed in the 250 mm case, where the shock-flame

complex reached the end wall. The leading shock speed decays to approximately 1050 m/s (0.47 DCJ)

upon reaching the end wall. Subsequently, it reflects as an inert shock and interacts with the incoming

flame. This interaction results in an increase in the flame surface area, albeit without detonation re-

initiation. The peak pressure at the end wall is approximately 30 times the initial pressure, and it

continues to decrease as the reflected shock propagates further to the left.

3.5 Comparison of the pressure and impulse profiles for different combustion waves reflection

A summary of the pressures and average impulses for all the configurations considered is presented

in Fig. 7. The impulse was calculated for each case as I =
∫ t

0 (P(t)−P0)dt and then averaged over

the 5 repeated experiments. The pressure and impulse increase for the direct detonation reflection

and attenuated detonation reflection in the diverging channel show no significant differences within

the first 20 µs, although the pressure at the end wall for the diverging channel quickly decreases to

below the CJ detonation pressure, whereas the end wall pressure for the direct detonation reflection

case remains larger than the CJ detonation pressure.

The pressures and impulses for the fast flame reflections remain smaller than the other cases until the

detonation re-initiation occur. For the cases with successful re-initiation, the impulse is larger than
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(a) Before reflection (b) After reflection

Fig. 6: Schlieren image sequence of high-speed deflagration propagation and reflection from the end

wall with no re-initiation.
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Fig. 7: (a) Pressure profile and (b) averaged impulses at the end wall for all combustion waves

considered. Time 0 corresponds to the time when the shock reached the pressure sensor.

for the detonation reflection in the smooth channel or attenuated detonation diverging channel. For

the failed re-initiation cases, obtained with obstacles placed 500 mm from the end wall, the increase

rate of the impulse is nearly constant and remains smaller than the rest. The results thus clearly show

that the largest pressure and impulse are obtained for initially weaker shock flame complexes with

internal DDT or strong ignition.

4 Numerical method and physical model

In experiments, the highest levels of pressure and impulses were obtained within the detonation ini-

tiation timescale. Additionally, the velocity of high-speed deflagration waves is not steady before

reaching the end wall. It is thus challenging to assess the level of pressure and impulses evolution

for different wave reflections at later times. To address this issue, we developed a system of 1D

simulations for choked flame, super fast flame and unsupported detonation in a channel with a fixed

length, as depicted in Figures 8 and 9. In these simulations, we assume uniform states across the

leading shock and a constant speed of flame propagation. Furthermore, the activation energy, heat

release, and specific heat ratio are held constant. The problem was addressed using the reactive Euler

equations with a two-step combustion model, which allows individual control of the induction and

reaction zone.
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Fig. 9: Space-time diagram sketches illustrating the cases studied in the current paper.

The 1D reactive Euler equations, specifically the equations of mass, momentum, and energy con-

servation in the reactive fluid, can be found in Sharpe (2002). These equations were solved using a

finite-volume in-house code developed by Sam Falle at the University of Leeds, using a second-order

accurate Godunov exact Riemann solver (Falle et al. (1993)) with adaptive mesh refinement. In the

two-step combustion model, the transport equations of the induction and reaction variables can be

written as
Dλi

Dt
= [1−H (λi)]ki exp(−

Ea

RT
),

Dλr

Dt
= H (λi)kr(1−λr)

ν ,

(1)

where ν is the reaction order, λi is the induction progress variable, taking a value of 0 in the reactants

and 1 at the end of the induction zone; λr the reaction progress variable, with a value of 0 in the

unburned zone and 1 in the burned products. H (λi) is the Heaviside function, assuming a value of 1

when λi ≥ 1, and 0 for λi < 1, used to disable the progress of λi at the end of the induction zone. ki

and kr are rate constants.

The input parameters for the combustion model are given in Table 1. For simplicity, they were cali-

brated from the detailed chemistry using the SDToolbox (Lawson and Shepherd (2019)) with the San

Diego thermodynamic database UCSD (2016). γ is the post-shock specific heat ratio of the CJ deto-

nation, while the heat release Q was determined from the perfect gas relation recovering the correct

CJ detonation Mach number. The effective activation energy Ea was evaluated from the logarith-

mic derivative of the ignition delay with respect to the inverse of post-shock temperature. The rate

constant ki was obtained from Eq. 1 for the ignition delay time of the CJ detonation, while kr was de-

termined by 1
tr

cpT

Q
, where cp is the constant pressure heat capacity. ν was found by fitting the detailed

chemistry ZND structure.

The leading shock Mach numbers and flame properties for the 3 types of combustion waves illustrated

Table 1: The calibrated parameters for the 2-step model from the detailed chemistry.

γ Ea/RT0 Q/RT0 ki kr ν

1.3158 25.29 20.35 133083719 1123457 1.1
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Table 2: The calibrated non-dimensional parameters for the 2-step model from the detailed chemistry.

Choked flame Super fast flame Unsupported detonation

Ms 2.75 3.15 4.96

M f 0.28 0.3 /
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Fig. 10: (a) Precursor shock speed for different values of burning velocity, (b) The ignition delay time

vs. precursor shock Mach number in the current combustion model.

in Fig. 9 are detailed in Table 2 and Fig. 10. These parameters were derived by solving the jump

equations across the shock and the flame using the perfect gas relations, under the assumption that

the shock-flame complex propagates in a closed channel. As shown in Fig. 10, as the flame burning

velocity increases, both the precursor shock and the reflected shock Mach number rise. Consequently,

the autoignition delay time for the gas at the post-shock state decreases. When the flame burning

velocity increases to the first critical flame speed, the flame is at CJ deflagration state. If the flame

burning velocity exceeds the first critical flame speed, it continues to be in the CJ deflagration state,

which is the maximal steady speed permissible. Accordingly, an expected expansion wave forms

between the reaction front and the end wall.

For simplicity, the simulations of high-speed deflagrations reflection were divided into two parts.

Firstly, we started the simulation from the point where the leading shock had reflected from the end

wall. In the second part, the CJ deflagration was modeled as a discontinuity to interact with the

reflected shock. The distance between the flame and the leading shock depends on the wave velocity

and the length of the channel. A base grid of 400 grid points per xi, where xi = ti ×
√

Prs/ρrs with Prs

and ρrs representing the pressure and density at the post-reflected shock state, was utilized, along with

up to 5 levels of grid refinement. For the simulation of the unsupported detonation, the ZND profile

followed by a Taylor wave corresponding to the channel configuration was directly placed at the end

wall. A base grid of 1/2 grid points per induction zone length, along with 5 level of grid refinement

levels, were used. A fixed channel length L of 0.5 m was considered, unless otherwise specified, and

a reflective boundary condition was imposed at the boundary.
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Fig. 11: (a) Characteristic space-time on top of the pressure profile to illustrate the initiation induced

by the shock reflection for choked flame reflection; the orange dotted lines represent the particle path;

the light blue lines are the C+ characteristics; the black line is the main shock front; the red line

indicates the 99% of the consumption of reactant. (b) End-wall pressure evolution. Time 0 represents

the time the shock reached the end wall.

5 Numerical results

5.1 Reflection of choked flame with Ms = 2.75

5.1.1 Flow evolution during detonation initiation

The flow field evolution of the detonation initiation and the pressure at the end wall due to the leading

shock reflection of the choked flame are shown in Fig. 11. The space-time diagram in Fig. 11 illus-

trates also the evolution of the particle paths, C+ characteristics, the shock trajectory and the flame

marked by the 99% of the consumption of reactant. The pressure at the end wall undergoes four dis-

tinct stages during the detonation initiation. The reaction starts at 8.0 tiCJ , resulting in the formation of

a detonation wave. As the detonation wave propagates away, a Taylor expansion fan forms between

the detonation and the end wall, as evidenced by the increasing distance between the red line and

the first C+ characteristic behind it. Concurrently with detonation formation, the end wall pressure

rapidly increases. The detonation wave reaches the leading shock at 13 tiCJ , forming a forward-facing

detonation followed by a Taylor expansion and a series of backwards-facing waves. These waves,

which are similar to the waves formed during the longitudinal oscillation in a square-wave detonation

(Fickett and Davis (2000)), in order of time sequence are an expansion wave resulting from the two

inert shock interaction, a compression wave formed due to the shorter ignition time of the particles

at the contact surface formed during the interaction of the two shocks, and lastly, an expansion wave

established when the old reaction front reached the newly formed reaction zone. The backward-facing

waves reach the end wall at 18 tiCJ , marking the end of the increase in end wall pressure at 83 P0.

The reflection of the expansion wave leads to a sharp decrease in end-wall pressure. Subsequently,

the end-wall pressure gradually increases as the compression wave reflects back from the wall. Fi-

nally, the last part of the expansion wave further lowers the end wall pressure. In the last stage, the

secondarily formed detonation becomes steady, and the pressure at the end wall remains constant.

5.1.2 Flow evolution for detonation-CJ deflagration interaction

The space-time diagrams in Fig. 12 show the flow field evolution of the interaction between the initi-

ated detonation wave with the CJ deflagration discontinuity. At 15.9 tiCJ , the detonation interacts with
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(a) (b)

Fig. 12: (a) Zoomed-in and (b) Overall characteristic space-time on top of the pressure profile to

illustrate the flow field of the detonation-choked flame interaction.

the flame, resulting in a transmitted shock in the burned gas, a backward-traveling expansion wave,

and a contact surface in between. Subsequently, the expansion wave interacts with the end wall-

reflected waves and reaches the end wall at 19 tiCJ , before the series of backwards-facing waves fully

reflect from the end wall. This leads to a sudden increase in the end wall pressure, as depicted in Fig.

11b. The pressure at the end wall then decreases further until the tail of the expansion waves even-

tually leaves the end wall at 60 tiCJ , reducing the end wall pressure to 4 P0. The reflected expansion

wave then propagates to catch up with the transmitted shock.

To investigate the impact of channel length, two additional configurations were examined with lengths

of 0.5 L and 2.43 L, representing the interactions of the CJ deflagration and the detonation before and

after the second detonation fully develops. Fig. 11b compares the pressure profiles at the end wall

for all three configurations. The peak pressure and the overall pressure evolution are similar across

all three cases. However, in a longer channel, the distance between the leading shock and the flame is

larger, resulting in the prolonged duration of high pressure.

5.2 Reflection of super fast flame with Ms = 3.15 followed by an expansion wave

The space-time diagram in Fig. 13a illustrates the flow field evolution of the detonation initiation due

to the reflection of the Ms = 3.15 shock. The reaction starts at 3.3 tiCJ , resulting in the formation of

a forward facing compression wave. This compression wave heats the gas behind it and eventually

forms a detonation wave at 4.2 tiCJ . The initiation of the detonation generates a weak shock wave

propagating backwards. During this stage, there is a sharp increase in pressure at the end wall. The

weak shock reaches the end wall at 4.7 tiCJ and reflects back, causing a further increase in end wall

pressure to 122 P0, as shown in Fig. 14. Subsequently, the detonation catches up with the compression

wave and the reflected shock at 5.2 tiCJ and 5.7 tiCJ , respectively. Both interactions lead to the for-

mation of a transmitted detonation and a series of backwards-facing waves. These backward facing

waves reach the end wall at 8 tiCJ , initiating a decrease in end wall pressure.

The transmitted detonation then interacts with the flame at 8.29 tiCJ . The space-time diagram in

Fig. 13b shows the flow field evolution of the interaction between the detonation wave and the CJ

deflagration, followed by an expansion wave. This interaction results in a transmitted shock followed

by an expansion wave, as well as a backward-traveling expansion wave. Subsequently, the expansion

wave interacts with the end wall at 13.2 tiCJ and eventually reflects back to the right at approximately

50 tiCJ . The pressure at the end wall then remains constant at the same final pressure as in the choked
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(a) (b)

Fig. 13: Characteristic space-time on top of the pressure profile to illustrate the (a) initiation induced

by the shock reflection, and (b) interaction between the detonation wave and the CJ deflagration

followed by an expansion wave, same legend as for Fig. 11a.

flame reflection.

5.3 Unsupported detonation reflection

The the pressure plot in Fig. 15 and the space-time diagram in Fig. 16 depict the flow field evolution of

the unsupported detonation reflection. The reflection of the leading shock quickly leads to an increase

in end wall pressure to 220 P0 in 0.1 tiCJ , equivalent to one time step in the current simulation. This

peak pressure corresponds to the constant volume combustion of the gas at the post-shock state of

the incoming shock. However, it’s important to note that variations in the time step size can lead to

corresponding changes in the peak pressure, resulting in smaller or larger values. The reflected shock

then traverses the reaction zone and the Taylor wave, resulting in a transmitted shock and a backward-

facing expansion wave. As the shock moves further away, the end wall pressure sharply decreases.

The reflected detonation wave burns out 99% the reactant at 3.6 tiCJ , at which point the pressure at

the end wall corresponds to the reflected CJ detonation pressure. The pressure remains constant until

the backward-facing expansion wave reaches the end wall at 11.5 tiCJ . The reflection of the expansion

wave leads to further decay of the end wall pressure until the tail of the backwards-facing wave finally

reaches the end wall at about 175 tiCJ , resulting in a end wall pressure of 5.6 P0.

5.4 Comparison of the pressure and impulse profiles for different combustion waves reflection

A summary of the end wall pressures and impulses for the three cases considered in the simulation

is presented in Fig. 17. Note that the parameters in Fig. 17 are normalized by the initial pressure

P0 and initial acoustic timescale tc0 = L/c0, where c0 is the sound speed in the initial state. The

peak pressure, in order of sequence, depends on the incoming shock speed. The highest impulse was

achieved for the super fast flame reflection before 0.09 tc0, followed by the choked flame and the

unsupported detonation reflection. By 0.07 tc0, the end wall pressure decays to the final pressure for

the two cases of high-speed deflagration reflection, while for the unsupported detonation reflection

case, it continues to decay due to the long Taylor wave. The final pressure for all three cases is the

same. However, the impulse caused by the unsupported detonation reflection is significantly larger

than the rest from 0.1 tc0.
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Fig. 15: End-wall pressure evolution as a

function of time for unsupported detonation
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Fig. 16: (a) Zoomed-in and (b) Overall characteristic space-time on top of the pressure profile to

illustrate the unsupported detonation reflection, same legend as for Fig. 11a.

6 Conclusions

In conclusion, we have conducted experiments and 1D numerical simulations of the head-on reflection

of detonation waves, attenuated quasi-detonations and high speed deflagrations normal to a wall. Both

the experiments and simulation results show that the largest impulse arises from the reflection of high-

speed deflagration due to the initiation of detonation in the post-reflected gas within the detonation re-

initiation timescale. The simulation results for different combustion waves demonstrate that the peak

pressure varies depending on the incoming shock speed. However, the peak pressure is also influenced

by the sample rate of pressure signals, potentially resulting in different orders. This explains why, in

experiments, the highest overpressures and impulses were achieved with the re-initiation of detonation

formed by shock reflection during the head-on reflection of high-speed deflagration. Following this,

in order of importance, are quasi-detonations, detonations, and shock flame without re-ignition. At

times larger than 0.1 tc0, both the high pressure and impulse originate from the unsupported detonation

reflection. These findings provide clarification and theoretical prediction for the dynamics of the end

wall pressure resulting from the different combustion waves.
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Abstract
In this study, the pressure evolution resulting from the head-on reflection of detonation waves as the
reflected shock travels through the reaction zone is investigated. Detailed experiments on detonation
reflection were conducted, and the transient dynamics were monitored using pressure transducers and
high-speed Schlieren videos. This allowed us to resolve the inner structure of the reflection dynamics
and the sequence of events controlling the overall pressure evolution within the reaction time scale.
The experiments were performed using mixtures of CH4/2O2 and 2H2/O2/7Ar, spanning the degree
of cellular regularity of detonations in reactive gases. It was found that for regular mixtures character-
ized by a long reaction zone structure, the simple one-dimensional ZND model is sufficiently accurate
to predict the pressure evolution of the reflection. This was further confirmed through a comparison
of experiments with both two-dimensional and one-dimensional simulations, employing a previously
introduced model that accounts for boundary layer losses. For irregular detonation waves in which
the reaction zone significantly departs from the steady ZND model, we propose a new model that
accounts for the hydrodynamics thickness of the detonation. The hydrodynamic thickness was found
to be approximately one cell width, λ , in both mixtures investigated. Using this knowledge, a sim-
plified one-step combustion model tailored to the global structure of the reaction zone is introduced.
This model employs one-dimensional reactive Euler equations, assuming constant volume combus-
tion upon reflection, thus constructing the pressure evolution of the reflected detonation in irregular
structure detonations. The results demonstrated that the end-wall pressure evolution resulting from
the reflection of high-speed detonation can be reliably predicted using the simple proposed model.

Keywords: detonation reflection experiments, reaction zone length, pressure evolution, numer-
ical modelling

1 Introduction
When a detonation wave propagates inside a closed vessel and reaches the end wall, it produces a
reflected shock wave that travels back into the tube. This shock wave serves to bring the gas behind
the detonation to a state of rest. The over-pressures produced by these waves depend significantly on
the regularity of the incoming detonation, the configuration of the vessel and the angle of the reflection
often resulting in very high pressure spikes (Shepherd et al., 1991). This increased pressure near the
wave reflection region is of great interest in safety analyses, as it can have significant implications for
operational safety. While extensive efforts have been made to study various aspects of the phenomena
(Shepherd et al., 1991, Karnesky, 2010, Damazo, 2013, Damazo and Shepherd, 2017), there is a lack
of detailed insights into the structure of detonation and its reflection with sufficient time resolution in
the scales of the reaction zone time.
This paper presents an experimental and numerical investigation of detonation behavior prior to re-
flection and the subsequent reflected wave in 2H2/O2/7Ar and CH4/2O2 mixtures exhibiting both
regular and irregular cellular structures. First, detailed experiments were conducted to visualize the
detonation propagation inside a narrow channel and its reflection from the end wall. Then, the pressure
dynamics were quantified using pressure transducers as the detonation wave traversed the channel and
the reflected shocks passed through the reaction zone of the preceding detonation wave. For the regu-
lar mixture of 2H2/O2/7Ar, a previously proposed model is employed to account for boundary layer
losses to reproduce the reflection dynamics and wave structure through both 2D and 1D simulations
(Xiao et al., 2021, Zangene et al., 2022). However, for irregular structure detonation waves in the
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Fig. 1: Schematic of the shock tube used in the experiment.

Table 1: The experimental test gases and their properties.

Mixture p0 [kPa] χ DCJ pCJ [kPa] pCJ,Re f lected [kPa]

2H2/O2/7Ar 4 0.73 1602 64 155

CH4/2O2 6 522 2267 162 405

CH4/2O2 mixture, a simplified one-step combustion model fitted to the overall structure of the det-
onation hydrodynamic thickness was introduced, where the reaction zone deviates significantly from
steady ZND model predictions (Lee and Radulescu, 2005). This model utilizes one-dimensional reac-
tive Euler equations, assuming constant volume combustion upon reflection, thereby calculating the
pressure evolution of the reflected detonation in irregular structure detonations.

2 Experiments
2.1 Experimental set-up

The experiments were performed in a 3.4-m-long shock tube, with 0.019-m-thickness and 0.203-m-
height. The schematic illustrating the experimental set-up is shown in Fig. 1. Mesh wires were placed
in the initial section of the shock tube to ensure the formation of detonation within this segment.
Subsequently, the detonation propagated through the second section to reach a steady propagation
speed before entering the third test section. A rectangular object, composed of polyvinyl chloride, was
placed at the end of the test section to serve as a wall. Additional details regarding the experimental
set-up can be found in a previous work (Bhattacharjee, 2013).
The two mixtures studied were a stoichiometric mixture of methane-oxygen (CH4/2O2) and a sto-
ichiometric mixture of hydrogen-oxygen diluted with argon (2H2/O2/7Ar). The selection of these
two mixtures was based on their significant differences in cellular regularity. As shown in Table
1, the detonation stability parameter χ , (Radulescu, 2003), varies widely between the two selected
mixtures. The Chapman-Jouguet (CJ) detonation speed, DCJ , pressure, pCJ and reflected pressure,
pCJ,Re f lected , are calculated using the Shock and Detonation Toolbox (SDToolbox) (Williams, 2014)
and Sandiego mechanism (SanDiego, 2016). We varied the initial pressure, p0, of the test gas to
create a single large detonation cell, enhancing the visibility of the reflection process. Since the
mixture of 2H2/O2/7Ar has low reactive sensitivity, a more reactive driver gas of stoichiometric
ethylene-oxygen (i.e., C2H4/3O2) was used in the initiation section, which was separated from the
propagation section with a thin aluminum foil diaphragm. Preliminary tests were conducted to pre-
vent an excessively driven detonation wave in the test section resulting from the high-pressure driver
gas. The minimum pressure required to initiate detonation waves was identified. Throughout all ex-
periments, a constant ratio of 2.4 between the driver gas and the test gas was maintained as a reference
for filling the shock tube. All experiments reported were conducted at an initial temperature of 293 K.
To guarantee the results reliability and reproducibility, the experiments were conducted twelve times
under identical conditions in the 2H2/O2/7Ar mixture and thirteen times in the CH4/2O2 mixture.

Each mixture was prepared in a separate mixing tank by the method of partial pressures and was then
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Fig. 2: Schlieren images of the incident detonation and the reflected shock wave in the mixture of
2H2/O2/7Ar at p0 = 4 kPa. H is the channel height of 0.203 m.

Table 2: Detonation average propagation speed and cell width measured from the experiments.

Mixture p0 [kPa] λ [m] D [m/s] t∆ = λ

D [µs]

2H2/O2/7Ar 4 0.203 1285±40 158±5

CH4/2O2 6 0.10±0.022 2096±91 47±10

left to mix for more than 24 hours. Monitoring of the mixing process was done using an Omega
PX409-015AV pressure transducer with the accuracy of ± 0.08%. The shock tube was evacuated to
a pressure below 80 Pa before filling it with the gas. The initial ignition of the premixed combustible
mixture was achieved using a high voltage igniter (HVI) that was custom designed and built (Bhat-
tacharjee, 2013). The HVI utilized a capacitor discharge method for ignition. In all experiments, the
capacitor was charged to a voltage of around 25 kV.
A linear arrangement of two 113B24 piezoelectric PCB pressure sensors, followed by five 113B27
sensors, was evenly distributed along the top wall of the shock tube. This setup was used to capture
pressure signals from the detonation before reflection. Additionally, for the investigation of detonation
reflection, one 113B24 piezoelectric PCB pressure sensor was inserted into the center of the end wall
to measure the over-pressure resulting from the reflection. The sensors resonate at 500kHz, while the
pressure signals during the experiments were recorded at a rate of 1.5 MHz. All pressure gauges used
in the experiments have a diameter of 5.5-mm and a maximum error of 1.3%, as determined from
the calibration data. The signal conditioners used for these pressure sensors are the PCB Piezotronics
model 482C05 and 482C16. To improve the quality of the pressure signals and minimize noise, a
filtering process was applied to the raw data using a cut-off frequency of 250 kHz. This frequency
selection aimed to preserve crucial information regarding the smallest spatial scales observed in the
detonation structure during the experiments. Furthermore, the propagation process was visualized by
utilizing the classical Z-type Schlieren technique with the Phantom v1210 camera at 77108 frames
per second (about 12.9 µs for each interval). The Schlieren visualization was implemented with a
vertical knife-edge utilizing a light source of 360 W, with the exposure time set to 0.44 µs and the
frame resolution kept at 384×288 px2.

2.2 Experimental results

The propagation of the incident detonation and its reflection from the end wall in the regular cellular
structure mixture of hydrogen-oxygen-argon is shown in Fig. 2. The detonation propagates from left
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(a) Experimental results from 72 pressure sensors.
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Fig. 3: Temporal evolution of the incoming detonation wave pressure measured on the top wall in the
mixture of 2H2/O2/7Ar at p0 = 4 kPa.
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Fig. 4: Temporal evolution of the reflected wave pressure measured on the end wall in 2H2/O2/7Ar
mixture at p0 = 4 kPa.

to right, as depicted in Fig. 2 (a, b, c and d). The detonation front has a single large cell, displaying
a notably regular pattern characteristic of this mixture with long reaction zone length. Immediately
following the head on reflection of the detonation from the end wall, as shown in Fig. 2 (e, f, g and
h), the shock rapidly consumes all the unburned gases. Subsequently, it continues to propagate from
right to left, into the reaction zone of the preceding incoming detonation wave.
The global propagation speed, D, of the detonation wave across the entire test section was determined
by pressure sensors using the time-of-arrival method, as detailed in Table 2. The reported cell width,
λ , is the average obtained from Schlieren images. The speed and cell size measurements are the
average value of the repeated experiments. The value of the time corresponding to one cell behind
the detonation, which indicates the potential location of the sonic surface, t∆ = λ

D , is also presented
in Table 2. The standard deviation of the propagation speed and cell width measured in repeated
experiments is included. Figure 3a depicts the 72 pressure signals recorded by pressure sensors on
the top wall following the passage of the detonation wave, with the average pressure indicated by the
solid line. The signal in the plot has been shifted so that zero time on the plot corresponds to the time
of detonation arrival. While the peak of the average pressure reaches approximately 100 kPa, certain
sensors recorded peaks as high as 700 kPa. The high peaks might arise from the stronger part of the
detonation front passing or from a transverse wave detected by the sensor.
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Fig. 5: Schlieren images of the incident detonation and the reflected shock wave in the mixture of
CH4/2O2 at p0 = 6 kPa. H is the channel height of 0.203 m.
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(a) Experimental results from 78 pressure sensors.

0 50 100 150 200 250
Time ( s)

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8
p/

p r
ef

 

p = pCJ( D
DCJ )2

pCJ

t
=

D

Taylor wave
Average pressure

(b) Scaled average pressure signal.

Fig. 6: Temporal evolution of the incoming detonation wave pressure measured on the top wall in
CH4/2O2 mixture at p0 = 6 kPa.

Using the strong detonation solution, the pressure at CJ state is given by p = ρ0·D2

γ+1 (Lee, 2008). In
this equation, D, ρ0 and γ denote the experimentally measured detonation speed, the density at the
initial state and the specific heat ratio at equilibrium state derived from the equilibrium sound speed,
respectively. This pressure serves as the reference pressure, pref, in Fig. 3b for normalizing the
pressure signals observed during the experiments. In scenarios with detonations experiencing heat
losses, the equilibrium pressure tends to decrease compared to pCJ . Utilizing conservation laws for
mass and momentum in a strong detonation case, one can derive the pressure at the sonic surface
as p = pCJ ∗ ( D

DCJ
)2, with D denoting the average velocity obtained from the experiments. Figure

3b illustrates a rapid pressure increase after the detonation passage and a subsequent decline within
the hydrodynamic thickness, leading the signal towards a plateau pressure. The point where the line
representing calculated equilibrium pressure with losses intersects with the pressure plot is around 190
µs, suggesting a potential time for the sonic surface. This time corresponds approximately to the time
calculated from experimental values for one cell t∆ = 158 µs. The profile of the Taylor expansion
wave following the detonation is calculated at the position where the detonation wave has traveled
from the ignition point to the first pressure gauge (xtraveled = 2.6 m)(Law, 2006). The reduction in
pressure observed in the experimental data is smaller than that calculated from the expansion wave.
This difference can be caused by the presence of the driver gas in these experiments, which continues
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Fig. 7: Temporal evolution of the reflected wave pressure measured on the end wall in CH4/2O2
mixture at p0 = 6 kPa.

to affect the propagation of the detonation. Following the detonation reflection from the end wall,
the rapid ignition of the gas within the induction zone causes the pressure to surge to three times the
peak average pressure of the incoming detonation, as depicted in Fig. 4. Subsequently, as it traverses
the long reaction zone, the pressure decreases below the reflected wave pressure PCJ,Re f lected . The
plot captures the oscillation and envelope of these signals as they gradually decay over time across 12
repeated experiments.
The Schlieren images in Fig. 5 illustrate the propagation of the detonation and its subsequent reflec-
tion in methane-oxygen mixture. In contrast to the laminar reaction front seen in hydrogen-oxygen-
argon mixture, the reaction front here is turbulent, with unreacted gas pockets trailing behind.
Figure 6a displays the pressure dynamics of the incoming detonation from 78 sensors, alongside
the average pressure. Notably, the peak pressure exceeds twice the average peak pressure seen in
hydrogen-oxygen-argon mixture, reaching oscillations up to 750 kPa that swiftly decay toward a
plateau. As shown in Fig. 6b, the time when the pressure crosses the sonic surface is about 47 µs,
which closely matches the time of one cell measured in experiments, refer to Table 2. The decrease
in pressure observed in the experiment exceeds that predicted by the Taylor wave calculation, which
can be attributed to the presence of heat losses in the experiment.
The pressure dynamics as the reflected shocks traverse through the reaction zone of the detonation
wave are depicted in Fig. 7. Various signals in the plot correspond to 13 repeated experiments
conducted under identical conditions. The peak average pressure of the reflected detonation reaches
up to 7 times higher than the average pressure of the incoming detonation and gradually decreases
toward a plateau below the CJ pressure of the reflected wave.

3 Numerical Simulations
3.1 Modelling the reflection of the regular cellular structure detonation wave

A quasi-2D model is employed to simulate boundary layer losses of a detonation in a thin channel, as
discussed elsewhere (Xiao et al., 2021, Zangene et al., 2022). The governing equations, reactive invis-
cid Euler equations, were solved using a second-order-accurate exact Godunov solver with Adaptive
Mesh Refinement (AMR). The code utilized is the MG code, developed by S. Falle at the University
of Leeds (Falle, 1991). In line with a previous (Xiao et al., 2021) mesh study under similar conditions,
the numerical resolution adopted 5 levels of mesh refinement, with coarsest and finest grid sizes of
1/2 ∆i (induction zone length) and 1/16 ∆i, respectively.
The computational domain height remained constant at the experimental height of 0.203 m, equiva-
lent to 72 ∆i for p0 = 4.1 kPa in the 2H2/O2/7Ar mixture. The domain length was set to 1500 ∆i. The
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Fig. 8: The gradient of the density of the incoming detonation and reflected wave from the quasi-2D
simulation in 2H2/O2/7Ar mixture at p0 = 4 kPa. H is the channel height of 0.203 m.
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(a) 2D Simulation results from 12 locations.
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Fig. 9: Temporal evolution of the incoming detonation wave pressure measured on the top wall in
2H2/O2/7Ar mixture at p0 = 4 kPa.

detonation propagated from left to right, with reflective boundary conditions applied to the top, bot-
tom, and right ends, and zero-gradient boundary conditions applied to the left end. The computations
were initiated using a ZND profile positioned 300 ∆i from the left boundary. We utilized a two-step
chemistry model that includes a thermally neutral induction zone and an exothermic reaction zone to
model the combustion.
Figure 8 illustrates that the density gradient from the quasi-2D simulation accurately replicates the ex-
perimentally observed qualitative characteristics of the detonation structure before and after reflection
from the end wall. This simulation effectively captures the cellular dynamics and cell size, indicating
the reliability of the proposed quasi-2D formulation and the two-step chemistry model in simulating
real detonations. Similar simulations are also conducted in one dimension.
The average velocity deficit of detonation propagation measured in one cell in the two-dimensional
simulation (D/DCJ = 0.82) and the one-dimensional simulation (0.83) is in good agreement with
the global velocity measured from the experiments (0.8). To analyze the pressure dynamics before
the detonation wave reflects, we extracted pressure signals from 12 locations across one cell in the
2D numerical simulation, recorded at a frequency of 500 kHz. Figure 9a presents these pressure
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Fig. 10: Temporal evolution of the reflected wave pressure measured on the end wall in 2H2/O2/7Ar
mixture at p0 = 4 kPa

signals alongside the average pressure across one detonation cell. Remarkably, the average pressure
measured from the simulation closely matches the experimental data, capturing both peak pressure
and decay rate towards the plateau as shown in Fig. 9b. The 1D simulation also predicts a similar
trend in pressure evolution. After 158 µs, which marks the end of one cell, the experimental signal
drops slightly more. This decrease can be ascribed to heat losses and Taylor waves following the
detonation.
In repeated experiments, we consistently observed that the detonation wave impacted the pressure
sensor on the middle of the end wall every time, but with varying parts of the cell, such as the Mach
shock or incident shock. This variability resulted in different overpressures. To ensure a meaningful
comparison with experiments, we selected nine evenly distributed locations from the top to the bottom
of the end wall. This approach allows us to capture the overpressure resulting from the reflection of
the detonation from different parts of the cell in our simulation results. The pressure signals from
these 9 locations on the end wall of the simulation are extracted over time, and all the signals, along
with the average, are presented in Fig. 10a. As shown previously with the signals from the repeated
experiments, all the oscillations decay over time, and the average tends towards a plateau. A similar
good agreement between the numerics and experiments is observed when examining Fig. 10b. The
2D simulation closely predicts the oscillation and decay rate of the experiments, with the experimental
pressure dropping more over time. Although the 1D simulation does not predict the oscillation due to
the cellular structure of the detonation, it still predicts the overall decay rate of pressure very well.

3.2 Modelling the reflection of the irregular cellular structure detonation

For irregular detonation waves where the reaction zone deviates significantly from the steady ZND
model (Lee and Radulescu, 2005), we utilize a fitted 1D global structure to model the experimentally
observed structure of the detonation. Based on our experiments, we found that the average hydro-
dynamic thickness in the methane-oxygen mixture aligns closely with one detonation cell width.
Therefore, we modify the pressure profile of the detonation before reflection to reach the CJ state
within this single cell thickness, as illustrated in Fig. 11a. After reflection, we consider constant vol-
ume combustion within the gas, using the conditions of the von Neumann state (vn) of the incoming
detonation, as illustrated in Fig. 11b. The reflected shock will propagate back into the reaction zone
of the preceding detonation. The governing equations utilized are the one-dimensional reactive Euler
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Fig. 11: Sketch of the proposed one-dimensional model in CH4/2O2 mixture at p0 = 6 kPa.

Table 3: Thermo-chemical properties and model parameters for one-dimensional detonation reflec-
tion simulation at T0=293 K.

Mixture p0 (kPa) γV N
Q

RT0
kr ν ∆i (m)

CH4/2O2 6 1.17 62 3 1 0.0087

equations, outlined as follows:

∂ρ

∂ t
+

∂ρu
∂x

= 0 (1)

∂ρu
∂ t

+
∂ρuu

∂x
+

∂ p
∂x

= 0 (2)

∂ρE
∂ t

+
∂ (ρE + p)u

∂x
= Q

Dρλr

Dt
(3)

Where ρ , u, p, Y and λr represent density, velocity vector, pressure, mass fraction of the product and
the reaction progress variable, respectively. The total energy is defined as E = p

ρ(γ−1) +
u2

2 . The
global heat release Q was determined to accurately reproduce the CJ Mach number, MCJ , as specified
for a perfect gas (Lee, 2008).

Q
RT0

=
γ

2(γ2 −1)
(Mc j −

1
Mc j

)2. (4)

In the above equation, R represents the universal gas constant and γ denotes the isentropic index
calculated in the post-shock state. The transport equation of the one-step reaction variable employed
in the model can be written as:

∂ρλr

∂ t
+

∂ρuλr

∂x
= krρ(1−λr)

ν (5)

In this context, kr is the rate constants and ν indicates the reaction order. Table 3 lists the val-
ues utilized in the simulation. In this table, kr is a dimensionless value obtained through non-
dimensionalization with respect to the initial state.
Our experiments in the methane-oxygen mixture revealed that the reaction zone spans approximately
one detonation cell length, λExperiemnt = 0.10 m. By adjusting the value of kr, we can align the reaction
zone thickness with the observed hydrodynamic thickness of λ = 12∆i. Figure 12a shows the fitted
pressure profile of the incoming detonation used in the simulation at the time of reflection. A two-
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Fig. 12: a) Fitted 1D global structure of the detonation and b) the reflected pressure evolution with
time in comparison with experiment in CH4/2O2 mixture at p0 = 6 kPa.

step chain-branching reaction model is employed to describe the ZND profile of the detonation before
reflection. The solver utilized for the numerical simulation is identical to the one described for the
regular mixture simulations. The numerical resolution employed five levels of mesh refinement, with
the coarsest grid size being 1

4∆i and the finest grid size being 1
64∆i.

Figure 12b presents the outcome of the 1D simulation, showing pressure-time traces of the reflected
wave from the simulation, captured at the end wall. The frequency of collecting data from the sim-
ulation is 500 kHz. The model accurately captures the decay rate observed in the experiments until
reaching the sonic surface, 47 µs. Beyond this point, both signals converge toward a plateau. However,
the experimental pressure continues to decline, due to Taylor expansion waves and heat dissipation.

4 Conclusions
The present work showed the detailed dynamics of the structure and pressure evolution resulting
from head-on reflection of detonation waves on the time scales of the reaction zone structure. Ex-
periments show, after the reflection, very rapid ignition of the gas inside the induction zone followed
by a shock passing through the long reaction zone. For the regular mixture of 2H2/O2/7Ar with a
notably thinner induction zone compared to the reaction zone, both 2D and 1D models align well
with experimental observations within the reaction zone length. However, the equilibrium pressure
observed in experiments falls below that measured in simulations.
We further show that for the irregular cellular structure detonations a simple 1D model fitted to
match experimentally measured hydrodynamics thickness can predict the experimental pressure traces
closely. In both mixtures, the pressure traces observed in experiments shows a plateau at pressures
lower than the reflected PCJ . This could be attributed to expansion waves and heat losses in the
experiments, factors not considered in the modeling.
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Abstract 

Passive fire protection (PFP) is specified and applied to structural steel and divisions to prevent steel 

temperatures rising to the point of failure in a fire and the integrity and adhesion of the PFP is critical 

to its effectiveness as an insulator. Although thermal loading from accidental events is the primary 

driver behind PFP design, there are many other factors and loads to consider when specifying PFP.  

Blast loads due to an accidental explosion are one such factor and are often overlooked when 

specifying PFP, despite the potential risk. A hydrocarbon leak may cause congestion allowing for a 

gas cloud build-up and subsequent ignition. Thus, since a blast explosion will generally precede a 

fire, resilience of the PFP system must be ensured. Additionally, response criteria for structural 

steelwork subjected to blast loads are typically expressed in terms of ductility ratios and/or support 

rotations (in contrast to material stress limits used for satisfying requirements in operational design 

considerations), where ductility ratio is the maximum deflection divided by the deflection at yield, 

and the support rotation is as defined. In conventional construction, for which PFP systems are 

typically tested, rotations are generally limited to less than 0.25-0.5˚. However, in situations where 

the structure is required to provide protection from a single event, like an explosion, acceptable 

ductility ratios can vary from 1-20˚. 

At time of writing, there is no test standard in place to verify PFP resilience to blast, leaving 

manufacturers to verify conformance via potentially unsuitable means, such as through small-scale 

material tests like the Static Bend Test. Consequentially, AkzoNobel have carried out large-scale blast 

tests on representative steel specimens (plate girders, stiffened plates and corrugated panels) to induce 

deformations pertaining to Low, Medium, and High Component Response Level as defined by Table 

5.B.1.B of ASCE Design of Blast Resistant Buildings, 2nd Edition, 2010. Upon completion of blast 

tests, both qualitative and quantitative assessments have been undertaken. The qualitative assessment 

determines PFP integrity in terms of crack initiation and associated dimensions, delamination, and/or 

detachment, whereas the quantitative assessment determines this through fire testing (by comparing 

insulation performance versus type approvals). Further, finite element (FE) modelling utilizing 

Abaqus software has been carried out to explore modelling approaches as a viable alternative to full 

scale blast testing.  

Results from both the qualitative and quantitative assessment have demonstrated PFP resilience for 

Low and Medium component response levels. When considering the ASCE definition for High 

component response, it is concluded that PFP resilience is not practicable for this deformation 

severity. Also, the FE models have shown good agreement with the blasted specimens and will be 

further developed in due course.  

Keywords: structural steel, fire, explosion, blast, passive fire protection, resilience  
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Introduction 

In structural design, blast loading is considered an accidental load and the overpressure from 

explosions is usually the primary destructive feature. Structures are designed to resist blast loads with 

or without plastic deformation as long as collapse does not occur. Structural response to blast loading 

is dependent upon both the peak pressure and blast impulse duration. Certain structural members are 

more sensitive to blast pressure, while other types of members are more sensitive to blast impulse 

duration. In particular, fire events and explosion events often occur sequentially wherein loads 

imposed by each result in a cumulative impact.  

In the case of a hydrocarbon fluid leak, an explosion may proceed a fire event if congestion allows 

for a buildup of vapor clouds which ultimately ignite. Passive fire protection (PFP) is specified and 

applied to structural steel and divisions to prevent steel temperatures from rising to the point of failure 

in a fire event. American Petroleum Institute Recommended Practice 2FB (API, 2006) recognises the 

need to analyse the effects of such a combined event which is imperative for materials like PFP where 

fire protection of critical structural elements is expected after being previously subjected to blast 

loading. The integrity and adhesion of PFP is critical to its effectiveness at insulating structural 

elements in a fire. 

Structural response criteria for blast loading are typically expressed in terms of ductility ratios (μ) 

and joint rotations (θ). Ductility ratio is defined as the ratio of permanent deflection and elastic 

deflection while joint rotation refers to the angle of rotation of the member from end connection.  

Structural blast-resistant design typically follows the guidance within the ASCE document for the 

Design of Blast Resistant Buildings in Petrochemical Facilities (ASCE, 2010). The guidance given 

within Table 5.B.1.A in ASCE document is presented in terms of overall building damage level in 

Table 1.  

Table 1. Building damage levels (ASCE, 2010) 

Damage level Building damage level description 

Low Localized component damage. Building can be 

used; however, repairs are required to restore 

integrity of structural envelope. Total cost of repairs 

is moderate 

Medium Widespread component damage. Building should 

not be occupied until repaired. Total cost of repairs 

is significant 

High Key components may have lost structural integrity 

and building collapse due to environmental 

conditions (i.e. wind, snow, rain) may occur. 

Building should not be occupied. Total cost of 

repairs approaches replacement cost of building 

 

In an ideal design, a blast-resilient building will absorb some of the blast energy through minor plastic 

deformation of some components while still maintaining the structural envelope. In order to achieve 

this, individual building components are typically designed to achieve response levels between ‘low’ 

and ‘medium’, depending on their function as described in table 5.B.1.B of the ASCE document. 

Limit values, which the blast specimens in this test program were compared against, are taken from 

table 5.B.2 in the ASCE document (ASCE, 2010) and summarised in Table 2. 
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Table 2. Component response criteria (ASCE, 2010) 

Component 

Low Response Medium Response High Response 

Ductility 

ratio (μ) 

Joint 

rotation (θ) 

Ductility 

ratio (μ) 

Joint 

rotation (θ) 

Ductility 

ratio (μ) 

Joint 

rotation (θ) 

Steel primary 

members (with 

compression) 

1.5 1 2 1.5 3 2 

Steel primary 

members (without 

compression) 

1.5 1 3 2 6 4 

Steel plates 5 3 10 6 20 12 

 

It would not be practical to specify the application of PFP on structural steel that would need to be 

replaced if subjected to a ‘high’ response design level blast event as the compromised structural 

integrity of the building would pre-empt any concerns about the condition of the fireproofing. 

However, it is incumbent upon both the engineer and fireproofing manufacturer to demonstrate that 

the fireproofing can withstand design level blast events without significant loss in integrity and fire 

performance.  

Historical methods of assessing PFP integrity following an explosion resulted in no permanent 

deformation occurring during the test and thus, PFP performance at ‘low’ or ‘medium’ design damage 

levels are not explored.  

There are currently no formal test standards published that address PFP resilience to blast conditions. 

Therefore, International Paint worked with DNV to conduct a large-scale gas explosion testing on a 

range of representative structural elements to simulate realistic damage levels (low and medium) used 

in blast-resistant design.  

1. Experiment 

International Paint worked with DNV to conduct the blast testing program at Spadeadam facility in 

the UK. Two distinct test specimens, a corrugated plate, and a plate girder were selected in order to 

capture blast response on real world structures. The performance criteria against which PFP should 

be judged are twofold: qualitative and quantitative. The qualitative assessment establishes PFP 

integrity following explosion testing of structures achieving various response levels. These qualitative 

criteria are defined in terms of crack initiation and associated dimensions, delamination, and/or 

detachment. The quantitative assessment of whether the PFP is apposite following an explosion will 

be achieved through fire testing to compare insulation performance versus a control sample.  

1.1. Explosion chamber  

A total of eight natural gas explosion tests were conducted using a 786 m3 (12mx8mx8m) section of 

the Large Explosion Chamber (LEC) designed and built by DNV as shown in Fig 1. Computational 

Fluid Dynamics (CFD) was used to determine the loads on the walls, roof panels and the specimens 

placed outside the vent at the north end of the chamber. To increase the magnitude of the 

overpressures generated in the LEC, two congestion modules (3 m3) were placed close to the ignition 

point within the chamber.  
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Fig 1. Steel framework used for Large Explosion Chamber (LEC) with blast chamber shaded 

 

1.2. Overpressure  

The blast magnitudes measured align with the values in Table 2.1 of the ASCE document (ASCE, 

2010) which is based on historic atomic bomb testing (70-1000 mbar) and also with API 2FB Table 

C.6.3.1-1 (API, 2006) which is based on safety case studies (500-3000 mbar). The first experiment 

(Test 1) was a commissioning test conducted at gas concentrations lower than stoichiometric 

equivalent to examine rig and instrumentation functionality as well as calibration without fully 

loading the specimens.  

The subsequent four tests (Test 2 to 5) were at stoichiometric concentration but did not deliver the 

expected blast severity. This is speculated to be a result of chamber moisture content, restricted air 

movement and poor-quality mixing of fuel gas and air. In order to reach peak blast loads, the spark 

ignition location was moved closer to the back (south wall) in line with the congestion modules. As 

a result, test 6 to 8 delivered the required explosion severity. Table 3 provides a summary of the 

pressure measurements for all the tests. The overpressure data shown in Fig 2 has been time shifted 

to group all eight tests together and also to accommodate the delay in chemical fuse heads from 

initiating the explosions. However, similarities can still be observed with Test 2 and 5 along with Test 

6, 7 and 8. This establishes the repeatability of the test setup. 

Table 3. Summary of pressure measurements of all tests 

Test number Maximum Pressure (mbar) Rise Time (ms) Duration (ms) 

Test 1 456 139.3 262 

Test 2 1227 96 243 

Test 3 1364 112.9 225 

Test 4 1093 129.7 311 

Test 5 1399 106.0 217 

Test 6 1844 99.2 199 

Test 7 2248 101.0 207 

Test 8 1558 108.4 242 

 

1299



15th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Naples, ITALY – June 10-14, 2024 

 

Fig 2. Representative overpressure profiles from Test 1 to 8 with adjusted timing 

 

1.3. Passive Fire Protection coating  

PFP coatings are used in the industry to provide thermal insulation to steel structures in the event of 

a fire. Two epoxy intumescent coatings (EPFP1 and EPFP2) have been supplied by International Paint 

for the purposes of this study and are high performance for protection against cryogenic spills, 

hydrocarbon pool fires and jet fires. The Dry Film Thickness (DFT) of coating prescribed to all 

specimens are based on 120-minute duration Hydrocarbon pool fire or 60-minute duration Jet fire 

protection, based on type approval data.  

1.4. Specimens 

The study considered two distinct specimen types to understand blast response on real world steel 

structures; plate girders i.e. primary structure and corrugated panels i.e. blast walls. These were 

chosen to align with the ASCE document criteria for ‘steel plates’ and ‘steel primary frame members 

without significant compression loads. The steel used conforms to S275 grade and the resulting 

material properties.  

1.4.1. Plate girders 

Two plate girders, of a representative length used in typical designs of oil and gas facilities were 

tested in this study where the first plate girder (PG1) was oriented to be bent about its weaker minor 

axis and the second plate girder (PG2)  about its stronger major axis: both spanning perpendicular to 

the blast as shown in Fig 3. 

 

Fig 3. Plate Girders: PG1 oriented in minor axis (a), PG2 oriented in major axis (b) 

a b 
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The girders were supported on two stands to provide only a ‘simply supported’ boundary condition 

and were positioned outside the vent of the explosion chamber where they were exposed to a 

combination of pressure and drag loading from the flow through the vent. PG1 was designed and 

fabricated with a flange width of 300 mm, depth of 290 mm, and span of 8 m.  

PG2 was designed as an asymmetrical plate girder with a depth of 300 mm, and span of 8m. A large 

explosion-facing flange of 575 mm width was fabricated to attract more load onto the specimen, 

necessary now that major axis bending was the primary structural phenomenon. The flange was also 

reinforced with 20 mm stiffeners at 400 mm centres. Its design was governed by the predicted blast 

load and the targeted blast response. 

1.4.2. Corrugated Panels  

The corrugated panels tested, shown in Fig 4, were 3000 mm x 3000 mm x 8 mm thick steel crimped 

plate with a height and width of 3 m x 3 m, designed and manufactured by MECHTOOL. Panels 

spanned top to bottom only and were also ‘simply supported’. The coating was applied to the blast-

exposed face only since compressive and tensile strains could develop in the coating in this 

configuration alone, due to the presence of the corrugations. 

 

Fig 4. Corrugated panel: Prior to application with EPFP1 (a), Coated with EPFP1 on the blast- exposed 

side (b) 

2. Blast test results and coating response 

The response or damage level of the structural steel specimens was measured following the series of 

explosion tests performed on the specimens mentioned in 1.4. Structural steel response levels were 

determined by evaluating pressure measurements taken inside and outside the explosion chamber, 

strain measurements from the test specimens, displacement measurements, and calculated joint 

rotation angles. The level of response as per Table 1 was defined in accordance with the criteria given 

within the ASCE document (ASCE, 2010). The performance of the epoxy intumescent coating was 

then evaluated both qualitatively and quantitatively.  

2.1.  Corrugated panels 

Corrugated panels CP1 and CP2, which were coated on the blast-exposed side with EPFP1 and EPFP2 

respectively, were determined to have reached medium response. The explosion caused some 

permanent bending of the corrugated panels, which was measured at 20 mm (CP1) and 40 mm (CP2). 

No defects were present on the coating of CP1 post-test whereas CP2 coating suffered hairline 

cracking. Fig 5 shows the permanent deflection of the panels post-test.  

a b 
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Fig 5.  Corrugated panels post-test. Back face deflection on CP1 (a), CP2 Deflection of blast facing side (b) 

and hairline cracking of PFP on tensile side (c) 

2.2.  Plate Girders 

Plate girder PG1, which was coated with EPFP1 and subjected to blast loading about its minor axis, 

was determined to have reached medium response. The plate girder was plastically deformed after 

the end of the test, as shown in Fig 6. The permanent deflection in the centre was measured with 

string line and tape measure to be 40 mm. No damage to the EPFP1 coating was observed.  

Plate girder PG2, which was coated with EPFP1 and subjected to blast loading about its major axis, 

was determined to have also reached medium response. The asymmetric girder in Test 8 experienced 

70 mm permanent deflection and some cracks were found on the tensile face side of the neutral axis 

on both the web and the flange, as shown in Fig 6. Visual inspection of the cracks indicated that they 

are thin in nature and don’t appear to have impacted adhesion of EPFP1. 

 

Fig 6. Plate girders post-test. Bending on exposed face (a) and bending on tensile face of PG1 (b), 

Bending of PG2 (d) and crack formation on unexposed flange (c and e) 

2.3.  Results summary 

A detailed summary of the blast test results is provided here in Table 4. 

Table 4. Blast test results summary 

Specimen Test number Product Joint 

rotation (θ) 

Damage 

levels  

Coating 

description 

CP1 Test 8 EPFP1 4.5° Medium No damage 

CP2 Test 7 EPFP2 3.5° Medium Hairline cracking 

PG1 Test 1 to 6 EPFP1 1.2° Medium No damage 

PG2 Test 8 EPFP1 1.5° Medium Minor cracking 

on tensile side 

a b c 

a b c 

d e 
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2.4.  Jet fire testing of blast specimens 

The results from the blast testing on PG2 and CP2 showcased small, defected areas of PFP coating. 

Therefore, fire testing of these specimens’ post-blast was undertaken to compare the performance of 

defected coatings to the expected performance of PFP from type approvals (PG2) or a control (CP2), 

in order to assess the effect of cracking on PFP product performance. In doing so, a series of Jet fire 

tests were conducted in accordance with ISO22899-1 standard (ISO, 2007). The Jet fire tests were 

conducted for 120 minutes throughout. 

Plate girder (PG2) was tested as a 1-sided protected scenario considered on the narrower lower flange 

which contained cracking. Thermocouples (TC) were arranged as per the test standard and included 

additional measurements at the cracks. Fire tests showed no appreciable loss in performance for 

corrected data as shown in Fig 7.  

 

Fig 7. Jest fire test of specimen PG2. (a) PG2 pre-Jet fire test (b) Char formation of PFP post Jet fire test. 

(c) Temperature-time curve of PG2 thermocouples showcasing negligible reduction in PFP performance. 

 

 

Fig 8. Jet fire test of specimen CP2. (a) Thermocouple arrangement on coating side including at the cracked 

regions, (b) Time-temperature curve of CP2 thermocouples showcasing negligible reduction in PFP 

performance 

Corrugated panel (CP2) was tested as per the standard with additional thermocouples beneath the 

cracks. Fire test data was used to compare the thermocouple temperatures at regions with and without 

crack as shown in Fig 8. The results were also compared against data from jet fire testing of non-blast 

panels of a similar specification, albeit with corrections made to account for differences in steel plate 

thickness and coating DFT. The jet fire test data showed no appreciable loss in the performance post-

blast scenario. 

a b c - Limiting ˚°C from approvals 

- Average across all TC’s 

- Average of TC’s at crack 

a b 
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2.5.  Explicit finite element modelling 

International Paint outsourced the finite element (FE) modelling of three blast test scenarios to 

Dassault Systems to simulate the testing configuration, deflection as well as the PFP cracking on 

Simulia/Abaqus package. If good correlation was observed, the PFP response to realistic blast 

scenarios can be simulated and therefore predicted for project-specific details from modelling 

approaches verified against full scale testing. This would also avoid the need for impractical and 

expensive future large scale blast testing. Steel material properties as per S275 grade were utilised 

with ultimate tensile strength of 476 MPa at 32% strain and yield strength (Fy) of 297Mpa as per mill 

test certification. PFP properties, were utilised as per the testing conducted by a third-party 

independent laboratory where nominal stress-strain curves were converted to true stress-strain format 

for simulation. Blast overpressure and drag data from pressure transducers were simplified to obtain 

peak amplitude and create a nominal pressure-time curve.  

A progressive damage model is used to define material damage and failure in FE modelling. The 

strength and stiffness of material reduces as the damage variable increases. Once an element reaches 

95% of failure displacement it is referred to as a fully damaged element and represented as a crack. 

Fig 9 shows crack formation in CP2 created using this methodology which agrees with test results.  

 

Fig 9. Simulation of coating damage as observed in testing of specimen CP2 

A ’perfect’ geometry model with no imperfection has been assumed and designed for PG2 which is 

coated with a ‘real’ layer of PFP to simulate the imperfections that exist in real world applications. 

Geometric imperfection within the coating is introduced by removing individual mesh elements from 

the flange tips (tensile end) and by shifting the nodes on the surface to create shallow grooves which 

mimic discontinuity on the top surface of PFP coating. This ‘imperfection’ in turn reduces the damage 

initiation value required to induce crack formation. Thus at 20% damage initiation value, a single 

crack appears as shown in Fig 10. 

 

Fig 10. Inducing coating imperfection in PG2 (a) Crack formation at 20% damage initiation value (b-c) 

a b c 
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From the results of the simulation, it is evident that the modelling is in very good agreement with the 

deflection calculations as well as coating damage. The summary of the results from the simulation 

are provided in Table 5.  

Table 5. Simulia/Abaqus finite element modelling results 

Model Test deflection Simulation deflection Test cracking Simulation cracking 

PG2 70mm 70.15mm Cracking No cracking unless 

coating made ‘imperfect’ 

CP1 20mm 18.4mm No cracking No cracking 

CP2 40mm 38mm Hairline cracking Single crack  

 

3. Discussion and conclusions 

International paint have undertaken eight natural gas explosion tests to verify the resilience of PFP 

on steel test specimens. The design of blast test was carried out to ensure representative specimens 

were subjected to large scale blasts with subsequent plastic deformations. Industry guidance and 

relevant applicable design standards have been considered in achieving this.  

The results of these tests have shown that no significant damage has occurred to the PFP coating on 

the blast exposed side of the specimens. Rather, since the majority of the cracks found are 

concentrated towards the tensile part of the sections, it is clear that induced tensile strains are most 

critical to PFP survivability. The primary performance affecting parameters of PFP such as 

debonding, primer level detachment and large cracks have not been observed in any of the test 

scenarios. It is also important to note that even after subsequent blast loads (Test 1-6), specimen PG1 

showed no signs of damage on its coating.  

Subsequent fire tests on blasted specimens have demonstrated that the presence of defects within the 

coating did not adversely impact on insulation performance when subjected to the ISO22899-1 jet 

fire test for 120-minute duration (ISO, 2007). Further, the thermocouples placed behind the cracks in 

the PFP showed no significant increase in steel temperature. The results highlight the integrity of the 

epoxy passive fire protection tested to withstand low and medium level structural response scenarios. 

Simulia/Abaqus finite element modelling has shown good agreement with test results and shows 

promise as a viable alternate approach to large scale blast testing in assessing PFP performance under 

blast. Further modelling work and sensitivity analyses have been planned to characterise the epoxy 

passive fire protection non-linear response and failure point. A further investigation on FE modelling 

using Extended Finite Element Methodology (XFEM) has been planned to assess ‘micro-crack’ 

propagation through the thickness of the PFP.  

The testing has provided a great insight into the effectiveness of large-scale blast testing and its 

requirement in understanding the behaviour of intumescent PFP coatings in synergistic blast and fire 

loads. The understanding and information gained is intended to give insight and context in the 

development of the new ISO draft standards for testing PFP coated steel work subject to blast.  
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Abstract 

Before operating its first hydrogen transmission pipelines, GRTgaz is developing methods and 

engineering models for risk assessment and consequences analysis. In this framework, GRTgaz 

decided in 2022 to launch an experimental campaign to understand the consequences of delayed 

ignition of high-pressure pure hydrogen releases, in open field. The tests also included ignited releases 

of methane-hydrogen mixture, with 2% and 20% of hydrogen. GRTgaz was associated with Storengy 

to fund this campaign performed by Gexcon AS. The tests took place at the test facility of Gexcon in 

Sotra island, close to Bergen (Norway).  

The campaign was divided in two test series. The phase 1 aimed at characterising gas concentration 

in the release axis to provide validation data for simple models and to facilitate the positioning of 

igniter for the explosion tests, in phase 2. In this second phase, the releases were ignited by chemical 

devices or electrical sparks, located in the axis at different equivalence ratio. The release system 

designed by Gexcon enabled to perform 40 barg releases through calibrated orifices of 4 and 6 mm. 

In total, 15 tests were performed for the first phase with unignited releases and 29 explosion tests for 

the second phase. All tests are steady-state horizontal releases.  

The test results provide comprehensive data to better understand hydrogen jet explosion and challenge 

engineering models. The maximal overpressures were well above the blind predictions, with records 

over 650 mbar close to ignition region, where about 200 mbar were expected. High-speed videos 

showed a tremendous acceleration around the ignition source that cause these intense overpressures 

coupled with very short-duration positive pulses. These results tend to indicate that the overpressure 

is produced in a limited volume compared to the flammable plume.  

Then, simulations with the PERSEE+ software are compared to the experiments. Dispersion results 

are in good agreement with the recorded concentration with a relative deviation around +/- 30%. For 

overpressures, the prediction in the far field is also acceptable, whereas effects in the near field are 

often underpredicted. The article finally discusses about improvement of engineering models to 

estimate consequences of a delayed ignition of high-pressure hydrogen releases.  

Keywords: hydrogen, jet release, unconfined explosion, consequences analysis 

Introduction 

Through the ratification of the Paris agreement on climate change, the international community under 

the United Nations has set up a series of challenging environmental goals to transform the global 

economy as to limit the impact of our power generation, production methods and consumption 

patterns on the climate system. This implies for the energy sector to change drastically its business 
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model and technologies towards a decarbonised system to ensure the growing population to benefit 

from an affordable and reliable energy while reducing the greenhouse gases emissions. 

With the goals to move the society to a low carbon economy, the use of hydrogen as a new energy 

carrier appears more and more relevant for new types of industries and for the decarbonation of 

historical industries relying on a hydrocarbon-based economy, such as energy providers or gas 

network operators. GRTgaz is one of the main gas network operators in Europe with a 33 700km long 

natural gas network. To address these new challenges, GRTgaz is upgrading its network for the new 

gases such as hydrogen. GRTgaz has joined forces with other European energy infrastructure 

operators to create the European Hydrogen Backbone (EHB) initiative, which aims to accelerate 

Europe’s decarbonisation journey by defining the future hydrogen network based on existing and new 

pipelines. Strong investments are underway to operate 31 500 km of hydrogen pipelines prior to 2030. 

Storengy, as the first natural gas storage operator in Europe, is developing new underground storages 

to support hydrogen development in Europe. The development of storage facilities in salt caverns will 

enable to balance hydrogen production and consumption needs and manage the intermittent nature of 

renewable energies and provide tools for flexibility and optimisation of electricity grids.   

Converting existing natural gas installations to hydrogen implies to address some major issues to 

ensure a safe design and operations such as material compatibility, hazardous area classification, 

operating philosophies, gas quality, safety, etc. GRTgaz and Storengy are supported by the GRTgaz 

Research and Innovation Center for Energy (RICE) in addressing these topics by carrying Research 

& Development work in its different laboratories such as the FenHYx platform or the Jupiter 1000 

power to gas demonstrator. RICE has also developed numerous partnerships with external test fields 

and experts to conduct various types of experiments.  

In this context, GRTgaz and Storengy have decided in 2022 to conduct dispersion an explosion tests 

for high pressure hydrogen releases in open field. For these medium-scale tests, RICE has chosen the 

test facility of Gexcon AS in Sotra island, close to Bergen (Norway). The main objectives of these 

tests are to estimate the overpressures generated by the delayed ignition of a hydrogen turbulent jet 

release, and to better understand the explosion mechanism. RICE acquired a good knowledge of this 

phenomenon for natural gas release thanks to experimental campaigns at medium (Sail et al., 2014) 

and large-scale (Hisken et al., 2021). These tests demonstrated that, for natural gas, ignition in the 

turbulent core of the flammable plume generates non negligible overpressures even without 

congestion or confinement. However, these explosion effects are limited compared to thermal effects 

of the subsequent jet fire.  

The higher reactivity of hydrogen compared to natural gas implies more severe flame acceleration 

and higher explosion effects, which will be no longer negligible compared to thermal effects, 

including without congestion or confinement. Past experiments performed by INERIS (Daubech et 

al., 2015) or DNV (Miller et al., 2015) with medium and large hydrogen releases highlighted the 

dependency of maximal overpressure with ignition location and the intensity of jet explosion, with 

measured overpressures above 0.4barg. Based on these experimental works, engineering methods 

have been proposed (Jallais et al., 2017) to predict safety distances for hydrogen jet explosion in open 

field.   

The tests performed by Gexcon in Sotra provides numerous validation data to assess the engineering 

method and to understand this particular type of hydrogen explosion.   
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1. Experimental set-up 

1.1. Release configuration 

The explosion experiments were performed using a dedicated jet release system, where the gas is 

supplied through a pressurized manifold via 6 skids of 12 bottles (Figure 1). Each bottle contained 

about 50 litres of hydrogen, with an initial pressure around 180 to 200 barg. The gas supply manifold 

and connected equipment was protected from the release by a concrete barrier.  

 

Fig. 1. Overview photograph of the gas supply manifold system, showing the gas supply skids, their high-

pressure hosing (red hoses), the pneumatically actuated ball valves (circled in green) and Coriolis flow 

meter (circled in red). 

 

The pressurized manifold had an internal diameter of 100mm, and a length of approximately 6m, and 

fed the test gas through a DN25 piping system to the release nozzle. Two calibrated circular nozzles 

were used to generate 4mm and 6mm diameter releases (Figure 2).  

 

Fig. 2. Photograph of the 4mm-diameter nozzle used to mimic small puncture.  
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Pressure was monitored in the manifold and at the nozzle with both an analogue pressure gauge as 

well as a 0-100 barg pressure transducer. Temperature in the manifold was also monitored with a 1.5 

mm diameter steel-mantled K-type thermocouple. 

Gas flowrate was monitored after the manifold and a reduction down to DN25 where a Coriolis flow 

meter was connected. The Coriolis flow meter is a Endress+Hauser Promass F 300 with a range of 0-

100 g/s for pure hydrogen, and a low-flow signal cut-off for flows below 1% of the full range.  

Downstream from the Coriolis flow meter there was a DN25 actuated valve which acted as the main 

gas release on/off valve as it isolated the manifold from the release nozzle. A flexible hose (DN25) 

was used after the main on/off valve for height adjustment of the final 6 m long DN25 pipe including 

the nozzle on the tip. 

Prior to a test, the manifold was pressurized from one of the skids to slightly above the intended test 

pressure. When the test began, the valve supplying the nozzle was opened, and then 500ms later all 

the valves going to the skids were opened. This way, the release system provided a constant mass 

flow rate for the duration of the tests, about 20s for the dispersion tests and 15s for the explosion tests. 

 

1.2. Gas concentration measurement system 

The first part of the campaign aimed at measuring the gas concentration in the jet axis to locate the 

ignition source at the chosen initial concentration. 

To get a good understanding of the concentration gradient of the fuel during a given release, 8 

sampling locations were used along the jet release axis, although additional locations are also 

monitored for some of the tests for diagnostic purposes leading to a dataset with up to 10 sampling 

locations. All the locations were monitored using galvanic cell oxygen sensors to measure the oxygen 

content at the sampling location, which was then used to calculate the concentration of the test gas at 

the location. At two of the locations, the concentration was also measured by a binary gas analyzer 

for results verification, and also to ensure that the oxygen to fuel calculation from the galvanic cells 

was working at an acceptable level.  

To take the samples, a copper tube had one end suspended at the sampling location, which was then 

connected to a  measuring chamber, which then was connected by nylon hosing to a vacuum pump. 

The gas sampling rate was approximately 500 ml/s at each location. Since the sample measuring 

chamber had an internal volume that must be filled, as well as all of the connected hosing, both a 

delay in initial response, as well as a delay in full value signal was present. Extensive pre-testing 

references were carried out to determine these values, so that the gas cloud releases were held as short 

as possible to conserve fuel. It was found that a 20 second release would be sufficient to reach a 

steady state value for all the locations, accounting for both the delayed initial sampling time, exchange 

time within the sample measuring chamber, and the gas diffusion time within the galvanic cell itself.  

For locations with higher gas concentrations, this set-up led to a dataset with an extended period of 

steady state gas concentration. For locations with lower gas concentrations, in far field, this set-up 

led to a dataset where the steady state gas concentration is reached for only a second or two before 

the release shutdown.  

 

1.3. Ignition system 

During the explosions testing, two different ignition sources were used, one being chemical based, 

and the other electrical. The chemical ignitor used was a 100 J pyrotechnical ignitor produced by Fr. 

Sobbe, model EBBOS ChZ. This ignitor produced a flame “ball”, about 10cm diameter, directly in 

front of the ignitor itself, with the casing acting as a shaped charge. The electrical ignitor used was a 

Danfoss EBI4, which produced an oscillating spark at 50 Hz, with a voltage of 15 kV. The sparks 

generated last for 10 ms, followed by a period of no spark for 10 ms, followed by a 10 ms spark, and 
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so on until deactivated. The sparks were produced between two steel electrodes with a spark gap of 

approximately 5mm. 

 

1.4. Blast pressure measurement system 

The blast pressures were measured by eight 0-1600mbara piezoresistive pressure sensors, with 20 

kHz acquisition rate. The sensors were placed outside the plume, in different orientations relative to 

the release and ignition location. Initially, all the plates were positioned perpendicular to both the 

ground and the jet axis, or the anticipated ignition location. However, after experiencing stronger than 

expected blast pressures, it was determined that some of the blast sensors were likely experiencing 

significant amounts of stagnation pressure on the face of the blast plate and were therefore rotated to 

face upwards such that they were still perpendicular to the release, but then parallel with the ground, 

as shown in Figure 3, and therefore less susceptible stagnation pressures.  

 

Fig. 3.: Photograph of the sensor layout and the orientation of the blast pressure plates 

 

2. Results and discussions 

2.1. Release characteristics  

The release system designed by Gexcon enabled to reach a plateau with constant mass flow rate, for 

all the 10 dispersion tests (301 to 310) and 20 explosions tests (401 to 420) performed with pure 

hydrogen. The control of the mass flow rate is essential to get reliable concentrations values with the 

oxygen meters and to ignite well-characterised releases.  

For test 310, which is a 4mm release, the mass flow rate measured by the Coriolis flowmeter was 

32g/s (Figure 4). The nozzle exit pressure was measured at 42.6barg. As illustrated here, the system 

of skids and manifold was sufficient to provide a steady controlled release rate. The only limitation 

experienced for this system was the reproducibility of the nozzle exit pressure. With a targeted 

pressure of 40barg for all tests, the standard deviation is about 2.6bars, i.e. 6.5% of the full value. It 

implies a slight variability of results for repeated tests induced by release pressure difference. 
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Fig. 4.: Mass flow rate curve for test 310 

 

 

2.2. Dispersion tests  

The campaign included 10 dispersion tests with two release diameters, 4 and 6mm, and three release 

heights, 0.1, 0.2 and 1m above a flat concrete ground.  

For test 310, the sampling tubes are located at 0.15m, 0.3m, 0.45m, 0.6m, 0.75m, 0.9m, 1.5m and 2m 

in the jet axis (Figure 5). The concentration values are averaged over one second, i.e. over the last 50 

consecutives values.  

 

 

Fig. 5.: Concentration deduced with the oxygen meters for test 310 

 

The concentration profile based on maximal values approximatively follows a 1/x decay, where x is 

the distance to the nozzle in the release axis (Figure 6). 
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The following similarity law (Schefer et al., 2008) is proposed to calculate the mass fraction decay in 

the centreline (Ycl) for hydrogen jet releases: 

𝑌𝑐𝑙 =  
𝑑(𝜌𝑗/𝜌𝑎)

1/2

0.208(𝑥 − 4𝑑)
 

where d is the nozzle diameter (m), j is the jet density at the nozzle (kg/m3), a is the ambient air 

density (kg/m3). 

This relation enables a quick and simple evaluation of the hydrogen concentration compared to 

engineering tools or CFD simulations. For risk assessment studies, GRTgaz uses an in-house 

engineering software called PERSEE+. Initially, developed for natural gas and LNG releases, 

PERSEE+ is continuously improved especially to include hydrogen releases, since 2018. PERSEE+ 

integrates two different dispersion models. Model 1 is a top-hat dispersion model. The centreline 

concentration is estimated by considering mass, momentum, and energy conservation (Ooms, 1972). 

The radial concentration is given by gaussian profiles. Model 2 is an integral model for predicting the 

dispersion of a turbulent jet in a crossflow (Cleaver et al., 1990).  

For test 310, engineering models are more accurate than the similarity law (Figure 6). In this case, 

the similarity law overestimates the concentration. At 2m from the nozzle, the relative deviation with 

the measured concentration reaches +34%. Daubech et al. (2015) showed a better agreement of the 

similarity law proposed by Schefer et al. for dispersion tests with a higher release rate, 

approximatively 250g/s.  

 

 

Fig. 5.: Comparison of similarity law and engineering models for centreline concentration decay measured 

for test 310  

 

For test 310, Model 1 is slightly less accurate than Model 2. This trend is confirmed when comparing 

with the measured concentrations for all the dispersion tests (Figure 7). By definition, Model 1 is not 

fully adapted for test releases close to the ground (0.1 and 0.2m high) since ground interaction is not 

taken into account. Model 2 seems particularly accurate for both releases with or without ground 

impingement. 
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Fig. 7.: Comparison of engineering models with the measured concentration during the 10 dispersion tests  

 

 

2.3. Explosion tests  

The campaign included 20 explosion tests with the same two release diameters, 4 and 6mm, and three 

release heights, 0.1, 0.2 and 1m. Three ignition locations were considered for releases at 1m high. 

Based on the dispersion tests, the igniters were located at the following centreline concentration: 50%, 

45%, 30% vol. For the 4mm diameter releases, the ignition point at 50% is replaced by an ignition at 

60%. For the releases at 0.1 and 0.2 m high, the igniters are only located at 50%. All tests were 

repeated twice, at least.  

For the pure hydrogen tests, the blast pressure data was only post-processed with a baseline offset 

applied to convert the measured absolute pressure to a relative overpressure. As such, pre-ignition 

atmospheric conditions are represented as an average of 0 mbarg, and therefore any measured 

overpressures are relative to atmospheric conditions. There was no filtering of any kind. The default 

filter used by Gexcon was disabled, since for the preliminary tests, it tends to filter out the blast 

pressure, due to the very short duration of the peak (Figure 8).  

The Figure 8 gives the overpressure signals for the 8 pressure sensors used for the explosion test 408. 

The position of the sensors for test 408 are given (Table 1) in considering the origin of the cartesian 

coordinate system at the nozzle, where Z is the vertical axis and X the release axis. The hydrogen 

plume is ignited by an electrical spark located at 0.5m in the release axis.  

Table 1.: Position of the pressure sensors for the explosion test 408  

Sensors P1 P2 P3 P4 P5 P6 P7 P8 

X (m) 0.25 0.5 1 1.5 1.5 1.5 1.5 1.5 

Y (m) 0.5 0.5 0.5 0.5 0.75 1 1.5 2 

Z (m) 0 0 0 0 0 0 0 0 
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Fig. 8.: Overpressure results for explosion test 408  

The maximal overpressure observed for the test 408 is 573 mbar (57.3 kPa), measured by the P3 

sensor. The maximal impulse is 30 Pa.s, also measured at P3. This very low impulse is explained by 

a very short duration of the first positive peak, approximately 1ms. According to the criteria given by 

Merx et al. (1992) for survival after lung damage, impact of the head or after impact of the whole 

body, these pressure and impulse values would not be sufficient to cause significant impact for human 

being. For a peak pressure of 573 mbar, the maximal impulse to be in a safe zone is about 3000 Pa.s 

for both impact of the head and impact of the whole body (Figure 9).  

 

Fig. 9.: Comparison of measured pressure-impulse with lower limit defined for effects on human being. 

 

The high-speed camera captured 4000 images per second. The image processing was particularly 

challenging due to the low visibility of the hydrogen flame and the fluctuation of natural light. The 

test with the chemical ignitor facilitated the image processing. For test 403, similar to test 410 but 

with a chemical ignitor, the first images after ignition shows a quasi-spherical development of the 

flame front (Figure 10).  
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Fig. 10.: Consecutive images immediately after the ignition of the release for test 403. 

 

The post-processing of these images shows a quicker expansion of the flame front in the release axis 

compared to the radial direction (Figure 11). In both directions, the flame front follows a first phase 

of quick expansion, up to 470 m/s in axial direction and 120 m/s in radial direction, followed by a 

slower propagation. The gas flow velocity in the jet axis probably explains the quicker flame front 

propagation in the release axis compared to the radial propagation. For test 403, the gas flow velocity 

at the ignition point was estimated with PERSEE+ (model 1) at 278m/s. 

The first phase of the flame propagation might correspond to the jet explosion whereas, the second 

might be the jet fire development. The “explosion” phase last about 1.5ms in the axial direction which 

is consistent with the duration of the pressure peak measured for both tests 403 and 408. These results 

suggest that only a very limited part of the flammable mass contribute to the overpressure generation. 

A similar behaviour has been observed for ignition of methane high-pressure release (Sail et al., 

2014).  
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Fig. 11.: Position of the front flame from the ignitor in radial and axial direction for test 403 

 

To predict safety distances, Jallais et al. (2017) proposed an engineering method with a more 

conservative approach, i.e. in considering the entire mass of hydrogen between 10 and 75% vol. inside 

the plume when the ignition occurs. Jallais et al. (2017) also recommends TNO Multi-Energy index 

depending on the release rate and the hydrogen concentration at the ignition source (Table 2).   

Table 2.: Recommended TNO Multi-Energy index by Jallais et al. (2017) 

Ignition 

concentration 
Index 4 Index 5 Index 6 

30% vol. Below 0.5kg/s 0.5 to 1kg/s 1 to 10kg/s 

55-65 %vol. Below 0.1kg/s 0.1 to 1kg/s 1 to 10kg/s 

 

Previously, Daubech et al. (2016) proposed an empirical curve of the dependency of maximal 

overpressure with mass flow rate, which enables to derive thresholds for the use of the TNO Multi-

Energy index (Table 3). For a free jet, Daubech et al. (2016) suggests using this severity index in 

considering the fuel mass contained in the largest inscribed sphere along the flammable plume (4 to 

75%).  

Table 3.: TNO Multi-Energy index defined from Daubech et al. (2016) 

Ignition 

concentration 
Index 5 Index 6 Index 7 

Undefined Below 0.45kg/s 0.45 to 10.9kg/s from 108kg/s 

 

GRTgaz implemented in PERSEE+ a hybrid solution, which considers the hydrogen mass between 

10 and 75% (Jallais et al. 2017) and the thresholds given by Daubech et al. (2016). The comparison 

of this methodology and the overpressure results gives a satisfactory agreement in far field, to assess 

safety distances for human being (Figure 12). The overpressure thresholds defined in the French 

regulation are 20, 50, 140 and 200mbar, respectively for undirect hurts, irreversible hurts, first lethal 

effects, and significant lethal effects. For the free hydrogen releases and the measured overpressures 
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in the range of 20 to 200 mbar, the relative deviations are between -30% and + 30% for 44% of the 

calculated values and between -50% and +100%, i.e. a deviation by a factor 2, for 74% of the results.  

 

Fig. 12.: Comparison of engineering model based on TNO Multi-Energy with the measured overpressures.  

 

In the near field, the calculation method appears less accurate and underpredicts the overpressure for 

most of the values. It indicates that a different method should be used for near field prediction and 

application dealing with potential structural damages or domino effects.  

Originally, GRTgaz developed for methane jet explosion a 1D model to calculate flame propagation 

and overpressure field, described by Sail et al. (2014). This approach uses an empirical correlation to 

estimate the turbulent burning velocity (ST)𝑆𝑇 = 𝐴 ⋅ 𝑢′𝑏 ⋅ 𝑆𝐿
𝑐 ⋅ 𝜐𝑑 ⋅ 𝐿𝑡

𝑒    or    𝑆𝑇 = 𝐴 ⋅ 𝑢′𝑏 ⋅ 𝑆𝐿
𝑐 ⋅ 𝜐𝑑 ⋅

𝐿𝑡
𝑒 + 𝑆𝐿. For this comparison, after testing different correlations from Dorefeev et al. (2007), Bradley 

et al. (1987) and Omer at al. (1990), the following relation of Bray et al. (1990) was selected: 

𝑆𝑇 = 0.96 𝑢′0.912  𝑆𝐿
0.284  (

𝐿𝑡

𝜐
)

0.196

+  𝑆𝐿 

 

where u’ is the root-mean-square of the turbulent velocity fluctuations (m.s-1), SL the laminar burning 

velocity (m.s-1), Lt the turbulent length scale (m) and υ the cinematic viscosity of fluid (m².s-1). The 

instantaneous flame front velocity is then deduced by VF =  . ST, where  is the ratio between the 

density of burnt gas and unburnt gas.  

Finally, based on incompressible assumption, the overpressure over time around the ignition point is 

estimated, according to Deshaies et al. (1981) 

    𝛥𝑝(𝑟, 𝑡) =
𝜌0

𝑟
(1 −

1

𝜎
) [2𝑟𝐹(𝜏) (

𝑑𝑟𝐹(𝜏)

𝑑𝑡
)

2

+ 𝑟𝐹
2(𝜏) (

𝑑2𝑟𝐹(𝜏)

𝑑𝑡2 )] 

 

where rF is the flame radius, r the distance from the ignition point in the radial direction, t the duration, 

0 the air density, and  =1-r/c0 where c0 is the sonic velocity in air. The model allows to calculate 

and display the overpressure over time for each point of interest. This model is theoretically limited 

to incompressible cases, and thus to low Mach numbers (Mf < 0.35), corresponding to maximum 

flame speed around 120 to 150 m/s. 
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With this method extrapolated to hydrogen, PERSEE+ gives overpressures slightly lower than the 

previous method based on the TNO Multi-Energy method (Figure 13). The overall accuracy is 

relatively similar for the measured overpressures in the range of 20 to 200 mbar. The relative 

deviations are between -30% and + 30% for 40% of the calculated values and between -50% and 

+100% for 61% of the results. Above 200mbar, the underpredicting trend observed for the TNO 

Multi-Energy method is also observed with this second method.  

 

 

Fig. 12.: Comparison of engineering model based on the Bray correlation with the measured overpressures.  

 

The main interest of this method is the possibility to consider the effect of ignition location and the 

more realistic description of the explosion development. However, this approach shall be improved 

to solve the axial propagation of the flame front, instead of the radial propagation only. The 

incompressible assumption shall be ideally revised but might be challenging to overcome. Finally, a 

more refined way to estimate the turbulent burning velocity, considering the Lewis number effect, 

would also be more appropriate for hydrogen. 

3. Conclusions 

Thanks to the experimental set-up designed and operated by Gexcon, 10 dispersion tests and 20 

explosion tests were performed, providing valuable data to characterise hydrogen jet explosions in 

open field and to validate engineering models used for consequence analysis.  

For this experimental campaign, the engineering models for dispersion modelling shows a very good 

agreement with experiments. The relative deviation is lower than +/- 30%, which is a satisfactory 

result for simple models.  

The explosion tests showed the potential intensity of hydrogen jet explosion in open field, with 

overpressures above 0.65 bar despite the limited size of the flammable plumes. These overpressures 

are apparently produced by the flame propagation in the vicinity of the ignition source, and not by 

the propagation in the whole flammable plume. This limited flammable mass involved in the 

explosion would explain the very short peak pressure duration, compared to other vapour cloud 

explosions. Consequently, the use of the maximum overpressure for consequence analysis might 

overestimate the explosion effects. Thresholds based on pressure-impulse are probably more 

appropriate for this specific kind of explosion. The comparison of the engineering models for 

explosion effects shows a good agreement with overpressure measurements below 200mbar. 
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However, in near field, the models tend to underpredict the peak pressures. These models should be 

revised for the assessment of domino effects and structural damages.   
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Abstract 

For industrial applications dealing with hydrogen, the definition of safety distances and the 

assessment of possible hazards emanating from releases is mandatory. Since hydrogen is usually 

stored and transported under pressure, one scenario to be considered is the momentum driven release 

of hydrogen from a leakage with subsequent ignition. In this scenario, the emitted heat radiation from 

the resulting jet flame to the surroundings has to be determined to define adequate safety distances.  

For hydrocarbon flames, different jet flame models are available to assess the hazards resulting from 

an ignited jet release. Since hydrogen flames differ from hydrocarbon flames in their combustion 

behavior, it has to be checked if these models are also applicable for hydrogen. 

To evaluate the accuracy of these models for hydrogen jet flames, tests at real-scale are carried out at 

the BAM Test Site for Technical Safety (BAM-TTS). Herein, the flame geometry and the heat 

radiation at defined locations in the surroundings are recorded for varying release parameters such as 

leakage diameter (currently up to 30 mm), release pressure (currently up to max. 250 bar) and mass 

flow (up to max. 0.5 kg/s). The challenge here is the characterization of the flame geometry in an 

open environment and its impact on the thermal radiation. Existing heat radiation data from the 

literature are mostly based on unsteady outflow conditions. For a better comparability with the steady 

state jet flame models, the experiments presented here are focused on ensuring a constant mass flow 

over the release duration to obtain a (quasi) stationary jet flame. In addition, stationary outflow tests 

with hydrocarbons (methane) were also carried out, which are intended to serve as reference tests for 

checking flame models based on hydrocarbon data. 

Keywords: hydrogen, release, jet flame, thermal radiation 

1.  Introduction 

In order to reduce global CO2 emissions, hydrogen is becoming increasingly important as an energy 

carrier. Due to the enormous demand for hydrogen, the focus is shifting to safe production, 

transportation and storage. As hydrogen is usually transported and stored under pressure, one 

potential scenario is the momentum driven release of hydrogen from a leakage with subsequent 

ignition. The resulting high momentum driven hydrogen flame is called diffusion hydrogen jet flame. 

To assess the impact and hazards, the resulting jet flame must be characterized in terms of the flame 

geometry and emitted heat radiation. As a result, safety regulations can be derived from the 

knowledge gained.  

Various models already exist in the literature which describe the flame geometry and emitted heat 

radiation of jet flames. Most of the models currently used are based on studies by Becker and Liang 

(Becker, 1978) and Kalghatgi (Kalghatgi, 1984), who did fundamental research on the flame 

geometry of jet diffusion flames. They established dependencies on the release diameter, mass flow, 
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Reynolds number and the resulting flame length. Based on this, Chamberlain (Chamberlain, 1987) 

and Johnson et al. (Johnson et al., 1994) developed model approaches taking wind influence into 

account. 

In addition to characterizing the flame geometry, the influence of the thermal radiation emitted into 

the environment was also considered here. In Chamberlain's investigations for vertical outlet 

conditions, mainly low momentum hydrocarbon jet flames were measured. For a horizontal release 

of hydrocarbon jet flames Johnson et al. (Johnson et al., 1994) carried out experiments taking into 

account the influence of buoyancy. Miller (Miller, 2017) extended these models to outlet angles of 

45° and used weighted point sources on the flame centreline in contrast to (Johnson et al., 1994) and 

(Chamberlain, 1987) who used cone shaped surface emitter sources. 

The models mentioned are mainly based on a large number of experimental investigations of 

hydrocarbon flames such as methane, ethane, propane and natural gas. For hydrogen, Molkov et al. 

(Molkov et al., 2009; Molkov & Saffers, 2013) developed their own approaches in which the flame 

lengths can be described using empirical formulas. These approaches were developed on the basis of 

experiments with hydrogen jet flames by Kalghatgi (Kalghatgi, 1984), Shevyakov et al. (Shevyakov 

& Komov, 1977), Schefer et al. (Schefer et al., 2006), Proust et al. (Proust et al., 2011), Mogi et al. 

(Mogi et al., 2005) and Studer et al. (Studer et al., 2009). Other studies have investigated influences 

such as the curvature of the flame geometry due to the buoyancy effect on horizontal jet flames (Ekoto 

et al., 2014). To quantify the thermal radiation emitted by a hydrogen jet flame into the environment, 

various approaches were developed in the work of Molina et al. (Molina et al., 2007), Houf et al. 

(Houf & Schefer, 2007; Houf et al., 2009), Schefer et al. (Schefer et al., 2006; Schefer et al., 2007; 

Schefer et al., 2009) and Proust et al. (Proust et al., 2011).  

Most of the documented experimental data was obtained under transient outflow conditions (Hall et 

al., 2017; Proust et al., 2011; Schefer et al., 2006). Due to the decreasing pressure and mass flow 

during the release, the resulting jet flames do not have stationary outflow conditions. Experimental 

investigations with constant, stationary, outflow conditions have mainly been carried out on a 

laboratory scale only (Choudhuri & Gollahalli, 2003; Imamura et al., 2008; Kalghatgi, 1984; Mogi et 

al., 2005). A validation of existing (stationary) jet flame models for real-scale hydrogen releases is 

therefore currently only possible to a limited extent. 

In order to close this gap, experimental investigations of real-scale hydrogen jet flames under 

stationary outflow conditions were carried out at the Test Site for Technical Safety at the 

Bundesanstalt für Materialforschung und -prüfung (BAM-TTS). The purpose of the investigations is 

to characterize the flame geometry and the emitted heat radiation. Furthermore, the generated data 

are used to evaluate existing jet flame models with regard to their suitability for hydrogen jet flames. 

2. Experiments 

2.1 Experimental Setup 

To ensure a constant mass flow over several minutes, the test setup is supplied from 6 bundles with 

12 hydrogen bottles each. These 6 bundles contain a total of m=90 kg of hydrogen at a pressure level 

of p=300 bar, so that an average test duration of t = 120 s per test can be realized. The mass flow is 

adjusted via a control valve in conjunction with three orifices (d=1,6 mm, 3,3 mm, 7,7 mm) and 

recorded using a Coriolis mass flow meter (Rheonik Coriolis RHE28).  

The three orifice diameters were used to allow for a same outlet mass flow at different pressure stages, 

enabling an optimal utilization of the gas storage. The test rig is designed for the release of hydrogen 

with mass flows of up to �̇� =0,5 kg/s and pressure levels of up to p=1000 bar. Pressure and 

temperature are measured at several points along the pipe section and at the outlet (cf. Figure 1). 
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Figure 1: Test stand at the BAM TTS Size of test rig 18 m x 5 m x 4 m (Length x Width x Height) (left) and 

flow chart of the test stand with used monitoring equipment (right) 

The flame geometry is determined using infrared (IR) cameras. Two infrared camera systems (a FLIR 

SC4000 with cooled IR sensor wavelength spectrum λ=1,5 µm - 5 µm and a recording frequency of 

f=200 Hz, and a FLIR E96 with λ=7,5 µm - 14 µm and a recording frequency of f=30 Hz) are directed 

at the flame from two different angles. Four thermal radiation sensors (bolometers - Medtherm Series 

64) are used to measure the thermal radiation emitted by the jet flame into the surroundings. 

 

 

Figure 2: Measuring equipment in open field at the test area (left) and schematic illustration of the positions 

of the measuring equipment (right) 

Three of these bolometers (cf. Figure 2 – Heat Radiation (HR) sensors) are positioned at different 

distances from the flame. The fourth is used to measure the background radiation of the environment 

(cf. Figure 2). This background radiation is subtracted as an offset from the measured thermal 

radiation of the three bolometers, which are aligned with the flame. The thermal radiation sensors 

have a spectrum of λ= 0,5 µm – 14,5 µm, a maximum frequency of f=100 Hz and are designed for a 

maximum irradiance of 2,25 kW/m². Each sensor has a view angle of 150°.  

All three sensors directed at the flame are inclined vertically with increasing distance at angles of 𝛾=14,4° (𝐻𝑅1); 10,4°(𝐻𝑅2); 4,3°(𝐻𝑅3). A swivelling 360° IP camera (BASCOM – 1 Dom System 

Plus) is installed for additional test monitoring. An overview of the position of cameras and heat 

radiation sensors placed at the test areas is listed in Table 1. 
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Table 1: Overview of the positions (distance measured to the outlet) of the thermal radiation 

sensors and cameras (cf. Figure 2)  

 

An ultra-sonic anemometer (USA - Metek type USA-1 Scientific) is used to record the wind field. 

The gas mixture is ignited by a propane pilot flame at the outlet with a piezoelectric high-voltage 

ignition. The pilot flame is switched off immediately after ignition of the jet. 

 

2.2 Experimental Program  

To date, a total of 128 jet flame tests have been carried out. Of these, 50 were tests with pure hydrogen 

and 78 tests with pure methane. The methane tests in particular should serve as a “reference”, since 

the available flame models in the literature are largely based on data from tests with hydrocarbons.  

Furthermore, all tests were carried out with a horizontal outlet. Only test series in which there was no 

headwind were used for the evaluation.  

Preliminary tests showed that, for methane, there is no stable burning flame if the outlet velocity is 

too high (small outlet diameter, d=4 mm orifice, �̇� ̇>0,043 kg/s, T=20 °C). For this reason, a pipe 

(l=1 m) with an internal diameter of d=30 mm was placed at the outlet to serve as a diffuser (Figure 

3). This made it possible to reduce the exit momentum and adapt the turbulent flame speed to the 

outlet velocity, allowing for a stable burning flame over the entire mass flow range from �̇�=0,005 

kg/s to �̇�=0,2 kg/s. 

 

Figure 3: Diffuser pipe DN30 (l=1 m) attached on orifice DN1/DN3/DN7 (l=0,2 m) 

 

 

 

 

Position IR Cam 

E96 

IR Cam 

SC4000 
IP Cam HR1 HR2 HR3 HR4 

x in m 15 4,5 3,5 4,05 4,05 4,05 8,5 

y in m 0 12,32 7 8,23 10,32 12,31 11 

z in m 1,6 1,65 1,8 0,74 1,04 1,34 0,74 
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3. Results and discussion 

The focus of the experiments is the investigation the flame geometry and the emitted thermal 

radiation. The procedure used here is illustrated in the following example. Figure 4 shows a snapshot 

of a hydrogen jet flame (outlet diameter of d=30 mm, outlet mass flow �̇�=0,172 kg/s, T=20 °C) in 

the visible and IR range. From Figure 4 it can be seen that hydrogen jet flames do not emit any 

radiation in the visible wavelength range. This could be observed not only in all hydrogen 

experiments, but also in the experiments carried out here with methane. The flame geometry can 

therefore only be determined using an IR camera, which requires the specification of a temperature 

range and an emissivity. 

 
Figure 4: Comparison of the Diffusion Hydrogen Jet Flame monitored with IP Cam (left) and IR-Cam 

(right)  

The emissivity ε of IR absorbing gases depends on many parameters such as the species 

concentration, the layer thickness, the temperature of the flame, the ambient pressure and the 

wavelength (Gore et al., 1987; Hottel et al., 1936) and is much more complex compared to 

measurements on solids.  

Furthermore, a jet flame is a diffusion flame that does not have a homogeneous species distribution 

across the layer thickness and is additionally influenced by the wind speed, direction and turbulence 

(Coelho, 2012). For the IR measurements, the emissivity was set to ε=1 and a temperature range of 

T=850 °C to T=2000 °C was used.  

To determine the flame geometry, an algorithm was developed that averages each individual frame 

from the IR image over the duration of the experiment. With a recording frequency of f=200 Hz and 

a test duration of t=120 s, this results in averaging over 24000 frames. Figure 5 shows exemplarily 

the averaging procedure and result. 

 
Figure 5: Numerical calculation and determination of mean flame shape over test duration  

 

All flame parameters (flame length, mean diameter and view factor) are calculated on the basis of the 

generated time-averaged (stationary) flame geometry.  
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The flame shape (contour) is then defined via a RBG value, manually specified so that only the flame 

surface and no reflections from the test apparatus or the floor are visible in the image. The 

experimental non-dimensional flame lengths and diameters are shown in Figure 6. 

The comparison of the flame geometry of hydrogen and methane in Figure 6 shows that hydrogen 

flames are longer and thinner compared to methane flames, which are more compressed (shorter with 

wider diameters). In a mass-specific comparison, this is due to the difference in density and 

consequently higher outlet velocity. Due to the lower density, a higher volume flow and consequently 

a greater outlet momentum are available with the same mass flow for hydrogen. This allows the 

hydrogen jet flame to spread more easily into the surrounding medium, resulting in longer flames. 

 

 

Figure 6: Comparison of hydrogen and methane regarding to non-dimensional parameter flame 

diameter/outlet diameter (d/D) over nominated parameter mass flow/outlet diameter (�̇�𝐷)1/2 (left) and non-

dimensional parameter of flame length/outlet diameter (l/D) over nominated parameter mass flow/outlet 

diameter (�̇�𝐷)1/2 

 

From the geometric data of the flame and the heat radiation intensity 𝑄𝑟𝑎𝑑_𝑆𝑒𝑛𝑠𝑜𝑟 in W/m² measured 

by the bolometers (cf. Figure 7), the SEP of the flame can be determined using Eq. 1 

SEP = Qrad_Sensorτ1_2 φ1_2  

 

Eq. 1 
 

 

with the view factor 𝜑1_2 (unitless) and the transmittance 𝜏1_2 (unitless) of the air are required (index 

"1_2" refers to the path between emitter "1" and receiver "2").   
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The transmittance τ of the air was calculated according to Wayne et al. using Eq. 2 (Wayne, 1991). 

 τ1_2 = 1,006 − 0,01171(log10XH2O) − 0,02368(log10XH2O)2 − 0,03188(log10XCO2)  + 0,001164(log10XCO2)2 

 

with       XH2O = RHLSmm2,88651∗102T   and   XCO2 = 273LT  

Eq. 2 

 

where 𝝉𝟏_𝟐  is the transmittance (unitless), 𝑿𝑯𝟐𝑶  parameter for water vapor in the atmosphere 

(unitless), 𝑿𝑪𝑶𝟐 parameter for CO2 in the atmosphere (unitless), 𝑹𝑯 relative humidity (unitless), L 

the path length between emitter and absorber (in m), 𝑺𝒎𝒎 vapor pressure of water (in mmHg) and T 

the air temperature (in K). 

The view factor 𝜑1_2  is calculated numerically, based on the determined flame geometry (cf. Figure 5, right). Assuming a radially symmetrical flame, the flame geometry is divided into vertical 

slices with the width of one pixel of the IR image. The view factor is calculated as a function of the 

distance of the slice from the bolometer according to the relationships given in (VDI, 2010). The 

overall view factor of the flame is then calculated from the sum of the individual view factors of each 

section. Thus, the SEP of the flame can be determined from the temporal average of the measured 

thermal radiation of the individual bolometers. Ideally, the SEP values of the flame calculated from 

the different bolometer signals should be identical. Under atmospheric conditions, this is only 

achieved within a certain accuracy limit, but with satisfactory agreement. 

Figure 7 shows a comparison of the SEP values determined from the measurements for methane and 

hydrogen. A trend can be seen here that hydrogen jet flames have higher SEPs than methane jet 

flames. For methane, SEPs in the range of 7 kW/m² - 9,5 kW/m² and for hydrogen SEPs between 10 

kW/m² - 15 kW/m² were determined. 
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Figure 7: Comparison of Surface Emissive Power for hydrogen and methane drawn over mass flow 

 

In the literature (Chamberlain, 1987; Fishburne & Pergament, 1979; Mogi et al., 2005; Proust et al., 

2011; Schefer et al., 2006; Schefer et al., 2007) the radiant heat fraction of the flame is derived from 

the measured heat radiation of the flame and the total energy (heat release rate) produced during 

combustion which can be calculated from Eq. 3: 𝑄𝐶𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛 = �̇�𝛥𝐻𝑐 

 

Eq. 3 
 

with the mass flow (�̇�) and the lower heating value (Δ𝐻𝑐). The lower heating value is 𝛥𝐻𝑐_𝐻2 =120 

MJ/kg for hydrogen and 𝛥𝐻𝑐_𝐶𝐻4 =50,3 MJ/kg for methane (Uwe Riedel, 2018).  

The radiative fraction can only be calculated indirectly via the measured thermal radiation and the 

flame area. Here, 𝑥𝑟𝑎𝑑 is calculated according to Eq. 4, where 𝐴𝑓𝑙𝑎𝑚𝑒 is the flame area. The product 

of 𝑥𝑟𝑎𝑑 and ∆𝐻𝑐 can be understood as the radiant heat energy that is converted into thermal radiation 

during combustion. 

 

𝑥𝑟𝑎𝑑 = 𝑆𝐸𝑃𝑒𝑥𝑝 𝐴𝐹𝑙𝑎𝑚𝑒 �̇�𝛥𝐻𝑐  

Eq. 4 
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For methane, radiant heat fractions in the range of 𝑥𝑟𝑎𝑑_𝐶𝐻4=0,08-0,25 (Chamberlain, 1987; Houf & 

Schefer, 2007; Johnson et al., 1994; Schefer et al., 2006) and for hydrogen of 𝑥𝑟𝑎𝑑_𝐻2=0,03-0,13 

(Choudhuri & Gollahalli, 2003; Houf & Schefer, 2007; Miller, 2017; Schefer et al., 2006; Schefer et 

al., 2007; Studer et al., 2009) are given in the literature. 

With reference to Eq. 4, the radiant heat fractions for hydrogen and methane can be calculated. A 

comparison of the results for methane and hydrogen is shown in Figure 8. The determined radiant 

heat fraction shows lower values for hydrogen than for methane. This is consistent with the results 

found in the literature above. The graph for hydrogen shows a maximum value of 𝑥𝑟𝑎𝑑_𝐻2=0,08 and 

decreases to a minimum value of 𝑥𝑟𝑎𝑑_𝐻2 =0,04 as the mass flow increases. For methane, with 

increasing mass flow a value up to 𝑥𝑟𝑎𝑑_𝐶𝐻4=0,1 can be observed. Subsequently, as for hydrogen, a 

decrease in the radiation fraction can be seen to a value of 𝑥𝑟𝑎𝑑_𝐶𝐻4=0,06. The phenomenon that the 

radiant heat fraction decreases with increasing mass flow and thus increasing exit velocity can also 

be found in the literature (Chamberlain, 1987; Miller, 2017). The reason for this is the change in the 

ratio of combustion energy, which is converted into convection instead of radiation depending on the 

exit velocity.  

 

 

Figure 8: Comparison of heat fraction for hydrogen and methane over mass flow 

 

Moreover, it can be seen that the radiant heat fraction values for hydrogen are within the range 

observed in the literature (see above). The values for methane are at the lower range of the values 

measured in the literature.  
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This could be due to the fact that mainly visible (luminous) methane flames have been examined in 

the literature. In contrast, in the present work only non-visible (non-luminous) flames have occurred 

so far. Studies on the differences between luminous and non-luminous flames with regard to thermal 

radiation have only been examined sporadically in the literature. One of the early investigations 

performed by (Hottel et al., 1936; Sherman, 1934) with natural gas showed a lower thermal radiation 

for non-luminous flames in comparison to luminous flames due to differences in the radical species 

and emissivity of the flame.  

4. Conclusion 

 

From the test results presented here, initial findings regarding flame geometry and heat radiation have 

been made. 

1. Hydrogen jet flames have a longer and thinner flame than methane jet flames for the same mass 

flow. 

2. Hydrogen jet flames show higher thermal radiation values for the same mass flow rate compared 

to methane jet flames. 

3. The radiant heat fractions of the hydrogen jet flames determined so far correspond to the values 

given in the literature, whereas those for methane are significantly lower than the values given in the 

literature (rather at the lower limit), which may be due to the non-luminescence of the flames in this 

work. 

Outlook: The difference of heat radiation between luminous and non-luminous flames will be 

investigated further as well as releases with different outlet angles and outlet diameters. The results 

obtained will be used to check the applicability and accuracy of jet flames models and, if necessary, 

the further development of these. 
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Abstract 

In the energy storage and transportation sectors, the use of lithium-ion (LIB) battery technology is 

growing rapidly. However, the potential for fire and explosion raises safety concerns. Thermal 

runaway (TR) events can occur in LIBs, releasing flammable gases and posing fire and explosion 

risks. However, there are limited data available on the flammability characteristics of gases released 

during a thermal failure event. This paper evaluates an important safety characteristic, the laminar 

burning velocity (Su), using experimental data and modelling approach to assess the influence of cell 

chemistry on LIB behaviour. Commercial cylindrical cells with various chemistries, i.e., Lithium 

Nickel Cobalt Aluminium Oxide (NCA) and Lithium Nickel Manganese Cobalt Oxide (NMC), were 

tested at 100 % SoC. The gas released from the cell was analysed by heating the cell at a constant 

heating rate of 5 °C/min in a laboratory scale apparatus equipped with an on-line FT-IR spectrometer 

coupled with a mass spectrometer for continuous gas analysis. H2, CH4, CO, CO2, HF and vapours of 

electrolyte compounds, such as dimethyl carbonate (DMC), diethyl carbonate (DEC) and ethylene 

carbonate (EC), were the main components of the battery vent gas (BVG) produced during TR. Su 

was calculated using the 1-D laminar premixed flame model in the CHEMKIN software. Due to the 

continuous monitoring of the released gas, different compositions of the BVG were considered for 

the Su calculation. Depending on the cell chemistry, the most critical BVG composition is released 

during the TR phase (NCA) or during the venting phase (NMC). The main reason of this behaviour 

is related to the H2 emission. Finally, the effect of temperature reached during the TR on the Su was 

evaluated, so the simulations were carried out at 25 °C, 150 °C, 300 °C, and 500 °C at 1 atm. 

Keywords: Lithium-ion batteries, LIBs, thermal abuse, battery vent gas, BVG, laminar burning 

velocity, Su, premixed flame, CHEMKIN. 

Introduction 

The internal composition, structure and the main advantages of lithium-ion batteries (LIBs) have been 

extensively investigated and explained in numerous papers (Park, 2012). LIBs are defined by their 

nominal voltage range, indicated by the state of charge (SoC), and their geometry, which can vary 

between cylindrical, coin, prismatic, or pouch shapes. The chemical composition of internal 

components, such as the anode and cathode active materials or the electrolyte, is the main chemical 

property (Park, 2012). Commercial chemical compositions currently available for the cathode include 

Lithium Nickel Cobalt Aluminium Oxide (NCA), Lithium Iron Phosphate (LFP), Lithium Nickel 

Manganese Cobalt Oxide (NMC), and Lithium Cobalt Oxide (LCO). For the anode the two 

possibilities are graphite and Lithium Titanate Oxide (LTO). The prevailing organic carbonates used 

for the electrolyte are the dimethyl carbonate (DMC), diethyl carbonate (DEC), and ethylene 

carbonate (EC). The safety operating windows for the use of Li-ion cells are defined by their physical-

chemical properties, expressed in terms of temperature and voltage (Zhang et al., 2018). Li-ion cells 

can be subject to internal or external abuse, classified as electrical, mechanical or thermal, outside of 

this range (Lu et al., 2013). Abuse leads to degradation of the internal components, resulting in 
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subsequential reactions between the products. This degradation causes an increase in internal pressure 

and temperature, which leads to venting and ultimately to thermal runaway (TR) (Lu et al., 2013). 

The physical and chemical properties of the Li-ion cell and the type of abuse to which the device is 

subjected strictly correlate with the TR properties and the relative products, such as gases, solids, and 

liquids (Lopez et al., 2015; Ubaldi et al., 2023). The most significant product emitted during abuse is 

gas. According to the literature review, the gas produced during TR is mainly composed of: H2, CO, 

CO2, CH4, fluorinated compounds, such as HF (Andersson et al., 2016; Ubaldi et al., 2023), and 

vapours of electrolyte solvents, such as DMC, EC, and DEC (Diaz et al., 2019; Ubaldi et al., 2023). 

The correlation of the gas species and their relative amounts with the state of charge (SoC) and cell 

type, is summarised in Table 1. It presents the composition of battery vent gas (BVG) as reported in 

various literature works obtained by thermal abuse tests on cylindrical (18650) Li-ion cells. 

Table 1: Gas composition of Li-ion 18650 cells subjected to thermal abuse tests 

Cell Feed SoC 

(%) 

H2 

(%) 

CO2 

(%) 

CO 

(%) 

CH4 

(%) 

C2H2 

(%) 

C2H4 

(%) 

C2H6 

(%) 

Reference 

NCA N2 100 25.6 20.0 44.7 7.0 n.r. 2.1 0.6 Golubkov et al., 2015 

NCA N2 50 17.5 33.8 39.9 5.2 n.r. 3.2 0.4 Golubkov et al., 2015 

LFP N2 50 20.8 66.2 4.8 1.6 n.r. 6.6 n.r. Golubkov et al., 2015 

LFP N2 100 29.4 48.3 9.1 5.4 n.r. 7.2 0.5 Golubkov et al., 2015 

LCO/NMC N2 100 10.0 24.9 27.6 8.6 n.r. 7.7 1.2 Golubkov et al., 2014 

NMC N2 100 30.8 41.2 13.0 6.8 n.r. 8.2 n.r. Golubkov et al., 2014 

LFP N2 100 30.9 53.0 4.8 4.1 n.r. 6.8. 0.3 Golubkov et al., 2014 

LCO Inert 50 38.3 39.9 4.5 7.1 n.r. 6.9 3.4 Somandepalli et al., 2014 

LCO Inert 100 30.7 33.2 25.3 7.0 n.r. 2.5 1.3 Somandepalli et al., 2014 

LTO Air 100 8.4 37.6 5.3 1.2 0.001 1.38 0.40 Yuan et al., 2020 

NMC Air 100 12.4 13.2 30.3 10.5 0.003 0.10 0.16 Yuan et al., 2020 

NMC Air 100 12.5 19.9 28.1 12.9 0.003 0.16 0.21 Yuan et al., 2020 

n.r.: not reported.

The composition of BVG has been measured in various experimental conditions, such as the type of 

feed gas and equipment used (i.e., accelerating rate calorimeter (ARC) or reactor chamber), using 

different instruments, such as the GC or FT-IR (Essl et al., 2020; Peng et al., 2020; Larsson et al., 

2016). However, it is common to report only the average concentration of the gas. Table 1 shows that 

the main species emitted are H2, CO2, CO and CH4. The ratio between these species varies depending 

on the SoC and the chemical composition of the electrodes. The H2 percentage is the lowest for LTO 

(8.4 % at 100 % SoC), and ranges between 10 % (LCO/NMC at 100 % SoC) and 38.3 % (LCO at 50 

% SoC). The higher amount of CO was emitted by the NCA (44.7 % at 100 % SoC) and NMC (30.3 

% at 100 % SoC) cells, while the highest percentage of CO2 (66.2 % at 50 % SoC and 53.0 mol % at 

100 % SoC) was emitted by LFP cell. The papers considered do not provide information on the 

electrolyte and fluorinated compounds that are released during the TR. These species present in the 

BVG can contribute to the flammability and/or toxicity of the gas. Regarding gas toxicity, it is 

discussed in the literature that HF and CO can reach the Immediately Dangerous to Life and Health 

(IDLH) by NIOSH (Peng et al., 2020; Ubaldi et al., 2023). 

Regarding the flammability, gases that are vented may ignite either inside or outside the battery 

(accumulating into a module), depending on various conditions such as gas temperature, pressure, 

gas flow speed, gas mixture composition, and convection as it enters the air outside the battery. To 

assess the fire and explosion risk of BVG, it is important to evaluate key gas properties such as the 

lower flammability limit (LFL), laminar burning velocity (Su), and the maximum explosion 

overpressure. Su is a fundamental combustion property and a crucial parameter for understanding 

flame propagation, gas explosions, and combustion reaction mechanisms (Henriksen et al., 2021). 
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Experiments and one-dimensional (1D) modelling are the two main methods for obtaining Su. The 

measurements are conducted using various methods. The simulations use chemical kinetic 

mechanisms to calculate Su. The accuracy of the simulations depends on the size, stiffness, and 

numerical setup of the mechanism. 

There has been a recent increase in concern for the safety of LiBs, but only a small number of 

published works are focused on the laminar burning velocity evaluation. Some modelling works 

(Baird et al., 2020; Fernandes et al., 2018) are based on experimental data from other authors, but 

their analyses are limited using chemical mechanisms with restricted capacity. Henriksen et al. 

(2021), examined the laminar burning velocities of typical Li-ion vent gas mixtures, but did not 

consider carbonates and fluorinated compounds. Their motivation was to produce gas mixtures that 

are representative and suitable for well-defined experimental and modelling studies. However, 

fluorinated species can affect the Su and explosion characteristics, as shown by Gao et al. (2021) in 

their study on explosion suppression of hydrogen explosions. The Su value for BVG was found to 

depend on both the SoC and the chemical composition of the cell. According to Baird et al. (2020), 

the laminar burning velocity increases with an increase in the SoC. Henriksen et al. (2021) found that 

the NCA had a higher maximum value (1.0 m/s) compared to the LCO (0.6 m/s) and to the LFP cell 

(0.3 m/s). The observed behaviour can be explained by the composition of the BVG, which contains 

a higher amount of H2 and a lower amount of CO2 in the case of NCA cell with respect to the other 

cells. The maximum velocity observed is consistently around an equivalent ratio of 1.0 regardless of 

the type of cell and the SoC.  

In this framework, this work comprises experimental and modelling studies. Firstly, thermal abuse 

tests were conducted on Li-ion cells to identify the components and to measure the concentration of 

emitted gas. The tests refer to 18650 Li-ion cells with two different chemistries namely NCA and 

NMC, both at the same state of charge (SoC) of 100 %. An analysis system combining an FT-IR 

spectrometer with a mass spectrometer was used to obtain information on a wider range of gas 

components. The evaluated compounds included H2, CO, CO2, CH4, and fluorinated compounds such 

as HF, as well as vapours of electrolyte solvents, specifically DMC, EC, and DEC. Subsequently, Su 

was calculated using the composition data obtained from the experiments. The Su was evaluated by 

1-D premixed laminar flame model using the CHEMKIN Premix module. According to Nilsson et

al. (2023), a chemical kinetic mechanism that incorporates common hydrocarbon compounds in vent

gases (i.e. three carbonates, and several fluorinated compounds) was constructed. This mechanism is

validated and used to increase understanding of the combustion characteristics of Li-ion battery vent

gas mixtures including all classes of molecular components that are common in Li-ion battery vent

gases. The calculation of Su was carried out by considering the various compositions of the released

species during different phases of the thermal abuse test, including venting, TR, and the entire event.

1. Experimental

Thermal abuse tests were conducted on 18650 Li-ion cells with different chemical composition of 

cathode to evaluate the thermal behaviour, in terms of temperature, pressure and BVG.  

1.1. Li-ion cells 

In Table 2 are reported the cylindrical Li-ion cells, 18650, considered in this study with their chemical 

composition. The cells were identified with an identification code (Id-cell) which indicates the 

cathode active material. NCA cells have a minimum voltage of 2.75 V, and a maximum of 4.20 V 

and a rated capacity 3.25 Ah. NMC cells have a minimum voltage of 2.50 V a maximum of 4.20 V, 

and a rated capacity 2.85 Ah. Before tests, a standard cycling procedure consisting of five charge-

discharge cycles for the formation of the solid electrolyte interface (SEI) was carried out on the cells 

using the Battery Test System BaSyTec CTS (Thasar, Italy). The cells were charged at the maximum 

SoC (100 %), setting the maximum voltage according to the specifications reported in Table 2. 
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Table 2: Li-ion 18650 cells under investigation 

Id-cell Anode material Cathode material SoC - Voltage 

NCA Graphite (C) Lithium nickel cobalt aluminium oxide (NCA) 100 % - 4.20 V 

NMC Graphite (C) Lithium nickel manganese cobalt oxide (NMC) 100 % - 4.20 V 

1.2. Laboratory setup and conditions 

Thermal abuse tests were carried out in a laboratory-built reactor with an inlet airflow of 500 

NmL/min over a temperature range of 20 to 400 °C. The heating rate was 5 °C/min, applied by an 

electrical oven (PID controlled). When the TR condition was reached, the oven was switched off. 

Two thermocouples, TC1 and TC2, were placed on the cell surface to monitor the cell temperature 

and a pressure transducer was placed in the reactor to monitoring pressure changes. 

An online FT-IR spectrometer (Spectrum 3, Perkin Elmer) was connected to the reactor outlet to 

continuously monitor the emitted gases. To avoid condensation, the transfer line and the FT-IR cell 

are heated up to 180°C. The spectra were collected with a resolution of 4 cm-1 in the spectral range 

between 4500 cm-1 and 650 cm-1, using a scan/spectrum of 8 and detected by a MCT detector. 

Identification and quantification were achieved using standard spectra and calibration lines, obtained 

through SpectrumQuant software (Perkin Elmer). Furthermore, a Quantitative Gas Analyser (QGA) 

mass spectrometer from Hiden Analytical with a sampling interval of 10 s was used.  

The characteristics of the reactor, acquisition, and quantification procedure are more comprehensively 

described in a previous study (Ubaldi et al., 2023).  

2. Su Calculation

A 1-D flame propagation model was used to evaluate the laminar burning velocity (Su) for different 

BVG compositions at various stages of thermal abuse. The study considered four BVG compositions: 

i) venting, from the start of venting to the onset of the TR, ii) TR, from the start of venting to the peak

temperature, iii) maximum, corresponding to the peak temperature, and iv) global, for the entire event.

The study simulated the homogeneous combustion of the BVG using a detailed reaction mechanism.

The CHEMKIN PREMIX module implemented this mechanism to calculate the laminar burning

velocity based on the BVG composition.

2.1. Chemical kinetics model 

None of the chemical kinetics models in the open literature include all the different types of fuels 

present in the Li-ion BVG. The chemistry set proposed by Nilsson et al. (2023) includes the kinetics 

mechanism for the following species: DMC (proposed by Alexandrino et al., 2018), DEC (proposed 

by Sun et al., 2017), F-compounds (proposed by Linteris et al., 2020), C1-C2 (proposed by Metcalfe 

et al., 2013), and H2 (proposed by Kéromnès et al., 2013). In addition to these species, the EC 

chemistry set proposed by Takahashi et al. (2022) was also considered. All of the kinetics mechanisms 

considered were validated with experimental trends of the separate components by their respective 

authors. Nilsson et al. (2023) confirmed that the proposed mechanism it is suitable for modelling 

typical Li-ion battery gas mixture compositions.  

2.2. Modelling approach 

The 1-D laminar premixed flame has been modelled by combining the chemical reaction mechanism 

(kinetics), thermal properties, and transport properties. To describe all the species present in the BVG 

obtained from the experimental thermal abuse tests, this study uses a new combination of the 

chemistry set proposed in section 2.1. The code adopts a hybrid time-integration/Newton- iteration 

technique to solve the steady-state mass, species, and energy conservation equations. Mixture-

averaged formulas were used to evaluate the transport properties. The ambient was auto-populate 
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with air, all species were considered as fuel mixture with the exception of HF which was included as 

added species. Initial and boundary conditions were assigned to define the problem environment. For 

simulations, curvature and gradient parameters were set both to 0.2, respectively, resulting in a grid 

of 300 points. For an accurate solutions 3 continuations were considered with decreasing curvature 

and gradient parameters (0.8, 0.5, and 0.2). The unburned mixture's inlet velocity was set to 40.0 

cm/s. The unburned mixture was assigned at different temperatures (i.e., 25 °C, 150 °C, 300 °C, and 

500 °C), at 1 atm of pressure, and a specific composition at the inlet boundary. At the exit boundary, 

it was specified that all gradients vanish.  

3. Results and discussion

3.1. Thermal abuse tests 

Figure 1 shows the temperature profile, monitored by thermocouples TC1 and TC2 placed on the 

surface of the cell, and the inner reactor pressure profile indicating the venting, onset of TR and the 

maximum peak, reached during the thermal abuse tests on NCA (Figure 1a) and NMC (Figure 1b). 

a) 

b) 

Fig. 1. Temperature and pressure profile for thermal abuse tests on: (a) NCA; (b) NMC 

These data allowed for the determination of the maximum temperature reached on the cell surface 

and the pressure resulting from gas release. Figure 1 shows that the maximum peak for both 

parameters occurred simultaneously during the thermal abuse tests. Table 3 summarises the results in 

terms of time (s), the temperature on the cell surface, which is the average between TC1 and TC2, and 

the pressure inside the reactor during the key events, such as venting, TR onset, and maximum peak 
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for the thermal abuse test of both cells. The TRonset is defined as the point at which the temperature’s 

increase rate exceeds 10 °C/min (Doughty et al., 2012). The first difference between the two cells is 

between the venting temperatures. Specifically, for NCA the venting starts at 150 °C, while for NMC 

at higher temperature, 169 °C. The most significant difference is observed in the maximum 

temperature values reached, with NCA reaching around 510 °C and NMC exceeding 720 °C. The 

maximum pressure values are not significantly different, with both cells reaching maximum values 

over 5 barg.  

Table 3: Time (s), temperature (°C) and pressure (barg) relative to the key events of the thermal abuse tests 

Id-cell Tventing (°C) Pventing (barg) TTRonset(°C) PTRonset (barg) TMax (°C) PMax (barg) 

NCA 150 0.125 204 0.037 511 5.071 

NMC 169 0.017 202 0.007 721 5.858 

The maximum temperatures measured in this work were compared with those reported in the 

literature. Golubkov et al. (2014, 2015) reported a maximum temperature of 911 °C for NCA and 678 

°C for NMC, while Yuan et al. (2020) reported a maximum temperature of 917 °C for NMC. It should 

be noted that differences in cell characteristics (e.g., chemistry and voltage), equipment (e.g., reactor, 

ARC), and experimental conditions (e.g., feed gas and heating rate) can significantly affect the 

resulting maximum temperature. The description of the cathode composition alone is insufficient to 

fully define the cell’s characteristics. The chemical composition of the anode and electrolyte can also 

vary depending on the type of solvents used (i.e., DEC, DMC, and EC) and their relative ratios. The 

technical safety data sheet typically does not include this information. In addition, the voltage range 

may vary depending on the final use of the cell. Therefore, a SoC level of 100 % does not necessarily 

correspond to the same voltage value.  

Regarding the gas emission profile, the concentrations of H2, CO, CO2, CH4, EC, DMC, and HF along 

the entire thermal abuse test are reported in Figure 2 (a,b) for NCA and (c,d) for NMC. Figure 2 

displays concentration profiles that replicate the events observed during the thermal abuse tests in 

Figure 1. For both cells, CO, CO2 and H2 reach a maximum peak of around 105 ppmv, while CH4 of 

the order of 0.5 x105 ppmv (Figure 2b). The other species related to the electrolyte (i.e., DMC, DEC, 

EC, and HF) reach a maximum peak value of around 103 ppmv (Figure 2a). The main difference 

between the two cells is the emission of H2. In the case of NCA, the release of H2 is mainly observed 

around the maximum temperature (Figure 2b). However, in the case of NMC, the release starts earlier 

and is significant in correspondence with the TR onset (figure 2d). 

The mole fractions and the relative volume (in NmL) of the gas for the different phases, namely 

venting, TR, and global (as defined in Section 2), are provided in Table 4. In addition, the composition 

of the gas at the maximum temperature is reported. 

Table 4: Mole fractions of the gas species and relative volume (NmL) emitted during the thermal abuse test 

phases: venting; TR; Max; Global 

Id-cell Phase H2 CH4 CO CO2 HF DMC EC DEC Volume (NmL) 

NCA Venting 0.014 0.002 0.664 0.304 0.007 0.009 < 0.001 n.d. 1.61*103 

NCA TR 0.087 0.015 0.556 0.331 0.004 0.006 < 0.001 n.d. 2.79*103 

NCA Max  0.376 0.044 0.307 0.271 < 0.001 0.001 0.001 n.d.  

NCA Global 0.236 0.042 0.315 0.395 0.010 0.002 < 0.001 n.d. 1.51*104 

NMC Venting 0.839 0.026 0.043 0.074 0.018 0.001 n.d. n.d. 1.83*102 

NMC TR 0.395 0.043 0.243 0.302 0.015 < 0.001 0.002 n.d. 6.83*102 

NMC Max  0.356 0.058 0.325 0.257 0.004 n.d. 0.001 n.d.  

NMC Global 0.407 0.039 0.140 0.392 0.010 < 0.001 0.012 n.d. 3.12*104 

n.d.: not detected. 
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a) b) 

c) d) 

Fig. 2. Gas emissions profile for: (a, b) NCA; (c, d) NMC 

According to the analysis presented in Figure 2b, the primary distinction in concentration of emitted 

species across phases is primary distinguished by H2. During the entire thermal abuse test, for NCA, 

the percentage of H2 measured was 23.6 %, which is mainly released during the TR phase (with a 

maximum of 37.6%) while is not observed during the venting phase. Similar behaviour is observed 

for CH4, but the maximum concentration is 4.4%. During the venting phase, CO, CO2, and HF appear, 

and their concentration remain constant (Figure 2a). However, during the TR phase the concentration 

of CO e CO2 increases (with a maximum of 30.7 and 27.1%,respectively) while HF completely 

disappears at the maximum peak. Additionally, among the species attributable to the electrolyte, 

DMC is detected throughout the entire test, while EC is only detected during the TR phase. However, 

their percentage values are always below 1.0 %. In contrast, the emissions from the NMC exhibit a 

different trend. During the venting phase, the H2 percentage is higher (83.9 %) than the TR phase 

(39.5 %). This because significant concentrations of CH4, CO, and CO2 are only observed during the 

TR. Regarding the species attributable to the electrolyte, DMC appears only during the venting phase, 

while EC appears only during the TR, but the concentrations are always below 1.2%. This different 

behaviour is due to the different boiling temperature of the two components (90 °C for DMC and 244 
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°C for EC), and considering that the onset of TR is measured at surface temperature higher than 

200°C. 

The volume of gas emitted during the different phases of the thermal abuse test, as shown in Table 4 

is another important parameter to consider. The data reveal that NCA and NMC release respectively 

15.1- 31.2 NL of gas globally. For NCA, the volume of gas released during both the venting and TR 

phases is around 2 NL, while for NMC is around 0.2 NL for venting and 0.7 L for TR. This difference 

is attributed to the H2, CO and CO2 emissions from NCA that appear already during the venting phase. 

3.2. Laminar burning velocity of BVG 

The Su vs equivalence ratio (ER) plot calculated for the four BVG compositions corresponding to the 

different phases of thermal abuse test (venting, TR, max, and global) for NCA are shown in Figure 

3. Su refers to initial conditions of 25 °C and 1 atm.

Fig. 3. Su as a function of the ER calculated for BVG from NCA (100% SoC) compared to literature data 

(Baird et al., 2020) (grey area). 

Figure 3 illustrates that the highest Su value is achieved by considering the composition of the BVG 

at the maximum (83.7 cm/s), followed by the global composition during the entire event (45.5 cm/s), 

then that of the TR (44.4 cm/s), and finally the BVG composition of the venting phase (32.5 cm/s). 

These behaviours are correlated with the different mole fractions of H2. The molar fraction of H2 is 

highest at the maximum and decreases during other phases of the thermal abuse test, where the 

presence of other species, especially CO2, reduces Su values. Furthermore, a distinct bell-shaped curve 

is observed for Su, between 0.5 and 2.0 ER, for the global composition of BVG and at the maximum, 

while venting and TR BVG do not exhibit this pattern. The width of the bell-shaped curve is related 

to the lower flammability of the gas emitted in the initial phases.  

Figure 4 displays the Su vs equivalence ratio plot obtained for BVG from NMC. 
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Fig. 4. Su as a function of the ER, calculated for BVG from NMC (100 % SoC) compared to literature data 

(Baird et al., 2020) (grey area). 

The figure shows the effect of H2 on Su values. As previously noted, a higher percentage of this 

species was quantified during the early phase of the thermal abuse test, venting, which explains why 

Su obtained for the BVG in this phase is significantly higher than the others (222.6 cm/s venting, 77.2 

cm/s TR, 77.8 cm/s max, and 59.9 cm/s global). The decrease in values during subsequent phases is 

due to an increase in CO2 and a decrease in H2 concentration. It is also observed that the maximum 

Su is shifted to gas compositions with lower oxygen content (higher ER) compared to NCA. The high 

reactivity of these oxygen-depleted flames is due to the combustion chemistry being driven by H 

atoms instead of OH radicals, which dominate at higher oxygen levels. 

Baird et al. (2020) calculated the variability of Su, in the range of 0.6 - 1.5 ER, for different cathode 

chemistries (NCA, LFP, LCO, and NMC), at 100% SoC. For each chemistry, they used the different 

gas species concentrations noted in the literature (refer to Table 1 for NCA and NMC). Subsequently, 

for each concentration found in the literature, they calculated a curve of laminar burning velocity 

versus equivalence ratio. Figure 3 compares the range of variability calculated by Baird (grey area) 

with the Su obtained in the present work for NCA, while Figure 4 shows the same comparison for 

NMC. 

Despite variations in the changes in laminar burning velocity associated with individual experiments, 

these figures clearly demonstrate a difference in the Su for different chemistries at the same SOC. 

Specifically, NCA exhibits a higher maximum Su (105 cm/s) compared to NMC (62.8 cm/s). The 

range of variability differs between NCA and NMC, with NCA having a wider range and NMC 

having a narrower range. When comparing the values reported by Baird et al. (2020) with the Su 

curves obtained in the present study for NCA, it is evident that only the Su calculated for BVG at the 

maximum peak falls within the range, while the other curves are lower. In contrast, for NMC, only 

the curve relative to the global BVG is included in the range, while the other curves are higher. From 

these comparisons, it is clear that previous literature studies have typically focused on the average 

concentration of BVG throughout the event. However, it is important to note that the species do not 

emerge simultaneously, but rather at different times and with varying compositions. 

In addition, BVG at these various compositions are not released at room temperature but rather at 

higher temperatures, as indicated in Table 3. To evaluate the effect of temperature, Su was calculated 

at different initial temperatures (i.e., 25 °C, 150 °C, 300 °C, and 500 °C) and at constant pressure (1 

atm). The maximum Su value obtained for the four BVGs as function of temperature is shown in 

Figure 5. 
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(a) 

(b) 

Fig. 5. Effect of temperature on maximum Su calculated for BVG from NCA (a) and NMC (b) (100 % SoC). 

Figure 6 shows that an increase in temperature led to an increase in Su value considering for the 

different BVG compositions. A significant difference is observed when comparing the two cell 

chemistries. In the range of temperatures investigated, the maximum Su value reached for NCA is 

576 cm/s for the BVG at maximum peak, while the highest Su for NMC was 1234 cm/s for the BVG 

during the venting phase. The increase in Su in relation to the increase in temperature is due to the 

greater flammability of the species present in the mixture at higher temperature values. 

These evaluations can have practical applications in the design of mitigation strategies for thermal 

runaway of LIBs. Firstly, they help to properly design a vent valve that can control the moment of 

rupture at a suitable temperature, and then to dilute the flammable gases to an extreme lean zone 

possibly using inert gases. In addition, LIBs can be designed with containment structures or placed 

in areas where any vented gases can be safely isolated, minimizing explosion hazards. 

4. Conclusions

The risk posed by the flammability properties of the substances emitted during the thermal runaway 

of Li-ion cells is evaluated in this study. The laminar burning velocity of the emitted gas is evaluated 

using experimental data of BVG composition obtained from thermal abuse tests in air on various Li-

ion cells (i.e., NCA, and NMC) at 100 % SoC are used to evaluate. The kinetic model used for the 
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calculation includes all relevant gas component types necessary for predicting both hydrocarbon 

combustion and the formation of toxic fluorinated compounds. 

The results of thermal abuse tests indicate that the cell’s chemistry affect the maximum temperature 

reached during the event (511 °C NCA vs 721 °C NMC). Furthermore, the emitted BVG compositions 

vary across different phases of the event. 

During a thermal event in a NCA cell, the first vent emits gas mixtures with high CO and CO2 

contents, which burn slowly. The highest Su for NCA cells is achieved with the gas mixture emitted 

at the maximum temperature, where the highest concentration of H2 is present. On the contrary, during 

the venting phase, NMC cells release BVG with a high concentration of H2, resulting in the highest 

Su value in the initial part of the event.  

The impact of the temperature was evaluated by considering typical temperatures of the BVG, ranging 

from 150-500 °C. As expected, the Su values increased as the temperature increases, while 

maintaining correlation between the data.  
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Abstract 

Lithium-ion batteries have garnered attention as alternative energy carriers to fossil fuels. However, 

this battery releases vent gas containing flammable gases during thermal runaway. Vent gas is mainly 

composed of hydrogen, carbon monoxide, carbon dioxide, methane, and ethylene, which can be 

explosive when mixed with atmospheric air. And it is well known that when the magnitude of the 

explosion is increased, all flames accelerate due to the intrinsic instabilities. Therefore, in our study, 

we measured the critical flame radius of the vent gas under elevated pressure using a constant volume 

chamber and Schlieren method. The flame acceleration behavior was observed and the values of 

unstretched laminar burning velocity, critical Péclet number and the Markstein number for vent gas 

mixtures with changing the mole fraction of H2 and CO in the vent gas were obtained experimentally. 

Experimental results show that diffusive-thermal instability has a significant effect on the onset of 

acceleration of vent gas flames and enhancement or suppression of diffusive-thermal instability by 

increasing the H2 fraction depends on the ratio of H2 to CO in the vent gas. 

Keywords: Gas Explosion, Lithium-ion battery, vent gas, flame acceleration, Diffusive-thermal 

Instability 

1. Introduction 

Lithium-ion batteries have been used in various electronic devices in recent years due to their 

advantage of high energy density. However, if they are misused, short-circuited, or overcharged, an 

exothermic reaction can occur in the battery, leading to thermal runaway. Understanding the process 

of thermal runaway in lithium-ion batteries is crucial for safety (Meng et al., 2023; Yuan et al., 2022; 

Golubkov et al., 2014; Belharouak et al., 2006; Bang et al., 2006; Golubkov et al., 2015; Doughty et 

al., 2005; Abraham et al., 2006). During thermal runaway, lithium-ion batteries release vent gases, 

which contain flammable gases. The vent gases generated can cause lithium-ion batteries to ignite or 

rupture. Fires resulting from lithium-ion batteries pose major safety hazards that necessitate effective 

mitigation measures. Previous studies have shown that the composition of the vent gas varies 

depending on the state of charge of the lithium-ion battery (Golubkov et al., 2014; Golubkov et al., 

2015). The main components of the vent gas are H2, CO, CO2, and some hydrocarbons such as CH4 

and C2H4. The trend of the composition ratio of the vent gases is that the CO2 concentration decreases 

and the H2 and CO concentrations increase with increasing the state of charge. If the vent gas explodes 

after mixing with the atmosphere, it is expected to cause significant damage to the surrounding area. 

In addition, as the magnitude of the explosion is increased, it is necessary to take into account the 

flame acceleration phenomenon due to intrinsic instabilities. The onset of flame acceleration is 

particularly affected by Darrieus-Landau and diffusive-thermal instability. Darrieus-Landau 

instability appears in all premixed flames because of the thermal expansion of the gas during 

combustion. Conversely, diffusive-thermal instability is caused by the difference between the mass 
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and thermal diffusion coefficients and it is evaluated using the Lewis number, Le, which is the ratio 

of the mixture thermal diffusivity and mass diffusivity of the limiting reactant in relation to the inert 

reactant. Previous studies (Dobashi et al., 2011; Dorofeev, 2011; Kim et al., 2014; Kim et al., 2015) 

have reported that the prediction of blast wave, which is the main cause of damage in an explosion, 

can be underestimated if the acceleration of the flame is not considered. Therefore, it is important to 

estimate the onset of flame acceleration in order to predict the damage caused by an explosion. In this 

study, we experimentally investigated the laminar burning velocity and onset of flame acceleration 

of vent gases in lithium-ion batteries under high pressure conditions. We also evaluated the effect of 

vent gas composition on the onset of flame acceleration. 

2. Experimental set-up 

Experimental set-up is shown in Fig.1. This set-up consists of a high-pressure constant volume 

vessel with a total volume of 0.79 L, a spark ignition system, gas feeding system and a Schlieren 

imaging system with a high-speed camera. The high-pressure chamber is equipped with two 70 mm 

diameter acrylic windows to observe the inside of the vessel. In the experiment, the chamber was 

evacuated with a vacuum pump and filled with the H2-CO-CO2-CH4-C2H4-Air mixture according to 

the partial pressure of each gas. The pressure inside the vessel was measured using a pressure gauge 

with a resolution of 0.25 kPa. After that, the chamber was left for about 20 minutes after filling all 

the gases to allow the gases to mix by diffusion and to make the mixture in the chamber homogeneous. 

After that, the mixture was ignited by a spark generated in the center of the vessel by a pair of 

electrodes equipped on both sides of the vessel and linked to a high-voltage source. The flame 

propagation behaviors inside the chamber visualized by the Schlieren imaging system, consisting of 

a light source, a pair of concave mirrors with a diameter of 300 mm, and a knife edge, were captured 

by a high-speed camera (Photron FASTCAM AX-100) with an exposure time of 10 μs and frame rate 

of 10,000 fps.  

The equivalence ratio of the H2-CO-CO2-CH4-C2H4-Air mixture is given by the following equation. 

𝜙 =
𝐹 𝐴⁄

(𝐹 𝐴⁄ )st
=

(𝑛H2
+ 𝑛CO + 𝑛CH4

+ 𝑛C2H4
) 𝑛O2

⁄

{(𝑛H2
+ 𝑛CO + 𝑛CH4

+ 𝑛C2H4
) 𝑛O2

⁄ }
st

(1) 

where 𝑛i is the mole number of each gas. 

 

Fig. 1. Schematic of experimental set-up  
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In this study, to evaluate the onset of flame acceleration of vent gas generated by lithium-ion batteries, 

the composition of the fuel gas was determined based on the composition of vent gas reported in 

previous studies (Golubkov et al., 2015; Baird et al., 2020). According to the calculations of Baird et 

al., 2020, the laminar burning velocity of the vent gas is the fastest when the cathode material is 

Li𝑥(Ni0.80Co0.15Al0.05)O2  (NCA) compared to other cathode materials. Lammer, M. et al., 2017 

reported that when the cathode material is NCA, the concentration of CO2 in the vent gas composition 

was about 10%, and approximately 80% of the vent gas composition consisted of H2 and CO. For this 

reason, in this study, we focused on the ratio of hydrogen and carbon monoxide in the vent gas 

because these gases are the main fuels of vent gas. Therefore, the composition ratio of CO2, CH4 and 

C2H4 in the fuel were set to 10%, 5%, and 5% for all experimental conditions, respectively. And the 

index 𝑥H2
 was introduced to evaluate the ratio of hydrogen and carbon monoxide in the fuel as 

following: 

𝑥H2
=

𝑛H2

𝑛H2
+ 𝑛CO

(2) 

The compositions of the fuel gas used in this experiment are shown in Table 1. The initial pressure 

was 0.5 MPa and the initial temperature of the mixture was approximately 298 K. Also, the values of 

𝜙 and 𝑥H2
 were varied in the range of 0.8 to 1.6 and 0.25, 0.5 and 0.75 for all experimental conditions. 

Furthermore, to evaluate the flame thickness, the combustion under the experimental conditions was 

simulated by numerical analysis of a one-dimensional planar flame model using Ansys Chemkin-Pro  

with Aramco Mech1.3 (Metcalfe et al., 2013) chemical kinetic models. In this study, the flame 

thickness 𝛿 was estimated from temperature profile as following: 

𝛿 =
𝑇ad − 𝑇u

(d𝑇 d𝑥⁄ )max

(3) 

where 𝑇ad  is the adiabatic flame temperature, 𝑇u  is the initial temperature of unburned gas and 

(d𝑇 d𝑥⁄ )max is the maximum temperature gradient.  

3. Result and discussion 

3.1. Derivation of unstretched laminar burning velocity 

Figure 2 shows the images of flame propagation behavior at different gas composition taken in this 

experiment. In this study, wrinkled flame was observed under all experimental conditions. To analyze 

the flame images taken in this experiment, ImageJ Fiji software was used in this study. The edges of 

flame front in the Schlieren images were detected using Sobel filter. After that, the number of pixels 

corresponding to the flame area was determined by filling in the flame edge. Flame area 𝐴 was 

estimated by converting the number of pixels to the actual scale, and flame radius 𝑟 was obtained 

Table 1. The volumetric fraction of fuel gas  

𝒙𝐇𝟐
 H2 (%) CO (%) CO2 (%) CH4 (%) C2H4 (%) 

0.25 20 60 10 5 5 

0.5 40 40 10 5 5 

0.75 60 20 10 5 5 
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from the flame area as 𝑟 = √𝐴 𝜋⁄ . The flame speed 𝑆n was determined by time differentiation of the 

values of 𝑟. The flame stretch rate 𝜅 is the rate of change in flame surface area over time and is 

estimated as 𝜅 = (1 𝐴⁄ ) d𝐴 d𝑡 =⁄ (2 𝑟⁄ ) d𝑟 d𝑡 =⁄ (2 𝑟⁄ )𝑆n . The relationships between the flame 

speed and flame stretch rate at different gas composition were shown in Fig.3. A linear relationship 

between the flame speed and fame stretch rate was observed, and flame propagated at a constant 

speed relative to the flame stretch rate up to a certain flame stretch rate.  After the certain flame stretch 

rate, flame acceleration was happened. Therefore, in this study, the flame radius corresponding to the 

flame stretch rate at which flame acceleration occurs was defined as the critical flame radius 𝑟c. And 

the unstretched laminar flame speed 𝑆n
0 was obtained by fitting the part of the flame propagating at a 

constant velocity without acceleration. Previous studies suggested a linear relationship between flame 

speed 𝑆n and stretch rate 𝜅 as follows: 

𝑆n
0 − 𝑆n = 𝐿b𝜅 (2) 

where 𝑆n
0 is the unstretched laminar flame speed, 𝐿b is the proportionality constant which is known 

as the burned gas Markstein length (Paul, 1985; Law and Sung, 2000). In the present experiments, 

equation (2) was only applied when the flame radius was greater than 5 mm and less than 20 mm. 

Flames with radii less than 5 mm and greater than 20 mm were discarded because of the effect of 

ignition energy and wall effect, respectively. Then, the unstretched laminar burning velocity 𝑆u
0 was 

derived by dividing the unstretched laminar flame speed 𝑆n
0 by expansion ratio 𝜎 as follows: 

𝑆u
0 =

𝜌b

𝜌u
𝑆n

0 =
𝑆n

0

𝜎
(3) 

where 𝜌u is the unburned gas density at 𝑇u and 𝜌b is the burned gas density at 𝑇ad.  
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Figure 4 shows the unstretched laminar burning velocity as a function of equivalence ratio at different 

gas composition. The unstretched laminar burning velocity increased with increasing hydrogen 

fraction in the gas mixture. Table 2 summarizes the test conditions and major experimental and 

numerical results.  

 

Fig. 2. Spherical flame propagation images at 𝜙 = 1.0 
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Fig. 3. Flame speed as a function of equivalence ratio (𝑥𝐻2
= 0.50, 𝜙 = 1.0) 

 

Fig. 4. Unstretched laminar burning velocity as a function of equivalence ratio  

Table 2. Summary of test conditions and results  

𝒙𝐇𝟐
 𝝓 𝑺𝐮

𝟎 [cm/s] 𝒓𝐜 [mm] 𝑳𝐛 [mm] 𝜹 [mm] 

0.25 0.8 26.2±2.3 10.3 -0.71±0.26 0.114 

 1.0 41.3±2.0 8.9 -0.72±0.12 0.0932 

 1.2 50.5±0.7 10.1 -0.34±0.46 0.0800 

 1.4 52.4±0.8 9.1 -0.41±0.48 0.0735 

 1.6 50.5±0.4 - -0.21±0.42 0.0760 

0.50 0.8 41.2±2.8 10. -0.40±0.24 0.0982 

 1.0 57.1±1.0 11.0 -0.80±0.05 0.0806 

 1.2 67.7±0.9 8.8 -0.61±0.04 0.0702 

 1.4 68.8±1.7 13.3 -0.46±0.09 0.0666 

 1.6 56.0±0.6 - -0.45±0.06 0.0744 

0.75 0.8 49.4±4.1 6.9 -0.70±0.14 0.0855 

 1.0 69.0±6.2 8.3 -0.83±0.23 0.0712 

 1.2 79.8±1.1 9.4 -0.50±0.03 0.0633 

 1.4 80.5±1.0 - 0.02±0.06 0.0627 

 1.6 63.6±0.6 - 0.01±0.05 0.0779 
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3.2. Comparison with different gas composition on 𝑷𝒆𝒄 and 𝑴𝒂𝒃 

The critical Peclet number calculated from critical flame radius measured experimentally as a 

function of equivalence ratio are shown in Fig.5. When the 𝑥H2
 is 0.25 and 0.50, flame acceleration 

was not observed within the observation area of this experiment at 𝜙 = 1.6. Also, when the 𝑥H2
 is 

0.75, flame acceleration was not observed at 𝜙 = 1.4 and 1.6.  For all mixtures, the values of critical 

Peclet number tended to increase with increasing equivalence ratios at all 𝑥H2
. Previous studies show 

that onset of flame acceleration is mainly influenced by the diffusive-thermal instability (Bradley et 

al., 1998; Bradley et al., 2007; Gu et al., 2000; Ueda et al., 2023; Tanaka et al., 2024). To evaluate 

the effect of the diffusive-thermal instability, burned Markstein number 𝑀𝑎b = 𝐿b 𝛿⁄  was obtained 

experimentally from the linear relationship between flame speed 𝑆n and stretch rate 𝜅. The values of 

𝑀𝑎b  as a function of equivalence ratio are shown in Fig. 6. Figure 6 shows that for all gas 

compositions, 𝑀𝑎b showed a decreasing trend with increasing 𝜙 from 0.8 to 1.0. In contrast, the 

values of 𝑀𝑎b were increased with increasing 𝜙 from 1.0 to 1.6. It suggests the flame of vent gas-air 

mixture is most unstable at 𝜙 = 1 in terms of diffusive-thermal instability. In terms of the effect of 

the composition ratio of hydrogen in the fuel mixture, 𝑀𝑎b decreased with increasing 𝑥H2
 from 0.25 

to 0.50. In contrast, 𝑀𝑎b increased with increasing 𝑥H2
 from 0.50 to 0.75. This non-monotonic trend 

in 𝑀𝑎b  due to hydrogen addition has been similarly reported in previous studies of hydrogen-

hydrocarbon mixtures and hydrogen-ammonia mixtures (Ichikawa et al., 2015; Okafor et al., 2014). 

Furthermore, the values of 𝑀𝑎b were negative over a wide range of 𝜙 for all gas compositions. This 

means that the propagation flame of vent gas consisting of H2-CO-CO2-CH4-C2H4 is strongly affected 

 

Fig. 5. Critical Peclet number as a function of equivalence ratio 

 

Fig. 6. Markstein number as a function of equivalence ratio 
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by diffusive-thermal instability. From the analysis of Bechtold and Matalon (Bechtold and Matalon, 

1987),  𝑀𝑎b is expressed as a function of 𝑍𝑒(𝐿𝑒eff − 1) where 𝑍𝑒 is the Zeld’vich number and 𝐿𝑒eff 

is the effective Lewis number. Therefore, in this study, the change in the value of 𝑍𝑒(𝐿𝑒eff − 1) due 

to the change in the 𝜙 and the 𝑥H2
 was computationally determined and evaluated. The Zeld’vich 

number 𝑍𝑒 is obtained from the equation for temperature reported by Müller et al. (Müller et al., 

1997) as follows:  

𝑍𝑒 = 4
𝑇ad − 𝑇u

𝑇ad − 𝑇0
(4) 

where 𝑇0 is the inner layer flame temperature at the point of maximum temperature gradient. To 

calculate the values of 𝐿𝑒 for multifuel mixtures, in this study, diffusion-based formulation reported 

by Dinkelacker et al., 2011 was adopted. Firstly, mass diffusion coefficient,𝐷i,mix, were calculated 

assuming that the fuel-air mixture consisted only of fuel i and air at the same ratio as the composition 

ratio in the vent gas in the following equation: 

𝐷i,mix = (1 − 𝑌i,mix) (∑
𝜒s

𝐷i,s

N

s=1
s≠i

)

−1

(5) 

where 𝑌i,mix is the mass fraction of fuel i in the fuel i-air mixture and  𝜒s is the mole fraction of each 

species,  s , in the mixture. The diffusion coefficient of oxidizer was defined as the diffusion 

coefficient of oxygen for overall vent gas-air mixtures. Thermal diffusivity, 𝛼, also calculated from 

the thermal properties of unburned vent gas-air mixtures. Then, the Lewis number for multifuel 

mixtures, 𝐿𝑒fuel, was calculated by diffusion-based formulation as follows: 

𝐿𝑒fuel =
𝛼

∑ 𝜒i𝐷i,mix
fuel
i=1

(6) 

Finally, effective Lewis number of vent gas-air mixture, 𝐿𝑒eff, was calculated by eq. (7): 

𝐿𝑒eff = 1 +
(𝐿𝑒exc − 1) + 𝐴1(𝐿𝑒def − 1)

1 + 𝐴1

(7) 

where 𝐿𝑒exc and 𝐿𝑒def are the Lewis number of the excessive and deficient reactant, respectively. The 

parameter 𝐴1 is calculated as follows: 

𝐴1 = {
1 + 𝑍𝑒(1 𝜙⁄ − 1)   (𝜙 < 1)

1 + 𝑍𝑒(𝜙 − 1)       (𝜙 ≥ 1)
(8) 

Figure 7 shows the 𝑍𝑒(𝐿𝑒eff − 1) of each gas composition as a function of 𝜙. In the range of 0.8 ≤
𝜙 ≤ 1, the 𝑍𝑒(𝐿𝑒eff − 1) is decreased with increasing the 𝜙. While in the range of 1.0 ≤ 𝜙 ≤ 1.6, 

the  𝑍𝑒(𝐿𝑒eff − 1) is increased with increasing the 𝜙. The trend of the variation of 𝑍𝑒(𝐿𝑒eff − 1) with 

the 𝜙 is in good agreement with the trend of 𝑀𝑎b determined from the experiment. In terms of the 

effect of the composition ratio of hydrogen in the fuel mixture, 𝑍𝑒(𝐿𝑒eff − 1)  decreased with 

increasing 𝑥H2
 from 0.25 to 0.50. In contrast, 𝑍𝑒(𝐿𝑒eff − 1) increased with increasing 𝑥H2

 from 0.50 

to 0.75. This trend also in good agreement with the trend of 𝑀𝑎b. The reason is that H2 has a higher 

mass diffusion coefficient than CO, so the increase in the hydrogen fraction increases the mass 

diffusion coefficient of the fuel mixture and 𝐿𝑒eff is decreased and diffusive-thermal instability is 

enhanced in the range of 0.25 ≤ 𝑥H2
≤ 0.50. On the other hand, H2 has a higher thermal diffusivity 

than CO, so in the range of 0.5 ≤ 𝑥H2
≤ 0.75, 𝐿𝑒eff increases and diffusive-thermal instability is 

suppressed because the increase in thermal diffusivity due to the increased hydrogen fraction is 

greater than the increase in mass diffusion coefficient. The suppression of instability by increasing 

the hydrogen fraction results in the no flame acceleration observed under 𝑥H2
= 0.75 at a smaller 𝜙 

than for other 𝑥H2
, as shown in Fig.5. The above results show that the diffusive-thermal instability is 
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enhanced by an increase in the H2 mole fraction in the vent gas when the composition ratio of 

hydrogen is smaller than that of CO, while the instability is suppressed by an increase in the H2 mole 

fraction in the vent gas when the composition ratio of hydrogen is larger than that of CO in the vent 

gas with the composition assumed in this study.  

4. Conclusions 

In this study, critical Peclet numbers for the onset of flame acceleration due to the intrinsic instabilities 

of lithium-ion battery thermal runaway vent gas in air investigated experimentally. The values of 𝑆u
0, 

𝑃𝑒c  and 𝑀𝑎b  were obtained from the spherically propagating flame at elevated pressure with 

changing the mole fraction of H2 and CO in the fuel mixture, 𝑥H2
. The values of 𝑆u

0 were increased 

with increasing  𝑥H2
.  For all mixtures, the values of critical Peclet number tended to increase with 

increasing equivalence ratios at all 𝑥H2
. However, when the 𝑥H2

 is 0.25 and 0.50, flame acceleration 

was not observed within the observation area of this study at 𝜙 = 1.6. Also, when the 𝑥H2
 is 0.75, 

flame acceleration was not observed at 𝜙 = 1.4 and 1.6. The experimental values of 𝑀𝑎b  were 

negative over a wide range of 𝜙 for all gas compositions. This means that the propagation flame of 

vent gas consisting of H2-CO-CO2-CH4-C2H4 is strongly affected by diffusive-thermal instability. 

From the calculation results of 𝑍𝑒(𝐿𝑒eff − 1), the values of 𝑍𝑒(𝐿𝑒eff − 1) decreased with increasing 

𝑥H2
 from 0.25 to 0.50. In contrast, 𝑍𝑒(𝐿𝑒eff − 1) increased with increasing 𝑥H2

 from 0.50 to 0.75. 

This trend also in good agreement with the trend of 𝑀𝑎b.It was suggested that diffusive-thermal 

instability is enhanced by an increase in the H2 mole fraction in the vent gas when the composition 

ratio of hydrogen is smaller than that of CO, while the instability is suppressed by an increase in the 

H2 mole fraction in the vent gas when the composition ratio of hydrogen is larger than that of CO in 

the vent gas with the composition assumed in this study. 
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