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High-resolution Z-contrast imaging of crystals 
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[he use of a high-angle a n n u l a r  detector m a scanning transmissinn electron microscope is she,an to pro~idc i n cohe ren t  

images of crystalline materials with strong compositional sensitivity,. How this occurs, even in the presence of strong 
dynamical diffractinn of the low-angle beams, becomes very clear m a Bloch wave description of the imaging, which shows 
that only tightly bound .v-type Bloch states conlribute significantly Io the image. Interference effects arc therefore precluded 
and the image can be described as a convolution. There are no contrast reversals vdth thickness or defocus and no Frcsnel 
fringe effects at interfaces. Each atomic column contributes to the image independently of its neighbors until the s-slates 
themselves overlap. With an optimum imaging probe the nature of the convolution can be visualized intuitively to a scale well 
below the resolution limit. To first order, therefnre, each object has only one possible image, and since the same probe is used 
for all objects, an unknown structure can be interpreted directly. These ideas ~ill be illustraled with images from 
semiconductors, superconductors, and alloys. 

!. Introduction 

T h e  scann ing  t r ansmis s ion  e lec t ron  m i c r o s c o p e  

( S T E M )  d i f fe rs  s ign i f i can t ly  f rom its c o n v e n t i o n a l  

c o u n t e r p a r t  s ince in o r d e r  to fo rm an image  of  a 

s p e c i m e n  it is no t  necessa ry  to re focus  sca t t e red  

e lec t rons .  T h e  image  is f o r m e d  s imply  by de tec t -  

ing the e lec t ron  flux sca t t e red  in s o m e  d i r ec t ion  

(or  indeed  any  o t h e r  s ignal)  as a f unc t i on  of  p r o b e  

pos i t ion .  The re fo r e ,  it b e c o m e s  a s imple  m a t t e r  to 

i nc lude  e lec t rons  sca t t e red  th rough  angles  cons id -  

e r ab ly  larger  t han  the sca t t e r ing  angles  e m p l o y e d  

in a c o n v e n t i o n a l  T E M ,  inc reas ing  bo th  the ef- 

f ic iency  of  the  i m a g i n g  p rocess  as well as the 

a t o m i c  n u m b e r  o r  Z sensi t ivi ty .  It was this real iza-  

t ion that  m o t i v a t e d  the or ig ina l  d e v e l o p m e n t  of  

S T E M  by C r e w e  and  his c o w o r k e r s  [1,2]. Specif i -  

cal ly,  an a n n u l a r  d e t e c t o r  was e m p l o y e d  hav ing  an 

inne r  ang le  ju s t  g rea te r  than  the o p t i m u m  objec -  

t ive a p e r t u r e  ang le  and  a large ou t e r  angle.  Th is  

cou ld  co l lec t  up to 90% of  the to ta l  e las t ic  sca t te r -  

ing  to p r o v i d e  m o r e  ef f ic ien t  imag ing  of  b e a m -  

sens i t ive  b io log ica l  ma te r i a l s  t han  c o n v e n t i o n a l  

b r igh t  or  da rk  f ield mic roscopy ,  toge the r  wi th  

s t rong  Z con t r a s t  t h rough  the Z ~ ~ d e p e n d e n c e  of  
the total  e las t ic  sca t t e r ing  cross  sect ion.  Spec tac -  

ular  i lnages were  o b t a i n e d  of  s ingle  heavy  a t o m s  

s u p p o r t e d  on thin c a r b o n  s u p p o r t  f ihns,  and  ra t io  

t e chn iques  were  e m p l o y e d  to r educe  the c o n t r i b u -  

t ion of  the subs t ra te .  C e r t a i n  i n c o h e r e n t  cha r ac t e r -  

istics were  no ted ,  in pa r t i cu l a r  the  i m p r o v e d  image  

reso lu t ion  and  f r e e d o m  f rom c o n t r a s t  reversa ls  [31 

even,  appa ren t l y ,  f rom c lus ters  of  a t o m s  m a n y  

spac ings  across  and several  layers  thick [4], and  so 

it has s o m e t i m e s  p r o v e d  t e m p t i n g  to de sc r ibe  the 

S T E M  en t i re ly  as an i n c o h e r e n t  i m a g i n g  dev i ce  

[5]. H o w e v e r ,  if l ow-ang le  s ca t t e r i ng  c o n t r i b u t e s  to 

the image  this is no t  t rue  in genera l ,  and  q u a n t i t a -  

t ive image  ca l cu l a t i ons  need  to be  based  on coher -  
ent  sca t t e r ing  theory  [3,6,7]. Re l a t i ve ly  few S T E M  

images  were  t aken  f r o m  the th icker  c rys ta ls  c o m -  

m o n l y  s tud ied  by c o n v e n t i o n a l  h i g h - r e s o l u t i o n  

e l ec t ron  m i c r o s c o p y  [8]. If  l o w - o r d e r  d i f f r a c t ed  

b e a m s  reach the d e t e c t o r  the  i m a g e  is d o m i n a t e d  

by c o h e r e n t  sca t te r ing ,  and  such  images  can  be 

c o n s i d e r e d  to ar ise  f r o m  i n t e r f e r e n c e  b e t w e e n  

o v e r l a p p i n g  d i f f r a c t i o n  discs on  the  a n n u l a r  de tec -  

tor  [9]. S t r o n g  d y n a m i c a l  d i f f r a c t i o n  e f fec ts  can  
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occur including contrast reversals so that interpre- 
tation is non-intuitive, with the result that there is 
little reason for choosing this imaging mode com- 
pared to conventional TEM imaging with its sig- 
nificantly better signal-to-noise ratio. We will see 
thal only by increasing the inner detector angle so 
thal the image is formed predominantly from in- 
coherent scattering do we obtain an image which 
shows almost perfect incoherent characteristics, 
and which can therefore be interpreted intuitively 
to first order. 

The idea for the high-angle annular detector 
arose out of attempts to extend the Crewe ratio 
techniques to the imaging of small catalyst par- 
ticles. With bright-field imaging it is difficult to 
reliably distinguish a particle approaching the res- 
olution limit from the speckle pattern of an 
amorphous support or from small diffracting re- 
gions in a polycrystalline support. Larger particles 
(2 nm and above) themselves showed strong dif- 
fraction contrast effects, with the result that Z 
contrast was swamped by contrast variations due 
to crystallite orientation, which were only en- 
hanced on forming a ratio. Howie, therefore, sug- 
gested excluding the Bragg reflections from reach- 
ing the detector by increasing its inner detector 
angle [10]. Coherent Bragg diffraction would be 
replaced with thermal diffuse scattering and con- 
trast changes due to crystallite orientation would 
be reduced to those resulting from channeling 
effects of the incident beam. The compositional 
sensitivity would be increased by avoiding the 
low-angle scattering toward the Z 2 dependence of 
unscreened Rutherford scattering. Despite the re- 
duced efficiency of only collecting a fraction of 
the total elastic scattering, the high-angle detector 
has proved extremely successful for catalyst stud- 
ies [11]. Furthermore, with single-crystal samples 
an orientation can be chosen far from any strong 
Bragg reflections so that channeling effects can be 
avoided entirely. In this case, the image represents 
an elemental map which can be directly quantified 
using appropriate cross sections. This form of 
Z-contrast imaging has been described in detail 
previously and led to the idea of attempting to 
resolve the crystal structure directly [12]. 

In the present paper  we return to the question 
of high-resolution imaging and show how the 

high-angle detector can provide a high-resolution 
image showing predominantly incoherent char- 
acteristics and compositional sensitivity over a 
wide range of sample thickness. We use a Bloch 
wave approach, even if it is not computationally 
the most efficient~ since it provides two important  
advantages. Firstly, it presents a clear physical 
picture of how the incoherent characteristics arise, 
even in the presence of strong dynamical diffrac- 
tion of the STEM probe. The high-angle detector 
effectively acts as a Bloch state filter, the image 
being formed predominantly from s-type states 
bound to atomic strings. Due to their symmetry 
such states place a high intensity at the atom sites 
where scattering to the high-angle detector is 
localized. Since they are tightly bound, contribu- 
tions from all angles contained in the STEM probe 
add coherently. Therefore, the s-states are re- 
sponsible for practically the entire image contrast. 
The Bloch state approach also provides a conve- 
nient description of the object function, including 
the effects of absorption, for any sample thick- 
ness. It is simply the thickness-integrated s-state 
intensity at the atom sites. With an object consist- 
ing of different types of strings their relative image 
intensity will therefore change somewhat with 
thickness, but can be quantitatively and easily 
predicted by the Bloch wave approach, which pro- 
vides a second major advantage. 

Since the tightly bound s-states are relatively 
insensitive to surrounding strings or amorphous 
material, images of interfaces, superlattices, or 
complex unit cell materials are as simple to pre- 
dict as perfect crystals. Their object functions can 
be assembled "column by column" from individ- 
ual strings and convoluted with the probe to form 
the image. Differences in s-state excitation and 
absorption tend to be weak compared to dif- 
ferences in the scattering cross section with the 
result that to first order images can be predicted 
and interpreted intuitively, even on a scale below 
the resolution limit. These ideas will be illustrated 
with a number of examples taken mostly from 
studies of semiconducting and superconducting 
materials. All images presented here were ob- 
tained using a VG Microscopes HB501UX STEM 
operating at 100 kV and equipped with an ultra- 
high-resolution objective lens pole piece with 
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spherical aberration coefficient ( Q )  of 1.3 ram. 
The theoretical probe full-width half -maximum 
( F W H M )  intensity is 2.2 ,&, which has been con- 
firmed in practice by imaging single uranium 
atoms supported on a thin carbon film [13]. 

2. High-angle electron scattering 

Obviously as we become concerned with higher 
scattering angles, thermal diffuse scattering will 
become increasingly important ,  eventually domi- 
nating the scattering. The simplest description of 
thermal diffuse scattering is based on the Einstein 
model of independently vibrating atoms treated as 
harmonic  oscillators with a mean-square vibration 

_ _  

ampli tude u 2. Time-averaging the instantaneous 
projected potential leads to the usual result that 
the intensity of coherent  Bragg reflections is re- 
duced by the Debye -Wal l e r  factor e e.wQ where 

_ _  

]k/ = 8572/g 2, and s = Ou/~., where 0 B is the Bragg 
angle and ~ the electron wavelength. The lost 
intensity is redistributed uniformly between the 
Bragg spots (see, e.g., Hall and Hirsch [14]). This 
model is a true incoherent model since correla- 
tions between the atomic vibrations {phonon ef- 
fects) are ignored. A phonon  model changes the 
amount  and the form of the redistribution quite 
significantly at low angles, but it was shown very 
clearly by Hall [15] that high-angle thermal diffuse 
scattering contains very little single phonon  con- 
tribution, the importance of mul t i -phonon scatter- 
ing (the simultaneous creation or destruction of 
multiple phonons  in a single scattering event) in- 
creasing rapidly with increasing s'. As more pho- 
nons contr ibute to the scattering, it becomes much 
less dependent  on incident beam orientation and 
peaks less a round the reciprocal lattice points, 
until at sufficiently large s it becomes identical to 
the distribution of diffuse intensity predicted by 
the Einstein model. In particular, we note that a 
single phonon  model will underest imate the high- 
angle thermal diffuse intensity by at least an order 
of magnitude.  Image calculations based on single 
phonon  scattering [16,17], therefore, greatly over- 
estimate the contr ibut ion of coherent  scattering to 
the high-angle signal. Besides being valid at high 

angles, the Einstein model is also useful for lo~- 
angle scattering if the details of the angular distri- 
bution are not important.  For example, it gives 
quite reasonable estimates of  the integrated dif- 
fuse scattering needed in the t reatment  of absorp- 
tion [ 15,18;]. 

Within an Einstein model, each atom is there- 
fore considered as an independent  generator  of 
diffuse scattering with a cylindrically symmetric  
distribution about  the incident beam direction. 
Kikuchi lines arise through the diffraction of the 
outgoing electrons, al though the total scattered 
intensity is conserved [19 22]. An absorpt ion 

0.3 
~ \ (a) 

~\ Total 
/-,\ ~ \  

0.2 '\, ~ ~  
\, Elastic 

~,~ 

0.1 ? "  ~ ~ ~ 
TDs 

0 
0 (1.4 08 12 / (~ 

S 
' ' ' 

/ ~ 

o. s • ~ l~  ~ 1 ~  

' , k  
o.fl TDSx _ ~ m t i c  
O.4 _ ~  _ ~ _ 

] N - ~  
O.2 x - ~ / ~ - ~  
(~ / ~ _ _ _ ~  

0.4 Og I 2 i fl 2 

Fig. I. Plots of  the total, elastic, and thermal  diffuse ~cattcring 
(TDS) from an isolated Si atom at room temperature. (a) per 
unit solid angle. (b) integrated over a narrow annulus at ~, 
calculated with Doyle-Turner parameters [26] and M 0.45. 
In our case. the high-angle detector covers approximateh ~ 

1 2(75 150mrad). 
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coefficient can be defined (due to thermal diffuse 
scattering) without considering the redistribution 
of the outgoing electron flux since little diffuse 
scattering passes through typical microscope ob- 
jective apertures (see fig. 1). To a good approxi- 
mation the intensity absorbed is just the total 
diffuse intensity, which is conserved, and the loss 
to the transmitted beam can be treated in the 
standard way by adding an imaginary component  
i V ' ( R )  to the lattice potential V(R) [23], giving a 
total potential 

V,o,(~) = v ( ~ )  + i v ' ( ~ ) .  (~) 
Here, the potentials are all projected quantities 
written explicitly in terms of the two-dimensional 
position vector R, which is normal to the zone-axis 
direction z. The imaginary potential leads to a rate 
of loss of electrons (production of thermal diffuse 
scattering) given by 

lVDS = ~ h~f~¢(r) I~V'(~) dr ,  (2) 

where ~ ( r )  is the total electron wave function and 
v the electron velocity. The Fourier components of 
the abso~t ive  potential are given by (see, e.g., 
Bird and ~ n g  [24]) 

V '  - -  - -  h 2  4 ~  ig'r ' e M"~, 
~ 2m,~ ~ ~ e "f~ (s,  M )  (3) 

while those of the real lattice potential are given 
by 

- h :  4~ ig ' r  ~Bz e--A&s2. 
Vg-- 2m ° ~ E e "j, t s )  (4) 

Here, f~B are the atomic scattering factors calcu- 
lated in the first Born approximation (see 
Humphreys [25]) which are tabulated, for exam- 
ple, by Doyle and Turner [26] as a function of 
s = g / 4 ~ .  In each case ~ describes the stationary 
lattice position of atom ~ in the unit cell of 
volume Q and m 0 is the electron rest mass. The 
abso~t ive  form factor L ' ( s ,  M)  can be defined in 
terms of the elastic form factor f , ( s )  

L ' ( s ,  M ) =  2h f mot L(Is'l)L(Is-s'l) 
x [ 1 - e  2Md"': " '""] d2s ' ,  (5) 

involving a two-dimensional integration over the 
reflecting sphere. It is also usual to use the first 
Born approximation values here for the atomic 
scattering amplitudes [24,27,28], although this is 
not strictly valid for the heavier elements particu- 
larly at higher scattering angles. 

For a plane incident wave the scattering in- 
volves only ~ '  and f / (0 ,  M).  In this case, the 
integrand in eq. (5) becomes f~2(s')[1 - e 2M*s'2], 
which is just the diffuse scattering distribution 
from an isolated atom, the difference between the 
elastic scattering from a stationary atom and a 
vibrating atom, as illustrated in fig. 1. This distri- 
bution initially increases with s due to the decreas- 
ing Debye-Wal ler  factor, and then turns over due 
to the decreasing elastic form factor. Thus, the 
ratio of the Fourier coefficients V//V~ initially 
increases with g [29], i.e., the absorptive potential 
is sharper in real space than the corresponding 
elastic potential. 

The case of the high-angle annular detector can 
be treated in a similar fashion. Again, we can 
ignore diffraction of the outgoing electrons since, 
although we do not detect the total diffuse scatter- 
ing (see fig. 1), we detect a constant representative 
fraction. The detector covers an angular range 
which is large compared to the widths of Kikuchi 
lines, and with a crystal in a zone axis orientation, 
the strongest Kikuchi lines extend radially and so 
redistribute flux tangentially to the detector. 
Therefore, negligible error results from ignoring 
the redistribution of the outgoing electrons and 
treating the high-angle signal through an absorp- 
tive potential V ~A (R),  where 

I ~ H  A _ - -  h 2 4~r • 

' ~oo  ~2 ~ e-'"'"L"~(s,  M ) e  -M.~ (6) 

and 

f~nA(s, M ) =  2h fa s '  
m0-T etecto/~([ [ ) f ~ ( [ s - s ' l )  

×[1-e d2s,, (7) 

which is exactly analogous to eqs. (4) and (5), 
except that we have now restricted the range of 
the integration in (7) to the annular detector. For 
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.s 0 eq. (7) therefore represents  that fraction of 
the total diffuse scat ter ing from an isolated a tom 
which reaches the detector .  For  finite .v, the con- 
t r ibu t ions  to the in tegrands  in eqs. (5) and (7) are 
negative inside a circle having s as its d iameter ,  so 
that  the componen t s  of the total  absorp t ive  poten-  
tial 1/( decrease  with increasing ,g (albeit  more 
slowly than the elastic componen t s  ~'~). If we 
restrict  the range of  integrat ion to the detector ,  
negat ive con t r ibu t ions  can only appear  for s > s I. 
where .v~ is the inner  de tec tor  cut-off,  so that the 
ins tan taneous  a tomic  potent ia l  for high-angle 
scat ter ing is very much more  localized than ei ther  
the total  absorp t ive  potent ia l  or  the elastic poten-  
tiM, as we would expect.  Thermal  averaging then 
in t roduces  the usual Debye  Wal ler  factors in cq. 
~6), a t t enua t ing  the high-order  Four ier  compo-  
nents. 

If we now examine  the relative scales of the 
ins tan taneous  high-angle  potent ia l ,  the thermal ly  
smeared  high-angle  potent ia l ,  and the electron 
wavefunct ion,  some signif icant  s impl i f ica t ions  can 
be made.  The intr insic width of the ins tan taneous  
high-angle  potent ia l  is of  the o rder  of 1/4vs~ ~ 
0.08 A for our detector ,  which is s ignif icant ly 
sharper  than the spat ial  var ia t ion  of the wavefunc- 
tion. This is true even with s-states,  which we shall 
find to be the most impor tan t  con t r ibu to r s  to the 
image, having a halfwidth  of 0.35 A in the case of 
S i ( l l 0 )  at room temperature .  Therefore,  for the 
impor t an t  Four ie r  componen t s  impl ica ted  in eq. 
(2) we have s '  >> s and eq. (7) s implif ies  to 

£il..x (,~, M) 

2hg:£~,,¢¢.t,,/::( ')11 e 2w'"  I d : s ' .  (8) ~ S ~ 
#HOU 

wk0re the r igki-hand side is now independent of ,~ 
a~d depends onl 7 on detector geometry. Tkis i~ 
just the approximat ion of complete locMizalion, 
wk0re eack atom is consider0d as a & func t ion  
source of diffuse intensity located at the instanta- 
neous alom posi l ion, the strength of tke source 
depending on detector angle. It musi always be a 
good ~pproximai ion since the kigk-angle poim~tial 
is always much sha~er  than the elastic poiemial,  
wkick determines ike sp~iiM v~ri~tion of the wave 
function. In faci, these arguments can be extended 

to include the thermal  averaging itself. Since ihe 
total absorp t ive  potent ia l  V ' ( R )  is sharper  than 
the thermal ly  smeared  elastic po ten t ia l  V(R) ,  the 
roo t -mean-square  a tomic  v ibra t ion  a m p l i t u d e  is 
ge ~erally smal ler  than the width of the s-state.  For  

the Si case (ue) ~ : = 0 . 0 8  A, c o m p a r a b l e  to the 
width of the ins tan taneous  high-angle  potent ia l ,  
and so represent ing the thermal ly  smeared  high- 
angle potent ia l  as a g- funct ion  located at the 
lat t ice sites ~ is also a good app rox ima t ion .  The 
accuracy of these a p p r o x i m a t i o n s  and the temper-  
a turc  dependence  of the image will be discussed in 
detail  elsewhere [301. Here we s imply  note that  if 
much of the total elastic sca t ter ing  is diffuse 
scat ter ing (see fig. 1 and eq. (8)L then o~ will be 
d o s e  to its full isolmed a tom cross section. In- 
creasing the t empera tu re  will b roa de n  I'H'X(R) 
and eventual ly  lhe s-states themselves,  leading to 
a reduced signal. Conversely ,  decreas ing  the tem- 
pera ture  will increase the high-angle  intensity,  al- 
though natura l ly  the total  abso rp t ion  will de- 
crease. We note also that the p ro jec ted  potent ia l  
u ~ A ( R )  is peaked  at the a tom sites whether  or 
not the &func t ion  a p p r o x i m a t i o n  is made.  The 
blinstein model  always gives the high-angle  behav- 
ior correctly,  which is not true for phonon  models  
if e i ther  a single phonon  model  or o ther  smal l -an-  
gle app rox ima t ion  is made  (see, e.g., Takagi  [31]). 
While  these app rox ima t ions  may be valid in many 
cases, care must  bc taken not  to ex t rapo la te  such 
t rea tments  inlo the high-angle  regime. The state-  
ment  by Wang  [17], for example ,  that  the absorp-  
tive potent ia l  is zero at the a tom sites is c lear ly in 
error. High-angle  scat ter ing is d o m i n a t e d  by mul- 
t iphonon  processes whether  a Debye  or  an Ein- 
stein d ispers ion relat ion is used [15,18]. 

If we adop l  the &func t ion  a p p r o x i m a t i o n  we 
can replace the integral  in eq. (2) by a s imple  sum 
over the a tom siles 

* '"  = ~ ~ ( < ) 1 : 5 .  ~9~ 

where q is a high-angle a tomic  cross sect ion given 
by 

2 
, = ( 4 - 7  2 , / , e l  , " 

y= m//m o and X-2~/~. It is important to re- 
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member  that the o and f~HA are atomic properties 
determined by the full single-atom scattering fac- 
tors f~, not the Born approximation values. At the 
angles we are concerned with it is well known that 
the Born approximation fails badly, particularly 
for the heavier elements [32], and this can cause 
errors by a factor of two or more in calculations of 
o K. We therefore use a method proposed by 
Fleischmann [33], which gives a good fit to experi- 
mental cross section ratios [12]. Explicit expres- 
sions for o K may be found in [12]. As mentioned 
earlier, the high-angle contribution to the total 
absorption is small and for calculating the elec- 
tron intensity we include absorption by the method 
described by Bird and King [24] using the usual 
Doyle-Turner  parameters. However, our images 
are quite sensitive to the absorption model used 
and it may be necessary to use form factors calcu- 
lated beyond the first Born approximation to de- 
termine the total absorption accurately, particu- 
larly near the atom sites. 

We now turn to the question of the coherent 
scattering reaching the annular detector. Clearly, 
this can be reduced to an arbitrary level by in- 
creasing the inner detector angle sufficiently, 
through the action of the Debye-Wal ler  factor. 
Treacy [34], for example, proposed that the inner 
detector angle 01 be chosen so that e -2M~sz <~ 0.02, 
which would ensure that no matter what the crystal 
orientation the image would be dominated by 
thermal diffuse scattering. However, for Si at room 
temperature this requires an inner detector angle 
in excess of 150 mrad, resulting in a significant 
loss in imaging efficiency. We might expect, how- 
ever, that with a crystal in a zone axis orientation 
this angle could be reduced substantially due to 
the curvature of the Ewald sphere. The excitation 
of the zero-layer coherent reflections is greatly 
reduced, and only the higher-order Laue zone 
(HOLZ) reflections are at the Bragg condition, 
and these are intrinsically weak. A very approxi- 
mate estimate of the total HOLZ intensity in the 
nth ring can be obtained simply from the relevant 
structure factors (see, e.g., Bird [35]). Assuming a 
monatomic lattice with a typical Debye-Wal ler  
factor of 0.5 and ignoring screening effects the 
ratio of the HOLZ intensity to the diffuse inten- 
sity reaching a detector with inner angle gl is 

given by gl/~/~(xngz)3/2g.~ where gx, g: are re- 
ciprocal lattice vectors normal and parallel to the 
beam. Inserting typical values n = 1, gl = 4~r, g., 
= g : - 2  ~ - 1  and X = 1 7 0  ~ - ~  gives a value of 
0.01. Although this is a very rough estimate, and 
assumes that both the HOLZ and diffuse scatter- 
ing will be similarly enhanced by the zero-layer 
Bloch states, it does indicate that in general for 
the HOLZ reflections to dominate the image, as 
suggested by Spence et al. [36], a very narrow 
annular detector around the H O L Z  ring would be 
required and a cooled specimen. The contrast ex- 
pected for such an image would then need to be 
carefully considered [30,37]. 

In practice it is a simple matter  to test experi- 
mentally the contribution of the H O L Z  reflections 
to the image. Fig. 2 shows selected-area patterns 
obtained from Si on the STEM using the bright- 
field detector with a large collector aperture and 
the high-angle annular detector. The first is simi- 
lar to a conventional convergent-beam pattern and 
the HOLZ rings are clearly visible. Line traces 
across these patterns can be used to estimate the 
total HOLZ intensity, and in the case of S i ( l l 0 )  
this was found to be below 1%, as expected. For 
S i ( l l l ) ,  the first H O L Z  ring moves inwards due 
to the smaller g: and no longer reaches the an- 
nular detector. The patterns shown on the right of 
fig. 2 represent angular plots of the total intensity 
reaching the annular detector, which we refer to as 
large-angle channeling patterns since most of the 
features can be understood as variations in the 
electron intensity at the atom sites with incident 
beam direction. Direct Bragg reflection will only 
show lines if the scattered intensity is significant 
compared to the total intensity reaching the detec- 
tor. Since we see no HOLZ lines in the center of 
the patterns this is another indication that three- 
dimensional diffraction is not contributing signifi- 
cantly to the detected intensity for either zone 
axis. (For large incident beam angles we do, how- 
ever, see direct diffraction in the form of long 
straight lines.) The large-angle channeling pattern 
is in practice an excellent way to orient the sample 
for high-resolution imaging. The zone axis is 
clearly visible in the pattern and moves with the 
sample like a Kikuchi pattern although it is formed 
even in thin regions of the crystal. 
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cl 
Fig. 2. Convergent-beam patterns (left) and large-angle channeling patterns (right) obtained from Si{l l0)  (upper) and Si(lll ,~ 
Ilower) using selected-area diffraction mode on the STEM. Both patterns indicate negligible HOLZ contribution to the high-angle 

signal. 

The behavior of the zero-layer coherent reflec- 
tions reaching the high-angle detector is rather 
interesting. Calculat ions  have shown that the form 
of the image is similar in many ways to that 
expected from the diffuse scattering [37~40]. 
Strong Z contrast  arises since high-angle structure 
factors are involved and no contrast  reversals oc- 
cur. This can be unders tood as an effective trans- 
verse incoherence [37,38]. Redis t r ibut ion of the 

coherent scattering due to interact ions between 
atomic columns will occur in the diffract ion plane 
on the scale of low-order reflections g,.  Since the 
inner  detection angle g~ >> g, and the detector 
covers a wide angular  range, this redis t r ibut ion is 
on a scale very much finer than the scale of the 
detector. The coherent interact ions between col- 
umns,  therefore, do not affect the total intensi ty 
reaching the detector and we have an effective 
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Fig. 3. Plot showing how the Ewald sphere intersects only the 
tails of high-order zero-layer reflections. 

transverse incoherence with no contrast reversals, 
provided the beams reaching the detector are not 
highly dynamical. Contributions along the column 
do, however, add coherently to remove intensity 
from the detector. In reciprocal space this can be 
seen as simply the result of the shape factor (fig. 
3). Due to the curvature of the Ewald sphere, it 
intersects only the tails of the high-order reflec- 
tions. As the crystal thickness ( t )  is increased, the 
width (w) of the distribution decreases resulting in 
an oscillatory thickness dependence. The period of 
8 ~ r x / g 2 ~  corresponds to a phase shift of 2~r be- 
tween electrons scattered from the top and bot tom 
of the column. For a 75 mrad inner detector angle 
this corresponds to a periodicity of 26 ~. The 
coherently scattered high-angle intensity therefore 
never rises above that scattered by a very thin 
crystal, and we can therefore write a modified 
Treacy criterion appropriate for zone axis condi- 
tions by including the effect of the shape factor, 
giving 

/HA e 2a4~"~" sin2(~rsgt) 
-- < 0 . 0 2 ,  ( 1 1 )  

I ...... ,~Ver. (1 -- e - z ~4K~ ) ~r 2sgt2 - 

where s~ is the deviation parameter. For Si at 
room temperature, this condition is reached for a 
75-1150 mrad detector by a thickness of 50 ~,. 

Only with very thin crystals or thin overlayers 
of a heavy material on a light substrate will the 

coherent contribution be significant at these high 
detector angles. If the detector angles are reduced, 
then again the coherent component  becomes more 
important and also more complicated as dynami- 
cal beams begin to reach the detector. In these 
cases a multislice approach is useful for image 
simulation [41,42]. We note that the high-angle 
thermal diffuse component  could also be simply 
included in such a program by invoking the valid- 
ity of the Einstein model described earlier, and 
simply summing the intensities at the atom sites 
scaled by the appropriate high-angle cross section 
(eq. (10)) for each successive slice. This would be 
very much more accurate than a single phonon 
low-angle approximation [16,17} and very much 
simpler than attempting to simulate the diffuse 
scattering through an ensemble of frozen phonons 
[43]. Care should be taken in the treatment of 
absorption somewhat, since the intensity at the 
atom sites is very strongly affected and is often 
not included in low-angle approximate treatments. 
Such a program would be valuable in ascertaining 
the effects of defects, surface relaxation, and other 
such phenomena which destroy the simple integra- 
tion over thickness which we shall use in the next 
section to describe the imaging of perfect crystals. 

It is also worth pointing out that the approach 
we describe here is exactly the same as had been 
used previously for discussion of channeling ef- 
fects [44-46] and the production of secondary 
radiations such as X-ray emission [47-50] and 
cathodoluminescence [51]. Although previous 
treatments have been concerned with integrated 
signals, our description of high-resolution imaging 
in the next section applies equally well to these 
other signals, if they are localized to the region of 
the atomic cores. In principle, therefore, an 
atomic-resolution X-ray or electron-energy-loss 
image could be obtained, although in the electron 
case a collection angle sufficiently large to average 
over dynamical effects would be required. Also, 
since the detected signals are typically reduced by 
a factor of 10 4 to 10 6 compared to high-angle 
elastically scattered electrons it seems unlikely such 
images could be obtained with reasonable statis- 
tics. By using the high-angle annular detector to 
locate the probe over an atomic column it should 
be possible, however, to collect and interpret spec- 
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Ira on a co lumn-by-co lumn basis, providing an 

exciting extension for high-resolution techniques. 

3. The approach Io  incoherenl imag, in~ 

l h e  defini t ion of incohcrent  imaging is that an 
object be i l luminated incoherently or thai it spon- 
taneously emit radiat ion in an incoherent  manner .  
l h e  validity of thc Einstein model al high angles 
means that the atoms do, in effect, scatter incoher- 
emly, and so we only need to consider the dy- 
namical  diffraction of the probe as it propagates 

through ~he crystal. ( 'ons ider  the case of the phasc 
object familiar from coherent imaging theory. 
which cxhibits sufficiently weak prqjccted poten- 
tial components  that its effect on the incident 
~,ave function can be represented as multiplica- 
tion bv a phase factor. A phase object could 
comprise either a very thin crystal in a zone axi~ 

orientat ion or a much thicker crystal oriented far 
from any strong Bragg reflections. The probe in- 
tensity profile is unaltered by such an object, and 
sincc lhe high-angle signal is independent  of  the 

phase of the wave function we would see a true 
incoherent  image as the probe was scanned across 
the crystal. Atomic columns would be resolved if 

lhe probe intensity profile were sufficiently nar- 
ro~ and the image would be given on incoherent  
imaging theory as a convolut ion.  

I ' I 'x (R)=O(R)*  t ' (R) .  (12) 

Here, O ( R )  v,o,~]IR R,), where r~," x'~o~ 
represents the high-angle scattering power of 
alomh." co lumn ~ at pos i t ion R, and P(/¢~ is the 

probe intensi ty prof i le.  In this thickness regimc we 
would,  of  course, need to go to rather higher 
angles to avoid the coherent component  (see eq. 
(11)). 

Fig, 4..';i,; 1101 imaged axially using a 10 mrad objcclive aperlure Io exclude the { l l l  } beams. (a) Bright field. (b) High-angle annular 
dclector image. (c gl High magnification of Ib) a~ thicknesses of 120. 230. 350. 470, and 610 A. respeclively. 
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Now the question arises as to the effect of the 
dynamical diffraction which the probe undergoes 
as it propagates deeper into the crystal. Experi- 
mentally, we find that there is practically no ef- 
fect. Fig. 4 shows images from S i ( l l 0 )  obtained 
using an objective aperture which just excluded 
the { 111 ) beams. There is therefore no bright field 
phase contrast image (no overlapping discs reach 
the bright field detector) but instead a series of 
thickness fringes which can conveniently be used 
to measure sample thickness. No oscillations are 
seen with the high-angle detector, the contrast 
increasing monotonically over this thickness reg- 
ime. At each thickness a high-resoolution image is 
present, even beyond the 600 A shown. These 
images are similar in form and exhibit only one 
obvious focus condition, exactly as we would ex- 
pect for incoherent imaging. In detail, the image 
contrast slowly reduces with increasing sample 
thickness although the form of the image remains 
the same. 

We shall find that with a Bloch wave descrip- 
tion of the probe propagation it becomes particu- 
larly simple to explain these observations and to 
identify how closely we approach ideal incoherent 
imaging and an intuitively interpretable image [52]. 
The Bloch states represent the stationary states of 
the fast electron in the crystal (see, for example, 
Bird [35]). They take on the periodicity of the 
lattice in the transverse directions and propagate 
with slightly different wavevectors in the z direc- 
tion. The power of the Bloch wave approach is 
that dynamical interaction of very many diffracted 
beams is described very well by the interference of 
just a few Bloch states. In our case we shall find 
that the problem simplifies to the extent that only 
a single Bloch state is important,  which is the 
fundamental reason for the lack of any observable 
interference effects. For a plane wave incident on 
a crystal with transverse wavevector component  K 
the wave function in the crystal q~(R, z) is given 
by a sum of j Bloch states: 

~,(R, ~) 

= E ( J ( K ) T J ( R ,  K )  e - i s q K ) z / : ~ x  e " ' ( " ' z ,  

J 
(13) 

where zJ(R,  K )  = bJ(R, K) e ix'R are the two-di- 
mensional Bloch states of transverse energy sJ (K) ,  
absorption /~J(K) and excitation coefficients 
CJ(K). For a coherent probe located at R 0 the 
total wave function becomes 

+(R-R0,  z) 

=- Y'~ f (~(K)bJ(R, K) e i~qK)z/2x 
j probe 

X e  -k t j (K)z  e iK'(R-R°) e iT(K) d K  

= ~_~AZ(R - R  o, z ) ,  (14) 
J 

where A ~ represents the amplitude contribution 
from each Bloch state integrated over the incident 
probe and ~,(K) is the usual phase factor due to 
spherical aberration Q and defocus A f ,  given by 

A f K  2 Cs K4 
~,(K) = 2 ~  + - - . 4 X  3 (15) 

Our image will depend on the probe amplitude 
contributions close to the atom strings R,. Fig. 5 
shows the first six Bloch states in S i ( l l 0 )  for axial 
illumination. We see that they are similar to a set 
of molecular orbitals [45,53] comprising bonding 
and antibonding (denoted by *) combinations of 

0) (2) 

~ ; ~  2py 
+ + 

. ~ ~ 
. . 

I ~ )  I~) 

(5) (6) 

Fig. 5. The first six Bloch states for S i ( l l 0 )  at 100 kV with 
their corresponding molecular orbital inte~retat io~s. Polarity 

is indicated by + or - signs. 
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.s- and  p-s ta tes ,  the s -s ta tes  peak ing  near  the 

a t o m i c  str ings,  the p -s ta tes  hav ing  nodes  near  the 

str ings.  F o r  a m o n a t o m i c  lat t ice,  the peaks  and 

nodes  wou ld  lie exac t ly  on the a t o m  sites for axial  

i l l umina t ion .  Fo r  nonax i a l  i l l umina t ion ,  this exac l  

s y m m e t r y  is b roken  and  the p-s ta tes  acqu i r e  s o m c  

a m p l i t u d e  at the sites. H o w e v e r ,  now c o n s i d e r  lhe 

ef fec t  of  the c o h e r e n t  angu l a r  in tegra t ion .  Tightly, 

b o u n d  s-s ta tes  arc  re la t ive ly  n o n - d i s p e r s i v e  so that  

the a m p l i t u d e  c o n t r i b u t i o n s  f rom thc en t i re  aper -  

ture disc add  c o h e r e n t l y  to give a very large con-  

t r ibu t ion .  Th is  does  not  h a p p e n  with the m o r e  

d i spe r s ive  states.  T h e i r  c o n t r i b u t i o n  to the ampl i -  

tude  at the a t o m  sites, a l r eady  small ,  does  not  add 

in phase  ove r  the a p e r t u r e  disc, so that  we wou ld  

expec t  the i n t eg ra t ed  in tens i ty  at the a t o m  sites to 

be d o m i n a t e d  by the s-s ta te  c o n t r i b u t i o n .  Th is  

b e h a v i o r  can  be p r e d i c t e d  by i n spec t ing  the fo rm 

of  the Bloch states  and the d i spe r s ion  surface.  F o r  

the two-s t r ing  Si case, shown  in fig. 6, t ight ly  

b o u n d  s-s ta tes  (1) and  (2) (with respect  to the zero  

t r ansverse  energy') are  a lmos t  flat, whi le  the o t h e r  

s ta tes  are  s ign i f i can t ly  m o r e  d ispers ive .  T h e n  cq. 

(9) for the image  in tens i ty  can  be wr i t ten  as 

/ ~L'x ( R , ,  l )  

+ 

+,41~(R,-R,,, 2 ) ~ ] ( R . .  R,. z) 
/ 

+ ~ ' ~ R ,  R,,,c)+4~R, R,,,-) ti- 
t L J 

(16)  

where  we have  t rea ted  the b o n d i n g  and  a n t i b o n d -  

ing .v-slates (1) and  (2) as a c lus ter  due  to their  

smal l  s epa r a t i on  in t ransverse  energy' [541 . The  

three  in tens i ty  c o n t r i b u t i o n s  in the square  brac-  

kets can  be recogn ized ,  respec t ive ly ,  as that  due  to 

the s -s ta tes  a lone,  the cross  t e rms  be tween  the 
.s-states and all o the r  s ta tes  ( d e p e n d e n t  t e rms  in- 

vo lv ing  s-states) ,  and  f inal ly  the d e p e n d e n t  ( j  ~- k ) 

and  i n d e p e n d e n t  ( j - k )  c o n t r i b u t i o n s  f rom all 

s tates ,  where  the sums  ove r  j and  k exc lude  thc 

s-s tates .  Fig. 7 shows  l ine t races ca lcu la ted  us ing 

all t e rms  in cq. (16) ( squares )  and  using on ly  the 

- 4 -  

Ill 

~2~ 

~1 

000  1!1 ORIENTATION 
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i n d e p e n d e n t  s -s ta te  c o n t r i b u t i o n  {circles) b o t h  at 

100 kV acce l e r a t i ng  vo l tage  and  at 300 kV accel-  

e ra t ing  vol tage ,  in which  case  the Si d u i n b b e l l  is 
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for practically the entire image contrast, the effect 
of all other states appearing as a uniform back- 
ground in the image. 

This is the key reason for the incoherent char- 
acteristics of the image. The high-angle detector is 
sensitive only to the intensity very close to the 
atomic sites, which is dominated by s-type Bloch 
states. The detector, therefore, acts as a very effec- 
tive Bloch state filter with the result that inter- 
ference effects are removed from the image. This 
behavior is in marked contrast to conventional 
imaging in which all states at the exit surface of 
the crystal contribute to the image, resulting in its 
very strong thickness dependence (see Kambe [55] 
for a Bloch wave description of this). 

The coherent addition of the s-states coupled 
with the destructive interference of all other states 
explains several previous calculations of the probe 
propagation through crystals [56,42], in which it 
was noticed that the beam sharpened up around 
the atomic strings with a correspondingly low 
intensity between. For an incident probe covering 
many strings an array of strongly channeled inten- 
sity spikes was found having the incident probe 
profile as an envelope. These are all manifesta- 
tions of exactly the same phenomenon. Our detec- 
tor probes only that portion of the probe profile at 
the atomic strings which has a particularly simple, 
almost classical behavior. Channeling is not neces- 
sary for the image as noted previously, but it does 
result in a much increased image efficiency from 
the typical sample thicknesses employed for high- 
resolution microscopy. 

To see how closely the image approaches ideal 
incoherent imaging let us examine the s-state con- 
tribution in more detail. From eqs. (14) and (16) 
we obtain 

l ~ ( R o ,  t ) ~  Y~o~f  ` fp (~(K)b"~(R, ,  K )  
i 0 robe  

X e  v~'(K)z/2X e tz~(K) e i K ' ( R ,  Ro) 

,~ 

×e  i~'('~) dK  dz. (17) 

Recall that the reason the s-states dominate the 
angular integration is that they are non-dispersive. 

Therefore, to a good approximation we can take 
them outside the angular integration to give 

IHA(R 0, t) ~- Eo,~f ' l&(o) t , ' " (R ,, 0) e ""(°):/2x 
i 0 

×e  ~,~.)):]2 dz 

× ~1~ £robee,~ ( K ) (o) 
2 

~ e  i lx '~ , -  ~'°+~ ~)1 dK (18) 

The thickness integration is now independent of 
the incident probe, and is therefore simply a prop- 
erty of the object. The second term involving the 
incident beam is independent of thickness, and if 
it were not for the angular variation in s-state 
excitation d~(K) it would be identically the inci- 
dent probe intensity profile. The image is there- 
fore given in this approximation as a simple con- 
volution 

] " ~ ( R  o, ~ ) = 0 ( ~  o, ~)* ~ " ( R o ) ,  (~9) 

where O(R,,  t) is the object function given by 

= ~ o , ~  (0)b ( R , , 0 ) (  -2~'~'°)') O ( R , ,  t) ~ ~ ~ 1 - e  
~ 2 ~ ( 0 )  

(20) 

and 

2 

£ (2a) 
is an effective probe intensity profile. The incident 
probe for comparison is given by 

2 

P(Ro)  = f e i[K'(R-R'')+T(K)] d K  . (22) 
,p robe  

The fall-off in s-state excitation ~(K) is quite 
slow, reaching a typical value of 0.6-0.8 ~(0) for 
Si(110) at our aperture cut-off. Heavier strings 
with more tightly bound s-states fall off even 
more slowly. Multiplication in reciprocal space by 
this broad function is equivalent to convoluting 
the incident probe in real space by a very narrow 
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Fig. 8. Comparison of the effective probe (solid) and incident 
probe (dotted) intensity profiles for 100 kV acce l e r a t i ng  volt-  

age,  objective lens C, - 1,3 mm and defocus values of (a) 693 
~., (b) - 1 1 0 0  ~ .  The incident probe profile has been multi- 

plied by a factor of 0.70 in (a) and 0.59 in (b). 

function, with the result that the resolution of the 
image is little affected, as shown in fig. 8. For 
optimum focus, the effective probe profile is prac- 
tically indistinguishable from the incident probe 
profile scaled by an appropriate factor S(K~.) 
which at optimum focus is very close to 

3 

S(K~. )  = ~ K )  d K / ~ ' K , 2 . ~ ( O )  (23)  

where K~. is the aperture cutoff. 
All the remaining materials-dependent terms 

are contained in the object function which consists 
of an array of &functions located at the atomic 
strings with a strength given by the thickness- 
integrated s-state intensity at the atom sites 
weighted by the screened high-angle cross section. 

The thickness dependence would be linear if it 
were not for the absorption term, which gradually 
reduces the intensity at the sites with increasing 
depth so that eventually no further contribution to 
the image occurs. Saturation occurs more quickly 
with stronger absorption, in Ge compared to Si, 
for example, as shown in fig. 9. Also shown in fig. 
9 are the results of the fully dependent calculation, 
eq. (16), which differ little above 100 /~ although 
more significantly in thin crystals. The oscillatory 
behavior in the thin-crystal regime represents the 
dependent cross term between the s-state cluster 
and a cluster comprising states close to the tops of 
the potential wells. With increasing thickness the 
other states resolve individually and the cross 
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Fig. 9. Thickness dependence of the object function m (a~ 
S i ~ l l 0 )  a n d  (b)  G e ( l l 0 }  calculated using the full dependent 
calculation (solid lines) and using the s states alone 

(dotted lines). 
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terms become progressively less important com- 
pared with the independent contributions of the 
various states. The offset at larger thickness prob- 
ably indicates a small non-dispersive contribution 
from the 2s state. Note that there is also some 
evidence to suggest that the absorption coeffi- 
cients may be too high when calculated by in- 
tegrating over the entire reflecting sphere. The 
s-state absorption is quite localized and will show 
an incoherent image itself, which should be added 
to the basic image. This contribution will be quite 
weak, however, since most absorbed electrons will 
not be propagating in strongly channeling direc- 
tions, and would tend to sense the average material 
composition. We see also that no beam broad- 
ening effects can occur. The resolution is set by 
the probe profile at the entrance surface to the 
crystal. With increasing thickness the s-states be- 
come absorbed while the background intensity 
resulting from all other states increases, so that we 
expect the image contrast to reduce but the resolu- 
tion to be unaffected, which is in agreement with 
experimental observations. 

We see then that the image does, to a very good 
approximation, represent the ideal incoherent 
imaging of a crystal in the form of an object 
function O(R)  convoluted with a resolution func- 
tion Pelf(R). For optimum focus, Pelt(R) is very 
similar in form to P(R), the incident probe inten- 
sity profile, so that we see the expected improve- 
ment in resolution compared to coherent bright- 
field imaging based on the amplitude profile. It is 
also clear that with only one dominant Bloch state 
we can have no contrast reversals with sample 
thickness. Even if several significantly excited s- 
states are non-dispersive, as may occur with 
stronger strings, this will only introduce a modula- 
tion to the thickness dependence of the object 
function. 

It is a simple matter to extend these ideas to 
more complicated structures consisting of differ- 
ent types and arrangements of strings. The object 
function now consists of an array of 6-functions 
with different strengths for different strings (in 
general), each constructed from their individual 
s-state parameters according to eq. (20). Dif- 
ferences in the s-state excitation ~(K) can be 
incorporated into the object function through the 

scaling factor S(K~), and the new object function 
would then be convoluted with the incident probe. 
Due to absorption, the relative contrast between 
different string types will be dependent on sample 
thickness and is quite predictable from the object 
function. In principle, it would seem possible for a 
compositional reversal to occur, the higher absorp- 
tion for a higher Z string giving less integrated 
intensity than a lighter, less absorbing string, al- 
though we have yet to see an example of this. It 
appears that differences in absorption are suffi- 
ciently small compared to differences in the cross 
sections that the image is lost into the background 
before a reversal can occur. 

If the string separations are large compared 
with the spatial extent of the s-states, then the 
strength of the strings will approximate those of 
the isolated strings. In this case more complicated 
unit cells, interfaces, and superlattices can be con- 
structed by assembling an appropriate array of 
isolated string strengths without the need for su- 
percell Bloch state calculations. This, of course, 
breaks down for closely spaced identical strings 
such as the Si dumbbell considered here where the 
s-states overlap, but this can be easily handled by 
choosing appropriate molecular orbital states. 
Even in the Si case the difference from the iso- 
lated string case is less than 10% [57], and the 
problem is unlikely to arise if the Bloch states 
have different transverse energies as is generally 
true for different string types. The tightly bound 
s-states are relatively insensitive, therefore, to the 
distribution and strength of surrounding strings, 
or randomly distributed atoms, so that images 
from interfaces show no interference or Fresnel 
fringe effects, another characteristic of incoherent 
imaging (see fig. 10). Again, this contrasts 
markedly to the situation for coherent imaging in 
which weakly bound states sampling the regions in 
between the strings can have a strong effect on the 
image. In this case the image of a string will be 
very sensitive to the nature and arrangement of 
surrounding strings, which is why conventional 
images of defects, interfaces, and superlattices 
must be simulated as individual objects in their 
own right. 

With Z-contrast imaging the vast majority of 
samples can be described through the object func- 
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Y123 CuO 

Fig. 10. Boundary between a grain of YBa2Cu~O v , viewed along the a (or hi axis and a CuO precipitate viewed in a random 
orientation. The bright Ba columns dominale the image, the Y columns being less clear in between, while the Cu oxide columns arc 

unresolved. No Fresnel fringe effects obscure the boundary which is clearly located after the Ba plane. 

tion approach with huge savings in computer time. 
Indeed it is particularly simple to visualize the 
object function, since all strings will have s-states, 
each string will contribute a &function with a 
strength determined predominantly by the high- 
angle cross section. The variations with thickness 
and s-state parameters tend to be second order, 
although they are simple to calculate, so that the 
approximate form of the object function is intui- 
tively predictable for any crystal structure. In the 
next section we consider the optimum conditions 
for imaging such an object. 

We should also point out that the Bloch states 
are generally expressed (including in our calcula- 
tions to date) in terms of their plane wave expan- 
sions 

r ' (  R ,  K ) =  ~ C~ e ilx + ~;)'u (24) 
G 

where G are the zero-layer reciprocal lattice vec- 
tors. For accurate determination of the amplitudes 
of highly localized states at the atom sites these 
series converge rather slowly, particularly for large 
unit cells, and therefore become computationally 

inefficient. In conventional diffraction or phase 
contrast calculations the diffracted beam ampli- 
tudes at the exit surface are required for calculat- 
ing the image, but in our case we need only 
consider the Bloch state amplitudes themselves. 
More efficient methods for calculating tightly 
bound Bloch states therefore become appealing 
[45,58,59]. 

4. Choice of optimum probe 

The crystal has now in effect been replaced by 
an array of &functions at the atomic string posi- 
tions and we need to consider the most suitable 
imaging probe. We must distinguish at the outset 
between inaage resolution and compositional reso- 
lution. Image resolution is normally defined in 
terms of a two-point Rayleigh criterion, a simple 
visual condition for recognizing that the object 
consists of two scattering centers. By composi- 
tional resolution we mean determining the relative 
columnar scattering strengths, which is a signifi- 
cantly more stringent condition. If we are to de- 
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termine the relative strengths of two adjacent col- 
umns from the image alone with no prior knowl- 
edge, then obviously the two columns must be 
sufficiently spatially separated so that a probe 
centered on one has negligible intensity on the 
other, in which case we can say we have column- 
by-column imaging conditions. Let us first con- 
sider the Rayleigh criterion for two point 
scatterers. In light optics we know that resolution 
is limited primarily by diffraction and the Rayleigh 
resolution limit is defined as the radius of the first 
zero of the Airy disc intensity profile, which for a 
circular aperture occurs at 0.61;k/a. Two point 
sources with this separation show a clear dip be- 
tween the maxima (to 73.5% of the peak intensity) 
and the objects are said to be resolved [60]. In the 
electron case, spherical aberration is severe and 
increases rapidly with increasing aperture size with 
the result that there exists an optimum aperture 
~opt  and an optimum defocus Afopt , where the two 
aberrations balance to produce a minimum probe 
size. This problem was first analyzed by Scherzer 
[61], who arrived at the conditions 

aopt = (4?t/C ~),/4, (25) 

A fop t = --  ( C s ) k ) 1 / 2 ,  (26) 

under which the probe intensity profile is very 
similar to the Airy disc so that the resolution limit 
is defined again as 

dmin = 0.61~t/aop t = 0.43C~/4~ 3/4. (27) 

These are also the conditions adopted by Crewe 
and coworkers [5,62]. d,~in is very close to the 
position of the first intensity minimum and to the 
FWHM of the central peak. We refer to these 
conditions as the Scherzer incoherent conditions 
to distinguish them from his more familiar 
phase contrast conditions (dmin=X/aom=0.66  
C~/4?t 3/4, see also Cowley [63]). We see the usual 
improvement in resolution associated with in- 
coherent imaging, although both with coherent 
and incoherent imaging the resolution may be 
pushed beyond the Scherzer limit by the use of 
other imaging conditions, usually accompanied, 
however, with a loss of interpretability. 

Fig. 11 shows an array of probes for various 
values of a and A f ,  the central one corresponding 

O e f o c u s  (A) 

-300 -~00 -700 -900 -1100 

29 

?l 

Fig. 11. Effective probe intensity profiles for various objective 
aperture semiangles c~ and defocus values calculated for Si~l l0)  
at 100 kV accelerating voltage and C~ = 1.3 mm. The full width 

of each profile is 20 ,~. 

to the Scherzer incoherent conditions, and fig. 12 
the corresponding image simulations for S i ( l l0 ) .  
To afford direct comparison, fig. 11 shows damped 
probes appropriate for Si~110) calculated with eq. 
(21). The smaller values of a and Af  result in 
diffraction-limited probes with broad central max- 
ima and very weak tails, whereas larger values of 
a and Af  result in more extended tails although 
the probes have a narrower central peak. The tails 
are responsible for the haloes around the atomic 
columns on the right-hand images, which is an 
example of false detail. The Scherzer optimum 
conditions do seem to give the "best"  overall 
image, and it is also clear that a defocus sequence 
shows no reversals. In general it seems that the 
introduction of false detail at higher defocus val- 
ues is accompanied by a substantial loss of image 
contrast and would not be mistaken experimen- 
tally for the optimum condition. 
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Fig. 12. Simulated images of Si(110) corresponding to the probes sho~.n in fig. 11. 

A different  op t imiza t ion  p rocedure  has been 
discussed by Mory  et al. [64] for the s i tuat ion 
where the object  is con t inuous  rather  than dis- 
crete, for example ,  as occurs  in microana lys i s  with 
r a n d o m  crystal  or ienta t ions .  Ins tead of  minimiz-  
ing the p robe  in tens i ty  prof i le  itself, in this case it 
is necessary to minimize  the width of P(R) 2~rR, 
which is the in tegra ted  intensi ty  in an annulus  at 
rad ius  R. This  increases the relat ive con t r ibu t ions  
of the tail regions and results in the o p t i m u m  
cond i t ions  C%p t = 1 .27(2t /C ,)~/4 and Af,,p t = 
- 0 . 7 5 ( Q 2 t )  ~/2 giving dmin=0.48(~,l/42t 3/4 using 

the def in i t ion  of dmin = 2t/~op~ (note  that  Mory  et 
al. a d o p t  a more s t r ingent  resolut ion  cri terion).  
These  condi t ions  co r re spond  to c~ = 9.3 mrad  and 
A f =  520 /~ and give a good  image though with 
somewhat  less con t ras t  than the Scherzer condi-  

l ion (fig. 12). The probe  width  is s l ightly larger to 
al low the tails to be reduced,  so that  the resolut ion  
is sacrif iced somewhat  to gain local iza t ion of the 
in tegra ted  current  densi ty.  In pract ice  our  imaging  
falls somewhere  in between the two-po in t  Rayleigh 
cr i ter ion and the annu la r  in tegra t ion  cr i ter ion since 
a p robe  centered on one d u m b b e l l  sees 4 neigh- 
bor ing  str ings at a radius  of  2.80 J~ and 8 at a 
radius  of 3.90 ~ .  For  a precise def in i t ion  of  reso- 
lut ion we would  therefore  need to def ine  di f ferent  
o p t i m u m  condi t ions  for each object .  Since the 
Scherzer and  Mory  cond i t ions  differ  ra ther  lit t le 
in pract ice  it would  seem more  a p p r o p r i a t e  s imply 
to adop t  the original  Scherzer  condi t ions .  

It is, of course,  also poss ib le  to go the o ther  
way and improve  the image  resolu t ion  by nar row-  
ing the central  max imum,  at the cost  of reduced  
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image localization due to larger probe tails. For 
example, at a = 16.5 mrad and A f =  900 ~ the 
first minimum occurs at just below 2 ~ (see fig. 1) 
and experimental images have, in fact, demon- 
strated a resolution of below 2 ,~ at 100 kV 
accelerating voltage [38,39]. The price paid for this 
is less image localization, i.e., poorer composi- 
tional resolution. With the 2 ,~ probe above 
centered over one Si dumbbell only 72% of the 
image intensity comes from that dumbbell, the 
remainder coming from the surrounding dumb- 
bells illuminated by the tails of the probe. For the 
Scherzer incoherent condition, the localization im- 
proves to 84% and still further to 93% for the 
Mory probe. Thus, we see a clear trade-off be- 
tween image resolution and image localization, or 
compositional resolution. 

Fig. 13 illustrates this point for Si6Ge 6 and 
Si2Ge2 superlattices imaged with the Scherzer op- 
t imum probe and the higher resolution probe. 
Although the simulations look similar at first sight, 
the right-hand simulations clearly show the ex- 
pected compositional blurring due to the tails of 
the high-resolution probe. In the case of Si6Ge 6 
superlattice with the probe centered over a dumb- 
bell of $i or Ge at an interface, two of the six 

surrounding dumbbells are the other composition, 
with the result that the Si dumbbell  appears more 
intense and the Ge dumbbell  less intense than a 
corresponding dumbbell away from the interface. 
Such effects could be mistaken for real composi- 
tional variations although they can be easily pre- 
dicted from the probe profile and reflect the result 
of the convolution as opposed to any change in 
the object function itself. A similar compositional 
blurring has been noticed in multislice calcula- 
tions of a S i / G e  interface using a probe with 
extended tails [16,17]. These are practically absent 
in the left-hand simulation of fig. 13, and such an 
image represents a column-by-column composi- 
tional map where changes in intensity can be 
related directly to changes in column composition 
to an accuracy of around 10% [57]. 

The Scherzer opt imum conditions would, there- 
fore, seem to represent a good compromise be- 
tween image contrast and image localization. At- 
tempts to push beyond the Scherzer limit will 
suffer significantly from compositional blurring, 
although image simulation can still be performed 
accurately by the convolution method. Imaging 
becomes nonintuitive only because it is difficult to 
visualize the effects of the convolution with a 

Fig. 13. Simulated images of Si6Ge ~ (upper) and Si2Ge 2 (lower) superlattices viewed along (110) for the Scherzer optimum probe 
(left), and a high-resolution probe a = 16.5 mrad, Af = --900 ,~ (tight) showing compositional blurting due to probe tails. 
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probe having extended tails. With a Scherzer opti- 
mum probe it is relatively simple to visualize the 
convolution, even for column separations well be- 
low dram as shown in the next section. Composi- 
tional mapping represents the most stringent crite- 
rion, and column separations 50% greater than 
d,,~m are really needed for a unique and intuitive 
assignment of column compositions. 

5. Examples of incoherent Z-contrast imaging 

One of the most useful aspects of the technique 
is that for a Scherzer optimum probe the form of 
the image is intuitively predictable simply from 
the form of the crystal projection even on a scale 
below the resolution limit. This is already ap- 
parent from the experimental and simulated 
images ofoSi{l l0)  (figs. 4 and 12, respectively). 
The 1.36 A separation between the two columns 
comprising the dumbbell is well below' the 2.2 ,~ 
resolution limit, and so the columns are unre- 
solved. The image of the dumbbell is, however, 
clearly elongated along the {100) direction as 
expected, showing how information below the res- 
olution limit is still contained in the image in a 
predictable and simply interpretable fashion. In- 
deed, if we did not know the crystal structure, the 
observation of the elongated image features would 
demonstrate the presence of two (or more) strings. 
Since the strings are replaced by &functions in the 
object function, with a correctly stigmated probe 
and axial incidence the only possible cause of an 
elongated image feature would be spatially sep- 
arated scattering centers. The limit to which such 
information can be extracted is set by the statistics 
of the image and the accuracy of the convolution 
approximation, and it seems entirely feasible from 
our present results to extract information at least 
down to a level of d,~m/2. 

In fig. 14 we present an image of the ordered 
phase of Ni_~AI [65]. Again the general form of the 
image is predictable without any image simula- 
tion. The 1.78 ,~ separation of the Ni columns is 
below our resolution limit, and the individual 
strings are unresolved. However, due to the strong 
Z dependence of the high-angle scattering cross 
sections the AI column is imaged dark, resulting in 

<I0(I>Ni~AI • • • 

• Ni • • 

b ,,~1 • • • 
~ "~ \ 

~i~, l& Z - ~ o n ~ l  i m a ~  of~]O0~ ~ A J  ~ h o w m ~ a  ~ o u n d a ~  
belweell a ~Faill of lhe ordered alloy ~tl]d [11~ dpilaxial btl[ 
disordered gram boundary  phase. The ychcmalic show~ the 

arrangemen~ of strings in the ~wdcrcd phasc. 

the "'basket-weave" form of the image. Here the 
contrast is entirely due to the compositional sensi- 
tivity since all nearest-neighbor column sep- 
arations are below the resolution limit. In the 
lower part of the figure a disordered Ni-rich phase 
in the same orientation shows no image contrast. 

Fig. 15 shows an image of a nominally 5.66 A 
GaAs quantum well between lno.>Ga0.sP barrier 
layers [66]. The GaAs shows bright, as expected 
considering the various cross sections (and even 
by approximating the cross section by Z~t. It 
clearly demonstrates a compositionally abrupt in- 
terface, although ai~_ interface step can also bc 
seen. Closer inspection reveals image features with 
different shapes. The light P string contributes 
negligibly to the image so that the In0>Ga~,P 
images as a lattice of circular features located over 
the In strings. GaAs images as elongated dumb- 
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Fig. 15. Z-contrast image of a GaAs quantum well nominally a 
single unit cell thick between Ino.~sGa0.sP barriers. An inter- 

face step is arrowed. 

bells since there is little difference between the 
cross sections of Ga and As. There will, therefore, 
be a relative shift of ~a(100) between the images 
of GaAs dumbbells and In0..sGa0.5P dumbbells 
which could be used to determine the polarity of 
the lattice. If we also allow the interface to be 
located within an individual dumbbell we have 
four possible configurations of the interface. By 
careful analysis of such images it should be possi- 

ble to determine not only the compositional 
abruptness but the precise interface chemistry and 
the nature of the interface steps along the quan- 
tum well [67]. It is information of this kind which 
is required for correlating the optical properties of 
these devices with growth conditions. 

It is important to realize that all these images 
were obtained with the same (optimum) probe 
conditions. In phase contrast imaging different 
structures will have different optimum values of 
objective aperture, defocus, and sample thickness 
so that effects which were not anticipated origi- 
nally can easily be missed. With the Z-contrast 
technique any unexpected structures will be im- 
mediately apparent. Fig. 16 shows a striking ex- 
ample of such an effect at an interface between 
epitaxial CoSi 2 and Si(100) grown by a template 
method [68]. Generally assumed to be atomically 
flat over extended regions, here the interface is 
clearly stepped in an almost periodic fashion. The 
Z-contrast image of the CoSi 2 highlights the Co 
columns which show an apparent 4 × 1 composi- 
tional ordering at the interface plane, although 
this periodicity does not cover extended regl,)ns 
(an antiphase boundary can be seen in the figure) 
and does not show up in diffraction studies [69]. It 
seems most likely, therefore, that rather than rep- 
resenting an intrinsic interface reconstruction these 
structures represent interface defects. It is well 

Si 

CoSi2 

Fig. 16. Imaging of interfacial defects at an epitaxial CoSi 2/Si(100) interface. 
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known from scanning tunneling microscopy that 
various defects are present on the original Si 
surface after cleaning [70,71], and they could well 
be preserved during reaction of Co with the first 
few monolayers of Si to form the template layer. 
The electrical properties of such defects are en- 
tirely unknown and could well be affecting or 
even determining the measured Schottky barrier 
height. 

Another example of an unexpected ordering 
effect is shown in fig. 17, which shows a region of 
an ultrathin Si4G% superlattice grown on Ge(100) 
[72]. Ordering is seen within the narrow Si layers, 
alternate { 111 } planes showing brighter indicating 
the presence of Ge in an ordered phase. Notice 
that the compositional ordering is out of phase in 
the two neighboring Si layers. Although at first 
sight this would appear to be the ordered phase 
proposed by Littlewood [73], other areas show 
very different forms of ordering involving a rever- 
sal or a termination of the ordering. We also 

observe an asymmetrical interracial abruptness. 
the interface at which Si was deposited onto Ge 
showing both a higher Ge content and a more 
extended ordered structure than the other inter- 
face. None of these phases correspond to the 
simple ordered forms previously proposed [73 76] 
and involve ordering on two sets of {111 } planes 
simultaneously. The ordering is extinguished in 
each Ge layer and usually a different phase starts 
in each successive Si layer. The fact that the same 
phase is observed (though displaced) in fig. 17 is 
statistical chance. All these phases and the asym- 
metry of the compositional profiles can be ex- 
plained by a rather simple Ge atom pump mecha- 
nism [77]. This involves interchange of a Ge 
adatom with an underlying Si atom at the re- 
bonded edge configuration, which appears alter- 
nately during monolayer step growth on a (2 x 1) 
reconstructed surface [78]. Z-contrast imaging 
therefore provides appreciable insight into the ato- 
mistic details of the growth process itself. 

Fig. 1"7. Part of a SiaGe s ul t ra thin  super la / t ice  showing  the presence of (}e wi thin  the Si layer m an ordered  form (arrowedl .  
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Currently, there is much interest in the growth 
of superlattices involving the oxide superconduc- 
tors, for example YBa 2Cu 307_ .~/PrBa 2Cu 307_ x 
superlattices in which the PrBa2Cu307_.~ is in- 
sulating, with the aim of investigating the funda- 
mental physics of superconductivity in these 
materials, for example, interlayer coupling and 
flux pinning. Obviously the compositional state of 
the interface is a key question, particularly since 
the alloy Y~.Prl_~,BazCu30 v , shows a great re- 
duction in T~ with increasing Pr content. Fig. 18 
shows part of such a superlattice grown by laser 
ablation [79] and it is immediately clear that no 
significant interdiffusion has occurred. The inter- 
face step in fig. 18b indicates a compositional 
abruptness even within the (horizontal) a-b plane 
of the order of a single lattice spacing. Since 
diffusion within the a-b plane is expected to be 
significantly higher than diffusion along the c axis 
this is further confirmation of the lack of any 
significant interdiffusion in the c direction. It is 

also clear that the compositional modulation is 
not quite parallel to the crystallographic c axis 
and in addition is somewhat wavy. This means 
that techniques which analyze an extended region, 
such as observation of satellite peaks in X-ray 
diffraction, would lead one to believe that inter- 
diffusion had occurred on the scale of a few unit 
cells, which would, of course, explain the greatly 
reduced T c values observed in the superlattices 
comprising single and double unit cell YBa2Cu 3 
07 ~ layers. This explanation is ruled out by the 
Z-contrast image, although one must now con- 
sider the effects of the waviness. This forces the 
current to cross from cell to cell and may greatly 
increase the density of pinning sites or the density 
of weak links compared with a thick film. The 
Z-contrast image again provides great insight into 
the growth process itself, since fig. 18 can only be 
explained if growth proceeds by an island growth 
mechanism where the height of the island is the 
full c-axis unit cell itself. Thus, the laser ablation 

Fig. 18. Part of a YBa2Cu3OT_x/PrBa2Cu307 x superlattice showing compositionally abrupt but stepped interfaces; (a) general 
view showing wavy compositional modulation and (b) higher magnification showing interface step. 
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process is similar to interrupted-growth molecular 
beam epitaxy, al though in this case a simple growth 
model seems to give a good picture of the final 
structure which certainly does not appear  to be 
true for the semiconductors.  

Various other examples have also been dis- 
cussed in a number  of recent publications, includ- 
ing the relaxation of strained Si,Ge~ ~ epitaxial 
layers, where dislocation cores were seen to reside 
entirely within the Ge layer [80], the imaging of 
defects and interfaces in YBa~Cu~O v , thin films 
[81] and a study of the structure and composi t ion 
of low-angle grain boundaries in YBa~Cu~() v , 
[82]. 

6. Cnnclusions 

The Z-contrast  technique described here repre- 
sents a new approach to the high-resolution imag- 
ing of crystals, providing strong composit ional  
sensitivity' in an image which to a very good 
approximat ion represents an ideal incoherent 
image on the atomic scale. No  contrast  reversals 
occur with specimen thickness or objective lens 
defocus, and no Fresnel fringe effects occur at 
interfaces. These effects all arise because only 
s-type Bloch states contr ibute significantly to the 
intensity at the a tom sites, which is where the 
scattering to the high-angle detector takes place. 
Interference effects with other Bloch states are 
therefore filtered out, which allows the imaging 
process to be described as a simple convolut ion 
between an effective probe intensity profile and 
the thickness-integrated s-state intensity at the 
a tom sites. The essential form of the image can be 
predicted and interpreted intuitively if an opti- 
mum probe is used, or may be simulated to high 
accuracy including the second-order  thickness be- 
havior of different atomic strings by the convolu- 
tion method. 

The major  advantage of the technique is that 
each object has essentially only one possible image, 
which is obtained using a probe condit ion which 
does not depend on the anticipated specimen 
structure. The image is therefore equally sensitive 
to unexpected interface structures as it is to the 
anticipated structure. This has been illustrated by 

a nmnber  of practical examples showing the in- 
sights that can be obtained into materials growth 
processes and resulting materials properties. 

The development of a 300 kV STEM with an 
anticipated Scherzer op t imum probe size of 1.4 A 
is currently in progress. Such an instrument would 
provide, for example, sublattice sensitivity in 
semiconductor  materials along several major axes 
(see fig. 7), as well as extend our range of  materi- 
als to include smaller lattices such as metals. Ad- 
winces in detector sensitivity and image processing 
are also anticipated, together with efforts to corre- 
late the Z-contrast  image with spectroscopic anal- 
ysis using localized inelastic excitations, providing 
a true co lumn-by-column analytical capability. Of 
course, microdiffraction and phase-contrast  imag- 
ing are also available if desired. It would seem, 
therefore, that analytical electron microscopy and 
high-resolution imaging could finally merge on a 
single instrument, This could be used on a simple 
intuitive level for rapidly surveying large areas or 
large numbers  of samples giving quite consider- 
able insight into their behavior, or at a much 
deeper level for extracting the maximum informa- 
tion from particular critical regions. There seems 
no doubt  that the advent  of high-resolution Z- 
contrast  imaging can only increase the demand  for 
electron microscopy in all areas of materials sci- 
ence. 
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