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A one-dimensional climate model is used to study the response of an Earth-like atmo- 
sphere to large increases in solar flux. For fully saturated, cloud-free conditions, the 
critical solar flux at which a runaway greenhouse occurs, that is, the oceans evaporate 
entirely, is found to be 1.4 times the present flux at Earth's orbit (So). This value is close 
to the flux expected at Venus' orbit early in solar system history. It is nearly independent 
of the amount of CO2 present in the atmosphere, but is sensitive to the H20 absorption 
coefficient in the 8- to 12-1tin window region. Clouds should tend to depress the surface 
temperature on a warm, moist planet; thus, Venus may originally have had oceans if its 
initial water endowment was close to that of Earth. It lost them early in its history, 
however, because of rapid photodissociation of water vapor followed by escape of hydro- 
gen to space. The critical solar flux above which water is rapidly lost could be as low as 
1.1So. The surface temperature of a runaway greenhouse atmosphere containing a full 
ocean's worth of water would have been in excess of 1500°K--above the solidus for 
silicate rocks. The presence of such a steam atmosphere during accretion may have 
significantly influenced the early thermal evolution of both Earth and Venus. © 1988 
Academic Press, Inc. 

1. INTRODUCTION 

The question of how Earth 's  surface tem- 
perature would respond to an increase in 
solar flux is intriguing from a purely aca- 
demic standpoint and is also relevant to un- 
derstanding why the atmosphere of  Venus 
is so different from that of Earth. Several 
recent investigations of this problem (Lind- 
zen et  al. 1982, Kasting et al. 1984, Var- 
davas and Carver  1985) have come to mark- 
edly different conclusions. Lindzen et al. 

challenged the idea, originally suggested by 
Ingersoll (1969), that increased solar heat- 
ing would eventually lead to a runaway 
greenhouse,  that is, to complete evapora- 
tion of  the oceans.  Lindzen et  al. argued 
(correctly) that the effect of moist convec- 
tion on the tropospheric lapse rate provides 
a strong stabilizing influence on surface 
temperature.  They  even went so far as to 
suggest that there is an asymptotic upper 
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limit on surface temperature  (Ts = 41°C), 
which cannot be exceeded even for very 
large (factor of  2) solar flux increases. Their  
model was criticized in several subsequent 
studies, including Lal and Ramanathan 
(1984), Kasting et  al. (1984) (henceforth, 
KPA), and Vardavas and Carver  (1985). All 
of  these investigators agreed that the upper 
limit on T, calculated by Lindzen et al. was 
unrealistic. The fundamental problem was 
their use of water  vapor  emissivities ex- 
ceeding unity, which caused their model at- 
mosphere to radiate more efficiently than a 
blackbody (Vardavas and Carver  1985). 
KPA pointed out that surface temperatures 
in the Lindzen et  al. model should also 
have been suppressed by their adoption of  
the empirical relative humidity profile of 
Manabe and Wetherald (1967) and by the 
vanishingly small lapse rate near the sur- 
face predicted by their " cumulus"  model 
for convection.  

472 



RUNAWAY GREENHOUSE ATMOSPHERES 473 

KPA next performed a similar calcula- 
tion, assuming a fully saturated tropo- 
sphere and using the moist adiabatic lapse 
rate. They predicted that Ts should increase 
monotonically with increasing solar flux up 
to at least 1.45 times the present terrestrial 
value. (Their calculation, like that of Lind- 
zen et al. ,  dealt exclusively with infrared 
fluxes; a constant planetary albedo was as- 
sumed.) Their model did not predict a run- 
away greenhouse for early Venus either. 
Instead, KPA suggested that Venus could 
have had a relatively thin ( -2  bar) Nz-H20 
atmosphere with a surface temperature 
near 100°C. They showed that H20 would 
have remained a major constituent of such 
an atmosphere up to very high altitudes, so 
that water could have been rapidly lost by 
photodissociation followed by hydrogen 
escape. KPA termed this atmosphere a 
"moist greenhouse" and argued that this 
model could explain the present aridity and 
high D/H ratio of Venus as well, or better, 
than could the runaway greenhouse model. 

KPA's conclusions were challenged by a 
new radiative-convective model study by 
Vardavas and Carver (1985). Vardavas and 
Carver pointed out that the lapse rate for- 
mulation used by KPA was incorrect. This 
turns out not to have been a significant 
source of error; both their formulation and 
that of KPA give approximately the same 
lapse rate. A corrected formulation of the 
moist adiabatic lapse rate is given in Ap- 
pendix A of this paper. More importantly, 
however, Vardavas and Carver argued that 
the planetary albedo should decrease at 
higher surface temperatures because of in- 
creased absorption of solar radiation by at- 
mospheric water vapor. The results of their 
calculation were strikingly different from 
those of KPA: For the same fully saturated 
conditions, they predicted that a runaway 
greenhouse would ensue for a mere 2% in- 
crease in the solar constant So at Earth's 
orbit. Vardavas and Carver did not actually 
demonstrate this explicitly; rather, they 
showed that T~ increases extremely rapidly 
with solar flux near 1.02So. 

In this paper, I reexamine the response of 
Earth's surface temperature to increases in 
solar flux. This paper is an extension of pre- 
vious work by Kasting and Ackerman 
(1986), who showed that CO2 increases 
alone would not trigger a runaway green- 
house. The approach taken in that study 
was to estimate upper limits on surface 
temperature at a given CO2 level. Lower 
limits on T~ are much more difficult to de- 
termine because of uncertainties related to 
relative humidity and clouds. The philoso- 
phy of this paper is similar. My goal is to 
estimate an upper limit on T~ at a given 
value of the solar flux. A second goal is to 
estimate the surface temperature of a run- 
away greenhouse atmosphere and to com- 
pare with previous predictions by Watson 
et al. (1984) and by Matsui and Abe 
(1986a,b). Finally, the results of the model 
are used to speculate about when an Earth- 
like planet might lose its water and how 
much closer to the Sun Earth could have 
formed without ending up like Venus. 

2. MODEL DESCRIPTION 

(a) Rad ia t i ve  M o d e l  

The radiative-convective model used 
here is derived from the model used by 
Kasting and Ackerman (1986) to study the 
response of Earth's surface temperature to 
large increases in CO2. It uses a 8 two- 
stream scattering formulation to calculate 
absorption of solar radiation and employs 
random band models (Fels/Goody for H20, 
Malkmus for CO2) to determine the outgo- 
ing terrestrial radiation. Continuum absorp- 
tion by H20 and pressure-induced absorp- 
tion by COR are treated differently. The 
original model divided the infrared spec- 
trum from 0.67 to 500/zm into 55 spectral 
intervals. Absorption coefficients were de- 
rived by fitting synthetic spectra computed 
from the AFGL tape (McClatchey et al. 
1971). In the present model seven addi- 
tional intervals have been added to cover 
the visible spectrum down to 0.39 /zm. 
These shorter wavelengths become impor- 
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tant to the terrestrial radiation budget at 
surface temperatures above 1400°K. Ab- 
sorption by H20 in this spectral region was 
estimated by the method described in Ap- 
pendix B. This method predicts substan- 
tially less absorption than does the contin- 
uum formulation employed by Vardavas 
and Carver (1985). Absorption by CO2 be- 
tween 0.71 and 1.04/zm was estimated from 
laboratory spectra (Herzberg and Herzberg 
1953). 

Two features of the radiative model de- 
serve further elaboration because they bear 
directly on the results. First, and most im- 
portantly, H20 has a finite absorption coeffi- 
cient in this model in every spectral interval 
longward of 0.63 ~m The same was was not 
true of the model of KPA. That model uti- 
lized near-infrared absorption data from 
Howard et al. (1956) which covered only 
the strongest HzO bands. The absence of 
absorption gaps in the present model en- 
sures that a sufficiently dense H20 atmo- 
sphere can become optically thick at all in- 
frared wavelengths. This factor is of critical 
importance in determining whether or not a 
runaway greenhouse will occur. 

Second, the temperature dependence of 
the band model coefficients (two each for 
H20 and for CO2) was assumed to be given 
by 

X(T) = X(300) exp[a(T - 300) 

+ b ( T -  300)2]. (1) 

Here, X(300) represents the value of the co- 
efficient at 300°K. The values of a and b 
were determined from additional calcula- 
tions at 200 and 600°K. In the present 
model the temperature dependence was ex- 
trapolated up to 1000°K, above which point 
the coefficients were assumed to remain 
constant. The lack of information about 
the absorption coefficients at high tem- 
peratures makes it impossible to deter- 
mine accurate radiative fluxes deep within 
a runaway greenhouse atmosphere. This 
limitation is not as serious as it might seem 
because most of the energy transport in this 
region takes place by convection. Thus, 

even relatively large errors in the radiative 
flux at most wavelengths should have little 
effect on the calculated energy budget. At 
some near-infrared wavelengths, however, 
water vapor is nearly transparent and radia- 
tion from the surface can escape directly to 
space. Here, the uncertainty in the absorp- 
tion coefficients leads to a corresponding 
uncertainty in the outgoing radiation flux. 
This problem is compounded in the visible 
where the temperature dependence of the 
band model coefficients is unknown (see 
Appendix B). The opacity in the 8- to 12- 
~m region is likewise ill-determined above 
about 430°K, the highest temperatures 
studied in the experiments of Burch et al. 
(1971). 

(b) Atmospheric Composition and 
Relative Humidity 

The background atmosphere assumed in 
most of the calculations was an Earth-like 
N2-O2-CO2 atmosphere without any 03. 
Ozone would presumably be destroyed in a 
warm, moist atmosphere by the by-prod- 
ucts of water vapor photolysis. Sensitivity 
calculations were performed to determine 
the effect of higher concentrations of CO_,. 
The surface pressure was assumed to be 
given by 

P~ = 1 + pCO2 + pH20, (2) 

where pH20 is the saturation vapor pres- 
sure of water at the surface temperature T,. 

The relative humidity within the moist 
convective region was assumed equal to 
unity, in accord with my goal of estimating 
upper limits on T~. Although this overesti- 
mates the amount of water vapor in the up- 
per troposphere of the present Earth, it is a 
reasonable choice for an atmosphere in 
which water vapor is a major constituent. 
In most cases of interest here water vapor 
is in fact the dominant atmospheric constit- 
uent, and the relative humidity could not 
have fallen much below unity without vio- 
lating the barometric law. The water vapor 
mixing ratio in the stratosphere was set 
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equal to its value at the top of  the convec- 
tive zone. 

It should be noted that most conventional  
1-D climate modelers,  including Lindzen et 
al. (1982), have used the empirical relative 
humidity profile of  Manabe and Wetherald 
(1967) in their calculations. This assump- 
tion is not acceptable if one wishes to un- 
derstand the evolution of Venus, because it 
automatically ensures that the upper tropo- 
sphere and stratosphere will be dry. Venus, 
on the other  hand, could have lost large 
quantities of  water  only if its stratosphere 
was originally wet. Short  of actually calcu- 
lating relative humidity, which would re- 
quire a multidimensional model, two types 
of  approaches to this problem can be envi- 
sioned. The simplest is to assume that the 
t roposphere  is completely saturated. The 
alternative is to adopt a parameterization, 
such as that used by Kasting and Ackerman 
(1986), that connects  unsaturated solutions 
at low Ts with highly saturated solutions at 
high Ts. I have taken the simple approach 
here, because it produces a true upper limit 
on surface temperatures  and because it is a 
sensible choice for atmospheres that are 
dominated by water vapor. 

(c) Clouds 

Clouds were excluded from most of  these 
calculations because it is not known how 
they would vary in an atmosphere much 
hotter  (or colder) than our own. Their  effect 
was included implicitly by adopting a high 
value (As = 0.22) for the surface albedo. 
This value of  As was chosen because it al- 
lows the climate model to reproduce the 
current mean global surface temperature 
(288°K), given the current  solar insolation. 
This approximation is equivalent to assum- 
ing that the cloud layer is at the ground. By 
holding As constant  at higher surface tem- 
peratures,  I assume no cloud feedback 
whatsoever.  

In reality, clouds, could form at a variety 
of  heights in a warm, moist atmosphere,  
and their effect on Ts should depend on 
their location. A limited number  of numeri- 

cal experiments were performed to deter- 
mine the magnitude of  this effect. In these 
calculations, a single cloud layer consisting 
of  spherical water  droplets with a log nor- 
mal size distribution and a 5-/xm mean ra- 
dius was presumed to be present at various 
heights within the atmosphere.  The thick- 
ness of  the cloud was taken to be approxi- 
mately one pressure scale height. The liq- 
uid water  content  (W) of the cloud was 
assumed to be proportional to the local at- 
mospheric mass density (t9). This assump- 
tion is reasonable if vertical motions within 
the atmosphere remain roughly equivalent 
to those today, since the force that sus- 
pends the cloud particles is proportional to 
the product  of  the vertical wind speed and 
the local atmospheric density. For  typical 
stratiform clouds on the present  Earth, W is 
equal to - 0 . 5  g m 3 and p is about 1200 g 
m 3, so the ratio W/p is about 4 x 10 4. This 
same ratio was assumed for all clouds in the 
model. 

The scattering properties of  the cloud 
particles were specified by simple numeri- 
cal formulas that approximate the results of 
sophisticated Mie calculations. The single 
scattering albedo too of the particles was as- 
sumed to be equal to l for )t < 2/xm, or 1.24 
X -°.32 for X -> 2/zm. The asymmetry  factor g 
was set equal to 0.85 for X < I0/xm, or 1.40 
)t o.22 for ~ _-> 10 /xm. The extinction effi- 
ciency Qe was set equal to I for x < 20/xm, 
or 3.26 )t o.4o for h => 20 tzm. The extinction 
coefficient at 0.55/xm was taken to be 0.13 
m 2 g 1. The extinction coefficient at other 
wavelengths was set equal to this value 
times Qe. 

(d) Thermal Structure 

The present model is similar to the model 
of Pollack (1971) in that the temperature 
structure of the atmosphere was assumed 
rather than calculated. This assumption is 
motivated primarily by expedience.  As dis- 
cussed by KPA, the Newton -Raphson  iter- 
ation procedure  used in their steady-state 
radiat ive-convective model fails to con- 
verge at high surface temperatures 
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FIG. 1. Schematic diagram of assumed thermal 
structure for (a) moist and (b) runaway greenhouse 
atmospheres. 

(> 110°C) because of the strong coupling be- 
tween surface temperature and pressure. 
This problem can apparently be overcome 
by using a model that adds or subtracts grid 
points as the surface pressure changes (Y. 
Abe, private communication, 1987). The 
present model, on the other hand, is much 
cheaper to run. Fortunately, it can also be 
demonstrated (see below) that this assump- 
tion results in no significant loss of general- 
ity for the results. By contrast, KPA, Wat- 
son et al. (1984), and Vardavas and Carver 
(1985) all calculated temperature profiles 
self-consistently. 

The temperature structure assumed here 
is shown in Fig. 1. At low surface tempera- 
tures the atmosphere was presumed to con- 
sist of an isothermal (200°K) stratosphere 
underlain by a convective troposphere in 

which the lapse rate follows a moist 
pseudoadiabat, that is, an adiabat in which 
the condensed phase leaves the system im- 
mediately. The mathematical expression 
for the lapse rate is presented in Appendix 
A. Here, and throughout the model, water 
vapor was treated as a nonideal gas. At high 
surface temperatures the moist convective 
region was presumed to be underlain by an 
unsaturated region in which the lapse rate 
follows a dry adiabat. The lapse rate here is 
necessarily steeper than in the moist con- 
vective region because of the absence of 
latent heat release from condensation. The 
boundary between the moist and dry layers 
was determined by keeping track of the wa- 
ter vapor volume mixing ratio. The H20 
mixing ratio remains constant in the dry 
convective region; its value there is deter- 
mined by the total amount of water and 
background gas assumed to be present. Be- 
cause the dry adiabatic lapse rate is steeper 
than the saturation vapor pressure curve, 
water vapor reaches saturation at some 
height above the surface. This point marks 
the top of the dry convective region. 
Whether or not this unsaturated region 
should exist in the first place was deter- 
mined by comparing the saturation vapor 
pressure at temperature Ts with the total 
amount of water assumed to be present at 
the planet's surface. 

The actual lapse rate within the convec- 
tive region may, of course, not have been 
adiabatic. Various alternative methods for 
parameterizing the temperature gradients 
associated with convection have been pro- 
posed, ranging from mixing length theory 
(Mihalas 1978) to the "cumulus" model of 
Lindzen et al. (1982). The lapse rate at 
midlatitudes in the Earth's troposphere is 
also modified by the breaking of baroclinic 
waves, a dynamical effect that cannot be 
modeled in one dimension. Without debat- 
ing the relative merits of the various ap- 
proaches to convection, let it suffice to say 
that adopting the adiabatic lapse is both 
practical and, at the same time, unlikely to 
lead one too far astray. Wave breaking 
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tends to decrease the lapse rate and, hence,  
would only lower surface temperatures  rel- 
ative to those predicted here. Since the 
temperatures  calculated here represent  up- 
per limits, this should not in any way com- 
promise the results. 

In addition to allowing the calculations to 
be extended to high surface temperatures,  
specifying the temperature  structure in this 
manner  simplifies the flux calculation enor- 
mously. In a standard radiative-convective 
calculation, a trial temperature  profile is as- 
sumed, radiative fluxes are evaluated at all 
levels, and then the temperature  profile is 
adjusted so as to try to achieve flux balance 
in the stratosphere.  This procedure  is re- 
peated (either iteratively or in time-march- 
ing mode) until the temperature  profile is 
converged.  In the present  model, no itera- 
tion is required. The temperature profile is 
specified, and the radiative fluxes are evalu- 
ated at the top atmospheric level. (Actu- 
ally, the solar flux calculation must be done 
at all levels simultaneously because it in- 
volves scattering.) The effective solar con- 
stant corresponding to a given surface tem- 
perature is determined by ratioing the net 
incoming solar and outgoing infrared fluxes 
at the top of  the atmosphere.  A typical flux 
calculation can be performed in a fraction 
of  a second on a Cray X-MP computer ,  
whereas a standard radiative-convective 
model calculation can require several min- 
utes of computer  time. 

Although this procedure  may sound 
overly simplistic it can be demonstrated 
that the approximations made here have a 
sound physical basis. To see why this is so 
it is necessary to jump ahead to some of  the 
results. These will be placed in their proper  
context  in the next  section. 

Figure 2 shows net upward infrared and 
net downward solar fluxes for a moist 
greenhouse atmosphere with a surface tem- 
perature of 100°C. The surface pressure of  
this a tmosphere is 2 bar, half of  which is 
attributable to water vapor  and the rest to 
N2 and 02. The solar flux shown here 
is consistent with a so la r  constant of  
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FIG. 2. Net upward infrared (dashed curve) and 
downward solar (solid curve) fluxes for an Earth-like 
atmosphere with a surface temperature of 100°C. The 
total incident solar flux is equal to 1.136 times the 
value at Earth's orbit. 

1.136So--the value required to achieve flux 
balance with the outgoing infrared radiation 
at the top of  the atmosphere.  Infrared 
fluxes have in this case been calculated at 
all levels; this extravagance is not retained 
in the calculations presented in the next 
section. 

Figure 2 demonstrates  that water  vapor  is 
a much bet ter  absorber  of thermal infrared 
radiation than of  visible and near-infrared 
radiation: The net infrared flux declines by 
a factor of nearly 1000 toward the surface, 
whereas the net solar flux decreases by 
only a factor  of  3. The lower portion of this 
atmosphere should therefore be convec- 
tive, as indeed it has been assumed to be. 
This prediction is in apparent  conflict with 
the results of Watson et  al. (1984), who 
found that the moist convect ive  region of a 
water-rich atmosphere should be underlain 
by a region in radiative equilibrium. Their  
calculation is not strictly comparable to the 
one shown here; nevertheless,  it is hard to 
reconcile their results with the large differ- 
ences in visible and infrared opacities cal- 
culated by the present  model. The most 
likely explanation for the difference be- 
tween the two models is that their esti- 
mated opacities were lower, as indicated by 
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FIG. 3. Outgoing infrared flux (FIR) at the top of a 
dense, moist greenhouse atmosphere as a function of 
the assumed stratospheric temperature. The surface 
temperature is 640°K. 

the persistence of  transmission windows 
near 1.02, 1.22, and 1.6 /~m in the lower 
portion of their model atmosphere.  

A related issue concerns my assumption 
that the lapse rate would follow a dry adia- 
bat in the unsaturated region (Fig. lb). It is 
not obvious that it should do so; Matsui and 
Abe (1986a,b), for example,  calculated that 
the lapse rate here would be determined 
by radiative equilibrium. Their  radiative 
model, however ,  was too crude to make 
this a reliable prediction. Watson et al. 
(1984) found that the lapse rate in the deep 
atmosphere was generally adiabatic, but 
was sometimes subadiabatic near the 
ground. This prediction is likewise suspect 
because of  uncertainties in the infrared 
opacity of water  vapor at high temperatures 
(see Section 2a). If the deep portions of a 
runaway greenhouse atmosphere are in- 
deed stable, the surface temperatures cal- 
culated here will be somewhat too high. 
This, again, is in line with my goal of  calcu- 
lating upper limits on Ts. 

The results are also rather insensitive to 
the assumed stratospheric temperature pro- 
file. To demonstrate  this, I have plotted in 
Fig. 3 the outgoing infrared flux at the top 
of a dense, moist greenhouse atmosphere 
(Ts = 640°K) as a function of the strato- 
spheric temperature  To. (The stratosphere 
is assumed to be isothermal.) The figure 

shows that FIR is virtually independent of To 
provided that To is less than about 250°K. 
The reason is that the stratosphere is so 
tenuous at these high surface temperatures 
that its effect on the outgoing flux is negligi- 
ble. This should be true for any atmosphere 
in which the stratosphere is water-domi- 
nated. For  stratospheric temperatures 
greater than 250°K this would not be the 
case. However ,  with no ozone to heat it, 
such a warm stratosphere would not be ex- 
pected for any planet outside the orbit of 
Venus. 

3. RESULTS 

(a) Response of Earth's Atmosphere to 
Increased Solar Flux 

As an initial application, a series of  
model experiments was performed in which 
the surface temperature  T~ was raised in a 
stepwise manner  from 200 to 1800°K. The 
corresponding change in the H20 vapor 
pressure at the surface is shown in Fig. 4. 
For  T~ < 647.1°K, the critical point for wa- 
ter, the H20 pressure follows the saturation 
vapor pressure curve. The atmosphere in 
this temperature regime is in the moist 
greenhouse state. A discontinuity occurs at 
the critical point because the remainder of 
the ocean would evaporate  above this tem- 
perature.  Above the critical point the H20 

"~" 102 t I I 

, , , 
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FIG. 4. Calculated vapor pressure of water at the 
Earth 's  surface as a function of surface temperature. 
Below the critical point this curve is just  the saturation 
vapor pressure curve for water. Above the critical 
point the pressure is equivalent to that of a full terres- 
trial ocean. 
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FIG. 5. Tempera tu re  (a) and H20 volume mixing ratio (b) versus  altitude for selected moist  green- 
house  a tmospheres .  The lower portions of  the curves  represent  moist  pseudoadiabats .  

pressure is constant  and the atmosphere is 
in the runaway greenhouse state. The total 
H20 inventory assumed here is equal to the 
amount  of water  in Ear th 's  oceans,  1.4 × 
1024 g. When fully vaporized this produces 
a surface H20 pressure of 270 ba r - - abou t  
50 bar greater than the vapor pressure at 
the critical point. If the mass of  the oceans 
was somewhat  lower, the H20 pressure at 
the surface would vary smoothly from the 
saturated to the unsaturated region, and the 
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FIG. 6. Tempera tu re  versus  pressure  for selected 
runaway g reenhouse  a tmospheres .  The lower port ions 
o f  the curves  represent  dry adiabats.  The curve(s) to 
which they are all jo ined are moist  pseudoadiabats ,  
which are very nearly equivalent  to the saturat ion va- 
por pressure  curve  for water .  

transition from a moist to a runaway green- 
house would occur  at a lower temperature.  

Accompanying the increase in the H20 
vapor pressure at the surface is an increase 
in the depth of  the convect ive region and an 
increase in the water  content  of the strato- 
sphere. These changes are illustrated in 
Fig. 5. Because the surface pressure is vari- 
able, the profiles are most easily compared 
on an altitude scale. These results are simi- 
lar to those shown in Figs. 3 and 4 of KPA. 
For  a 1-bar background atmosphere the big- 
gest change in stratospheric water  vapor 
occurs at surface temperatures  between 320 
and 360°K, as the H20 volume mixing ratio 
at the surface increases from about 0.1 to 
0.4. 

At surface temperatures  above 647°K the 
atmosphere is in the runaway greenhouse 
state. Selected temperature  profiles in this 
regime are shown in Fig. 6. The different 
curves represent  dry adiabats in the lower 
atmosphere intersecting moist adiabats at 
various heights above the surface. At these 
surface temperatures  the model atmo- 
sphere is composed of nearly 100% water 
vapor,  so the moist adiabats are all close to 
the saturation vapor  pressure curve.  The 
curves are not actually identical because 
the water  vapor  mixing ratio is slightly dif- 
ferent in each case. 

The radiative fluxes calculated for these 
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atmospheres are shown in Fig. 7. Figure 7a 
shows the net solar radiation flux Fs and the 
net infrared radiation flux FIR as functions 
of  surface temperature.  Both fluxes are 
evaluated at the top of  the model atmo- 
sphere. The solar constant in this calcula- 
tion is assumed to be that for present Earth 
(So = 1360 W m 2). FIR increases steeply as 
Ts is raised from 200 to 360°K, then levels 
out at higher surface temperatures  at a 
value of  about 310 W m -2. For  comparison, 
the predicted value of  FIR for the present 
(unsaturated) a tmosphere is 268 W m -2, ac- 
cording to this model. The reason that FZR 
flattens out in this manner  is that, as the 
moist convect ive  layer thickens, the atmo- 
sphere becomes opaque to infrared radia- 
tion at all wavelengths. Only that part of  the 

atmosphere at pressure less than a few 
tenths of  a bar is able to radiate to space; 
hence, continued deepening of the moist 
convect ive region has no effect on the out- 
going infrared flux. 

Above about 1400°K, F~R once again be- 
gins to increase with Ts. The reason is that, 
at these extremely hot temperatures,  the 
lower atmosphere and surface begin to radi- 
ate efficiently in the visible and near infra- 
red, where the water  vapor opacity is low. 
Detailed examination shows that almost all 
of  the increase in FIR between 1400 and 
1700°K occurs at wavelengths shorter than 
0.78 /zm. At still higher surface tempera- 
tures the moist convect ive  layer becomes 
thin enough that the lower atmosphere can 
radiate through it at longer wavelengths. 
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The net solar flux Fs increases at first as 
T~ is increased from 200 to 360°K, then de- 
creases to a constant value (-220 W m -2) at 
higher surface temperatures (Fig. 7a). The 
initial rise in Fs is caused by increased ab- 
sorption of solar radiation by atmospheric 
H20. The subsequent decline at higher sur- 
face temperatures is caused by Rayleigh 
scattering. These changes are exhibited 
more clearly if one recasts Fs in terms of 
planetary albedo Ap (= 1 - 4Fs/So) (Fig. 
7b). Ap goes through a minimum near T~ = 
360°K, then approaches a constant value of 
0.35 at temperatures above about 600°K. Fs 
and Ap continue to change long after FIR has 
become constant because the atmosphere is 
much more transparent in the visible than 
in the infrared. A note of caution should, 
however, be interjected: The absorption co- 
efficients used in the calculation of solar en- 
ergy deposition were derived for a single 
temperature (300°K) only. Thus, the predic- 
tion that Ap becomes constant at high sur- 
face temperatures may not be reliable. 

Having evaluated the dependence of the 
net solar and infrared fluxes upon surface 
temperature, one is now in a position to 
calculate Ts as a function of the solar con- 
stant. The net solar fluxes shown in Fig. 7a 
were computed under the assumption that 
the incident solar flux was equal to the 
present value at Earth's orbit (So). The 
value of Fs is, in general, different than that 
of FIR. For an atmosphere in steady state, 
however, the net outgoing radiation must 
equal the net incident radiation. Thus, the 
effective value of the solar constant (nor- 
malized to So) required to support a given 
surface temperature must be given by Se~ = 
FIR/Fs. 

Seg is plotted against Ts in Fig. 7c. Ac- 
cording to this model the critical solar flux 
at which the greenhouse effect "runs 
away" is 1.4So. This is a particularly inter- 
esting result for the following reason: The 
solar flux at Venus' orbit is 1.91 times 
higher than the flux incident upon Earth. 
But the Sun has been getting brighter with 
time; shortly after being formed it was less 

luminous than today by about 25 to 30% 
(Newman and Rood 1977, Gough 1981). 
The solar flux at Venus' orbit early in that 
planet's history should therefore have been 
between 1.34So and 1.43So. These limits are 
represented by the dashed lines in Fig. 7c. 
Since these limits neatly bracket the solar 
flux required for runaway, it is impossible 
to determine from the present calculation 
whether a cloud-free early Venus would 
have been in the moist or runaway green- 
house state. According to this model, the 
surface temperature could equally well 
have been 500 or 1500°K. 

(b) Effect of Clouds 
As mentioned earlier, clouds could have 

a strong influence on the radiation budget in 
a warm moist atmosphere. Since it is not 
known how cloudiness or cloud properties 
would vary with surface temperature, it 
does not seem particularly useful to repeat 
the calculations shown in Fig. 7 for differ- 
ent, ad hoc cloud models. It is instructive, 
however, to illustrate the effect of clouds 
on the model for a specific case. In particu- 
lar, it is interesting to estimate how the 
transition from a moist to a runaway green- 
house would be affected by a cloud layer at 
various pressure levels. The model atmo- 
sphere chosen for this calculation has a sur- 
face temperature of 640°K, just below the 
critical point, and a surface pressure of 
some 203 bar. Cloud properties were deter- 
mined by the criteria described in Section 
2c. Cloud locations and optical depths are 
listed in Table I. For this calculation, the 
surface albedo was lowered from 0.22 to 
0.05--a value appropriate for a water-cov- 
ered surface. Changing the surface albedo 
has little effect by itself on the radiation 
budget because very little solar energy ac- 
tually escapes from the surface. 

Two sets of curves are shown in Fig. 8: 
the solid curves are for 100% cloud cover, 
and the dashed curves are for 50% cloud 
cover. In a real atmosphere, fractional 
cloudiness might be 50% or less at any 
given level, yet the net effect might be 
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T A B L E  I 

CLOUD LEVELS AND CLOUD PROPERTIES 

Pressure  a Alti tude ~ Tempera ture"  Liquid water  Optical depth 
(bar) (km) (°K) content  (g m 3) at 0.55 p.m 

1 .7(-5)  257 216 6 .8 ( -6)  6 .0 ( -3)  
3 .8 ( -4)  225 243 1.4(-4)  0.13 
2 .7 ( -3)  202 263 9 . 1 ( 4 )  0.90 
1 .8(-2)  179 288 5 .4 ( -3)  5.7 
0.10 155 318 2 .8 ( -2)  32 
1.2 116 377 0.28 350 

11 73 457 2.3 3000 
151 8.9 615 39 3.7(4) 

a Values are listed at the midpoint  of  the cloud layer. Read 1.0(5) as 1.0 × 
10 5 . 
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closer to complete coverage because clouds 
could be present  at a variety of different 
levels. So it is not easy to predict which set 
of  curves might be closer to the truth. 

The effect of  such a cloud on the net solar 
and infrared radiation fluxes is shown in 
Fig. 8a. FIR is little affected by the cloud, 
regardless of  where the cloud is located. 
The maximum decrease in FIR is roughly 
4% for a cloud level of  a few millibars. 
Above this height, the cloud is so optically 
thin that it has little effect on the outgoing 
radiation; below this height, the atmo- 
sphere above the cloud becomes optically 
thick, so the effect of  the cloud again dis- 
appears. Fs,  on the other hand, is very 
strongly affected. For  a cloud level of a few 
tenths of a bar, the net incident radiation is 
reduced by a factor of  3 or more. Equiva- 
lently, the planetary albedo increases from 
-0 .36  to as much as 0.8 (Fig. 8b). The ef- 
fect of  the cloud is much larger for solar 
radiation than it is for infrared, because the 
atmosphere is more transparent in the visi- 
ble. Such an H20-rich atmosphere is funda- 
mentally different from the present terres- 
trial a tmosphere because of its greater 
infrared opacity. On the present Earth,  the 
increase in albedo caused by clouds is 
partly compensated by their contribution to 
the greenhouse effect; hence, clouds can 
warm or cool the surface depending on 
their altitude and optical depth. By con- 
trast, the effect of  clouds in a warm, moist 
a tmosphere should be a clearcut cooling of 
the planetary surface. 

The critical solar flux at which a runaway 
greenhouse would occur  is highly depen- 
dent on the presence of  clouds (Fig. 8c). 
The cloud-free value, as just  mentioned, is 
1.4So. For  a cloud located at a few tenths of 
a bar pressure,  the critical flux increases to 
2.2So for 50% cloud cover,  or to 4.8So for 
100% cloud cover.  These results imply that 
liquid water  might well exist on the surface 
of  Venus even today if the total water  in- 
ventory was comparable to that of Earth. 
Early Venus was therefore quite likely to 
have been cool enough to maintain oceans. 
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FIG. 9. Effective solar constant S~u required to 
maintain a given surface temperature at selected CO2 
p r e s s u r e s .  

(c) Other Sensitivity Studies and 
Comparisons with Previous Models 

The results presented thus far were for an 
assumed COz mixing ratio of  3 × 10 -4, simi- 
lar to modern Earth. An obvious question is 
how sensitive the results are to the concen- 
tration of  CO2. The answer to this question 
is presented in Fig. 9. Here,  Seff is plotted 
against surface temperature for CO2 pres- 
sures ranging up to 100 bar. At low values 
of Self, Ts increases monotonically with in- 
creasing pCO2. However ,  CO2 increases 
alone are not able to trigger a runaway 
greenhouse.  This behavior  is in accord with 
the predictions of  Kasting and Ackerman 
(1986), who studied the response of  surface 
temperature to increased CO2 levels for S~ff 
equal to 0.7 and 1.0. At values of  S~fe be- 
tween 1.2 and 1.35 something unusual oc- 
curs: Ts decreases as pC02 increases from 
0.2 to 10 bar, then increases once again at 
pC02 = 100 bar. The reason is that, at 
pCO2 = 10 bar, the increase in total surface 
pressure outstrips the increase in saturation 
vapor pressure caused by the greenhouse 
effect; hence,  the surface water  vapor mix- 
ing ratio declines and the stratosphere dries 
out. A similar but less pronounced effect is 
predicted for Seff = 1 (Kasting and Acker- 
man 1986). 

The key point illustrated by Fig. 9, how- 
ever,  is that increases in CO2 have little ef- 
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temperature for different models. The curve labeled 
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fect on the solar flux required to trigger a 
runaway greenhouse.  For  pCO2 < 10 bar, 
the critical value of Serf remains equal to 
1.4; for pCO2 = 100 bar, it increases to 
1.42. The reason that the effect of  CO2 is 
small in this model is that Ear th 's  oceans 
contain 270 bar of  wa te r - - enough  to dilute 
anything else in the atmosphere.  If pCO2 
was greater than 100 bar, or if the ocean 
was smaller, the influence of CO2 would be 
more apparent.  

Another  parameter  of  obvious impor- 
tance is the H20 absorption coefficient in 
the 8- to 12-/~m window region. The formu- 
lation employed here,  from Roberts et al. 
(1976), presumes an exponential depen- 
dence on temperature  and a quadratic de- 
pendence on pH20 .  By contrast,  the gray 
atmosphere model of  Matsui and Abe 
(1986a,b) assumes an H20 absorption coeffi- 
cient of 0.1 cm 2 g- 1 bar- l ,  supposedly valid 
within the window region. To compare with 
their results I performed a set of  model ex- 
periments using their absorption coefficient 
between 8 and 12 /.Lm. The effect on the 
outgoing infrared flux is shown by the curve 
labeled "al tered kwi,dow" in Fig. 10. FIR in 
the transition region (400 to 1400°C) in- 
creases from 310 to 383 W m 2. Matsui and 
Abe 's  model atmosphere is obviously more 

transparent to infrared radiation than even 
the least opaque spectral region in the 
present model. 

Also shown in Fig. 10 are calculations of  
FIR versus Ts from the models of  Lindzen et 
al. (1982) and KPA. KPA's  curve fails to 
flatten out at high surface temperatures  be- 
cause their model did not include all the 
weak H20 bands in the near infrared (Sec- 
tion 2a). The model of  Lindzen et al. pre- 
dicts exactly the inverse type of  asymptotic 
behavior  from that found here: their curve 
goes off the graph vertically instead of  hor- 
izontally. As discussed in Section 1, this 
behavior  is nonphysical  because it requires 
that the planet radiate energy with more 
than the maximum possible efficiency. 

A second parameter  of  interest is the 
H20 absorption coefficient in the visible 
and near infrared. In addition to becoming 
important to the thermal radiation budget at 
high surface temperatures,  absorption in 
this spectral region strongly affects the 
planetary albedo. The present model pa- 
rameterizes H20 absorption in this spectral 
region using standard, ro ta t ion-vibrat ion 
band models (Appendix B), which are then 
fitted to exponential  sums for use in the 
scattering calculation. By contrast,  Var- 
davas and Carver  (1985) assumed that H20 
absorbs in a cont inuum down to either 0.55 
or 0.45/.~m, depending on whether  one be- 
lieves their text or Table 6 of Vardavas and 
Carver  (1984). This assumption was based 
on atmospheric measurements  made by 
Tomasi  (1979a,b). The strong absorption 
which they calculate causes their planetary 
albedo to decrease strongly at high H20 lev- 
els and could explain why their model 
" runs  away"  for a mere 2% increase in the 
solar constant.  

To determine the effect on my model, I 
performed a set of  calculations using Toma- 
si's absorption coefficients between 0.55 
and 1 /~m. The change in planetary albedo 
is shown by the dashed curve in Fig. 11. A v 
decreases more dramatically near Ts = 
350°K than in my model and recovers  to a 
lower value at high Ts. The net result is to 
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FIG. 11. Planetary albedo Ap versus  surface temper-  
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Tomas i ' s  con t inuum H20 absorpt ion coefficients are 
used  in the visible and near  infrared. 

lower the critical solar flux for runaway 
from 1.4So to 1.33So (Fig. 12). This does not 
explain why Vardavas and Carver's model 
predicts runaway at only 1.02So for the 
same, fully saturated conditions. Their 
results are also shown in Fig. 12. The range 
of Ts that they have covered is relatively 
small; it may be that they would have 
reached a different conclusion had they ex- 
tended their calculations to higher surface 
temperatures. 

(d) Runaway Greenhouses during 
Accretion 

Impact devolatilization of incoming plan- 
etesimals should have released H20 and 
CO2 directly into the atmosphere during the 
Earth's accretion. Matsui and Abe (1986a) 
have studied the effect of a pure H20 pro- 
toatmosphere on the Earth's early thermal 
evolution using a simple analytic radiation 
model. They predicted that the growing 
Earth would have had a 100-bar steam at- 
mosphere with a surface temperature near 
1500°K--above the solidus for typical sili- 
cate rocks. Other thermal evolution models 
(e.g., Coradini et al. 1983) which ignore the 
blanketing effect of the atmosphere predict 
a thin, solid crust and a surface temperature 
near 300°K. 

Matsui and Abe's atmospheric model 

was gray and radiatively equilibrated at all 
heights. They considered the possibility of 
(dry) convection, but dismissed it because 
their calculated radiative lapse rate was 
subadiabatic--probably because their as- 
sumed H20 opacity was smaller than the 
actual opacity throughout much of the in- 
frared (see previous section). 

The present model is ideally suited for 
checking their calculation. The existence of 
a substantial accretionary heat flux at the 
surface would require that the atmosphere 
was almost certainly convective throughout 
its lowermost regions, Matsui and Abe's 
result notwithstanding. This may be seen 
from inspection of Fig. 2. If the accretion- 
ary heat flux was some appreciable fraction 
of the solar constant, it would be much 
larger than the energy flux that could be 
transmitted radiatively through the lower 
atmosphere. Hence, the thermal structure 
assumed here should be appropriate. If the 
solar flux incident at the top of the atmo- 
sphere is assumed to be constant, the dif- 
ference between the net incoming solar flux 
and the net outgoing infrared flux can be 
reinterpreted as the accretionary heat flux 
required to sustain a given surface tempera- 
ture. Assuming that the solar luminosity 
was 30% less than today at the time when 
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Earth was forming, the accret ionary heat 
flux is given by F~cc = F~R - 0.7Fs. This 
interpretation is, of  course, meaningful 
only if F,c~ is positive. 

The solid curve in Fig. 13 shows the 
result of recasting the radiation fluxes from 
the standard model (Fig. 7a) in this manner. 
The critical value of  F~c required to trigger 
runaway greenhouse conditions is about 
150 W m -2, or 63% of the globally averaged 
solar flux at the time that the Earth was 
forming. For  an Earth-sized object, this 
corresponds to an accretion rate of 0.64 x 
10 -8 Earth masses (Mo) year -j.  This may be 
compared with an estimated accretion rate 
of about 1 x 10 8Mo year J at the time 
when Earth was about 90% formed (Sa- 
fronov 1972, Matsui and Abe 1986a). The 
actual accretion rate is highly uncertain; it 
could vary up or down by as much as an 
order  of magnitude. For  the values as- 
sumed by Matsui and Abe, however,  it ap- 
pears that their conclusion is fundamentally 
correct:  The surface heat flux on a growing 
Earth would have been sufficient to vapor- 
ize any water that was present,  creating a 
dense steam atmosphere.  

A more meaningful comparison can be 
obtained by assuming that the protosphere 
contained 100 bar of  water, as in Matsui 
and Abe 's  model,  in place of the 270 bar 
assumed in my standard model. To this I 

have added 20 bar of  C02, based on the 
estimate by Holland (1984, Chapter  2) that 
one-third of  Ear th 's  carbon dioxide was in 
the atmosphere at the close of accretion. 
The result is shown by the dashed line in 
Fig. 13. This atmosphere is hot ter  than the 
standard model at low values of Face be- 
cause of  the warming provided by CO2. 
Conversely,  it is cooler at high values of 
Facc because the dry convect ive  region is 
shallower. The surface temperature pre- 
dicted for a mass accretion rate of 10 8Mo 
year J is about 1500°K, in good agreement 
with Matsui and Abe (1986a). The fact that 
the two models agree this well is to some 
extent fortuitous; nonetheless,  it implies 
that the calculation is reasonably robust. 

Clouds would of  course affect these 
results as well, although their influence 
would be smaller than in the pure solar 
heating case because a substantial fraction 
of the heat input is from below. Figure 8a 
shows that the effect of clouds on the out- 
going infrared radiation would have been 
small, regardless of  where the heat was 
coming from. Thus, their main effect would 
have been to reflect some portion of the 
incident solar radiation. If all of  the incident 
radiation was reflected, the critical value of  
F ~  required for runaway would increase 
by about a factor of 2. This might shorten 
the duration of a steam atmosphere on the 
accreting Earth,  but it does not alter the 
prediction that such an atmosphere could 
once have existed. Accret ionary atmo- 
spheres have been examined in more detail 
by Zahnle et  al. (1987). 

4. DISCUSSION 

The results presented in the last section 
provide a basis for understanding how the 
atmosphere of  Venus may have evolved. 
The cloud-free calculations (Fig. 7) put 
early Venus right on the borderline between 
a moist and a runaway greenhouse.  Since 
clouds should have tended to cool the sur- 
face (Section 3b), early Venus would al- 
most certainly have been in the moist 
greenhouse state, provided that its initial 
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endowment of water was similar to that of 
Earth. This was also the conclusion 
reached by KPA. They favored this hy- 
pothesis for several reasons in addition to 
their surface temperature calculations: 
First, they argued that it provides a more 
satisfactory explanation for the presently 
observed D/H ratio in the Venus clouds in 
that it does not require prolonged outgas- 
sing of isotopically light, juvenile water to 
prevent the atmospheric D/H ratio from be- 
coming even higher than observed. Second, 
it shortens the time required for water loss 
by providing a mechanism (carbonate for- 
mation) for sequestering CO2, thereby 
keeping the background atmosphere rela- 
tively thin. And, third, the oxygen left be- 
hind by the escape of hydrogen could have 
been more easily removed by weathering in 
the presence of liquid water. 

Of these three points, only the second 
now appears to be a valid concern. If the 
surface temperature of a runaway green- 
house atmosphere is indeed above the melt- 
ing point of the crust, as found both here 
and in the calculations by Watson et  al. 
(1984) and Matsui and Abe (1986a,b), oxy- 
gen could have been lost very rapidly by 
reaction with the magma. Oxygen could 
also have been dragged out to space along 
with the escaping hydrogen if the solar 
EUV flux powering this process were en- 
hanced at that time (Zahnle and Kasting 
1986). Thus, getting rid of the oxygen 
seems not to be a problem for either the 
moist or the runaway greenhouse model. At 
the same time, the D/H enrichment in the 
Venus clouds now seems to be telling us 
less than was once thought. The traditional 
interpretation (Donahue et  al. 1982) is that 
the factor of 100 enrichment in D/H re- 
quires that Venus started out with at least 
100 times as much water as it has now, or 
more if some deuterium escaped along with 
the hydrogen. But this is true only if there 
has been no substantial influx of water into 
Venus' atmosphere. Recently, Grinspoon 
and Lewis (1988) have argued (convinc- 
ingly) that Venus' water is in steady state: 

the loss of hydrogen to space is balanced by 
a continued input of water from comets or 
from delayed juvenile outgassing. If this is 
true, then no increase in Venus' past water 
inventory is required to explain the ob- 
served D/H ratio. The enrichment could 
result simply from preferential escape of 
the lighter isotope during the recent past 
(Hunten et  al. 1988). Hence, Venus could 
conceivably have started out dry, as origi- 
nally suggested by Lewis (1972), in which 
case the whole question of moist versus 
runaway greenhouse atmospheres would 
become somewhat moot. 

A wet origin for Venus is still favored if 
one accepts the argument that mixing be- 
tween the accretion zones of Venus and 
Earth, as predicted by the model of 
Wetherill (1985), would have resulted in 
comparable initial volatile inventories for 
the two planets. Thus, the question of how 
Venus could have lost its water is still rele- 
vant, even if the isotopic evidence for this 
event is no longer accepted. The key issue 
concerning water loss is not whether Ve- 
nus' atmosphere was in a moist or a run- 
away greenhouse state, but rather, the rate 
at which water could have been lost 
through photodissociation followed by hy- 
drogen escape. This rate is proportional 
to the mixing ratio of water vapor in the 
stratosphere fo(H20) (Hunten 1973), which 
is in turn related to the H20 mixing ratio 
near the surface (Ingersoll 1969). The results 
shown in Figs. 5a and 7c can be combined 
to yield fo(H20) as a function of the solar 
constant (Fig. 14). For a fully saturated, 
cloud-flee model, the water vapor content 
of the stratosphere increases dramatically 
for solar fluxes greater than about 1.1So. 
Any value of fo(H20) in excess of 10 -3 may 
be considered unstable because it would 
lead to the escape of Earth's oceans in less 
than about 4 billion years, if hydrogen es- 
caped at the diffusion limit. Since a 10% 
increase in solar flux corresponds to mov- 
ing the Earth 5% closer to the Sun, these 
results are in agreement with those of Hart 
(1978), who concluded (for different rea- 
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sons) that the inner edge of the continu- 
ously habitable zone (CHZ) was near 0.95 
AU. The actual boundary of the CHZ 
should in reality lie somewhat closer to the 
Sun, because the assumptions made here 
concerning clouds and relative humidity 
should tend to overestimate both the sur- 
face temperature and the rate of water loss 
at a given solar flux. The solar constant is 
currently increasing at a rate of a little un- 
der 1% per hundred million years (Gough 
1981). Thus, the present model suggests 
that Earth could begin to lose its oceans 
around one billion years hence. The actual 
time remaining before this process begins is 
probably longer than this, because the 
model yields upper limits on surface tem- 
perature and because further decreases in 
atmospheric pC02 brought about by the 
carbonate-silicate cycle could slow the 
predicted climatic warming (Walker et al. 
1981). Thus, the loss of Earth's water is not 
something that we will have to worry about 
for a very long time. 

5. C O N C L U S I O N  

Calculations with a fully saturated, 
cloud-free, climate model indicate that the 
critical solar flux required to trigger a run- 
away greenhouse is 1.4 times the values at 
Earth's orbit, or about the same as the flux 
at Venus' orbit early in Solar System his- 
tory. This result is nearly independent of 
the amount of CO2 in the atmosphere, but is 
sensitive to the H20 absorption coefficient 
in the 8- to 12-/zm window region. The pres- 
ence of even a single-layer cloud could 
have increased the critical solar flux to be- 
tween 2So and 5So. Thus, if Venus started 
out with an Earth-like water endowment, it 
ought once to have had oceans upon its sur- 
face. 

A runaway greenhouse atmosphere was 
probably present on Earth throughout 
much of the process of accretion. The sur- 
face temperature of a 100-bar steam atmo- 
sphere should have been about 1500°K, in 
agreement with previous predictions. This 
finding provides additional support for the 
idea that the Earth's surface was molten at 
this time. 

Earth's atmosphere is apparently stable 
with respect to water loss for solar flux in- 
creases of less than I0%. Still larger solar 
flux increases could cause the stratosphere 
to become wet, resulting in rapid loss of 
water from photodissociation followed by 
hydrogen escape. The Earth might there- 
fore be uninhabitable had it formed approx- 
imately 5% closer to the Sun. Earth may 
lose its oceans and revert to its original life- 
less state beginning about one billion years 
hence. 

A P P E N D I X  A: A D I A B A T I C  LAPSE RATES IN 
N O N I D E A L  A T M O S P H E R E S  

The rate at which temperature decreases 
during the adiabatic expansion of a mixture 
of a nonideal, condensable gas (water va- 
por) and an ideal, noncondensable gas (CO2 
o r  N2) was calculated in the following man- 
ner. The total pressure P was assumed to 
be given by 
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P = P~ + P. ,  (A1) 

where Pv is the vapor pressure of water and 
P,  is the pressure exerted by the noncon- 
densable gas. P,  is related to the density p. 
of the noncondensable gas by the perfect 
gas law: Pn = pnRT/mn,  where R is the uni- 
versal gas constant, T is temperature, and 
m, is the gram molecular weight of the gas. 
Pv and pv are related in a more complicated 
manner. I have calculated their relation- 
ship, as well as the values of other thermo- 
dynamic quantities, using the computer 
program listed in Appendix B of the N B S /  
N R C  S team Tables (Haar et al. 1984). The 
results of the program were expressed in 
the form 

Pv = OvRT/(/3mv). (A2) 

Here,/3 =/3(pv, T) is a parameter that ex- 
presses the degree to which the gas departs 
from ideality. The value of/3 for water va- 
por ranges from near unity at low pressures 
and high temperatures to above 4 near the 
critical point. Following Ingersoll (1969), I 
also define the ratio 

a~ = P~/O,. (A3) 

This parameter is constant except where 
condensation is occurring. 

The variation of otv with temperature in 
the condensation region is given by Eq. 
(A7) in Ingersoll (1969), which I rewrite as 

d i n  T 
d In av (R/m.) (d  In pv/d In T) - Cvn - uv(d s~/d In T) - ~¢(d sc/d In T) 

av(Sv - Sc) + R / m .  
(A4) 

Here, C~. is the specific heat (per gram) at 
constant volume of the noncondensable 
gas, Sv is the specific entropy (per gram) of 
the vapor, and O~c and se are the density 
ratio (Pc/Pn) and specific entropy of the con- 
densed phase (water or ice). I assume that a 
gas parcel in the atmosphere would follow a 
pseudoadiabatic expansion, in which the 
condensed phase leaves the system imme- 
diately (a¢ = 0). 

The variation of pressure with tempera- 
ture in the condensation region, i.e., the in- 
verse of the moist adiabatic lapse rate, may 
be obtained by differentiating Eq. (A1), 
making use of (A3) and the perfect gas law. 
The result is 

d In P Pv d In Pv 
d l n  T P d l n  T 

P . [  d l n p v  d l n T ]  
+ - f f  1 + d l n ~  d in  . (A5) 

The derivatives of Pv and p~ with respect to 
temperature were evaluated by taking the 
difference of successive values calculated 
at 5 degree intervals along the saturation 
vapor pressure curve. 

Equations (A4) and (A5) have simpler an- 
alogs in the temperature regime (below 

100°C) where water vapor behaves like an 
ideal gas and where the Clausius-Clapey- 
ron equation 

d In P~ m~L 
d l n ~  - R T  (A6) 

is valid. Here L is the latent heat (per gram) 
of evaporation or sublimation. These equa- 
tions are repeated here because they have 
been expressed incorrectly in two other pa- 
pers (Kasting et al. 1984a, Vardavas and 
Carver 1985). The correct results are 

d In T \ m . T  - y + a r m .  

~/ = Cpn + a c C  c 

+oe~ C~ - ~ + ~-~ (A7) 

and 

d In P m v L  

d in  T R T  

1 d In O~v 
1 + c~vmnlmv d i n  T" (A8) 
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The quantities Cpn and C~ are, respectively, 
the specific heats (per gram) at constant 
pressure for the noncondensable gas and 
the condensed phase. The value of dL/dT 
may be assumed to be equal to zero below 
0°C; above this temperature its value (from 
Kirchoff 's equation) is 

dL 
- -  = 

dT Cpv c,~, 

--= - A  -~ -0.553 cal g-J °K. (A9) 

Equations (A7) and (A8) are used in the 
present model only at temperatures below 
0°C. With (A9), however, they are accurate 
to within a few percent up to at least 100°C. 
The saturation vapor pressure in this range 
can be obtained by integrating Eq. (A6) 
to obtain Magnus' equation (Iribarne and 
Godsen 1981, Eq. (4-53)): 

Pv = po(To/T) mvz/R 

exp [mv(LO+R A T o ) ( T ~ -  1)] .  (A10) 

Equations (A7)-(A10) provide a convenient 
way of treating water in most model calcu- 
lations. 

The variation of pressure with tempera- 
ture in the unsaturated region, i.e., the in- 
verse of the dry adiabatic lapse rate, may be 
obtained by differentiating Eq. (A1), taking 
into account the fact that av is now con- 
stant. The (trivial) result is 

d l n  e _ pv  (0  In 

d ln  T P \ a l n  T/s  
P , ( O l n P , )  

+ T ~a-q-f-f/s' (AI l) 

The terms in parentheses represent partial 
derivatives at constant entropy. By using 
the second law of thermodynamics and a 
Maxwell's relation, one can show that for 
any fluid 

O l n P ]  _ C v 
-O-]l-n--T/s P(OV/OT)p' (A12) 

where Vis the specific volume (= l/p). For 
water vapor, the term (OV/OT)p was evalu- 
ated from the thermodynamic computer 

program. For the ideal gas, P(OV/OT)p = 
R/mn. 

The behavior of water vapor in the imme- 
diate vicinity of the critical point is compli- 
cated. Ingersoll (1969) has pointed out that 
it may be incorrect to treat water vapor 
and the noncondensable gas separately, in 
which case Eqs. (AlL (A4), and (A5) are 
invalid. This is not a serious problem for 
most cases of physical interest because, in 
a real atmosphere, the pressure-tempera- 
ture curve generally would not come near 
the critical point. This is because the sur- 
face temperature jumps abruptly from near 
500°K to about 1500°K (Fig. 6c); thus, the 
critical temperature should usually be en- 
countered within the undersaturated re- 
gion. The calculations described here do 
approach the critical point, and the calcu- 
lated lapse rates may be inaccurate in this 
region. To avoid generating any obviously 
unphysical results, I set the derivative dsv/ 
don T) in Eq. (A4) equal to zero at the criti- 
cal point. Then, since ac = 0 and since (Sv - 
so) also goes to zero at this point, the moist 
lapse rate (Eq. (A5)) reduces to 

d In P Pv d In Pv Pn Cpn mn 
d l n ~ -  P d l n ~  + P R , (A13) 

which is the same as Eq. (A11) for the dry 
lapse rate except that the derivative of the 
vapor pressure is evaluated differently. For 
pure water vapor d(ln P)/d(ln T) jumps 
from about 5.5 in the unsaturated region to 
7.7 in the saturated region near the critical 
point, according to this model. 

The lapse rate formulations given here 
were implemented in the radiative-convec- 
tive model by using the computer program 
of Haar et al. (1984) to generate two tables. 
The first table contained values of/3, P~, 
don PO/d(ln T), Sv - sc, dsv/d(ln T), dsc/ 
d(ln T), and d(ln p)/d(ln T) at 5 degree in- 
tervals along the saturation vapor pressure 
curve, from 0 to 374°C. The second table, 
which was used in the unsaturated region, 
contained values of/3 and [0(In Pv)/O(ln T)]s 
for pressures of 1 to 345 bar and tempera- 
tures of 0 to 2000°C. AP for this table was 5 
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bar; 2xTwas 10 ° below 600°C and 100 ° above 
that temperature.  Values at specific (P, T) 
points in the unsaturated region were ob- 
tained by linear interpolation, taking care to 
use tabulated values on the proper  (low-P, 
high-T) side of  the saturation vapor pres- 
sure curve.  

APPENDIX B: H20 ABSORPTION IN THE 
VISIBLE AND NEAR-INFRARED 

Absorption of  solar radiation by water 
vapor  plays an important role in determin- 
ing the planetary albedo in a warm, moist 
atmosphere.  This point was made clearly in 
the study by Vardavas and Carver  (1985). 
Their  albedo calculation, however,  incor- 
porates estimates by Tomasi  (1979a,b) of 
HzO continuum absorption in the visible 
and near-infrared parts of the spectrum. 
Tomasi reports a continuum mass absorp- 
tion coefficient K(h, 0°C) of 0.017 cm 2 g-i 
bar -~ at 1.63/xm increasing to 0.03 cm 2 g-~ 
bar -I at 0.55 /xm. The continuum is pre- 
sumed to arise from absorption in the far 
wings of rota t ion-vibrat ion bands. Al- 
though Tomasi labels it " w e a k "  absorp- 
tion, this continuum, if it existed, would 
overwhelm Rayleigh scattering in a pure 
H20 atmosphere by a factor of 200 at 0.55 
/xm. 

The continuum measurements  of Tomasi 
were derived from measurements  of atmo- 
spheric at tenuation along vertical and hori- 
zontal paths in various " w i n d o w "  regions 
in the visible and near-IR. There are two 
problems with T o m a s r s  analysis. First, 
most of  the observed attenuation is a result 
of scattering by aerosols,  and this compo- 
nent must be removed in order  to calculate 
the absorption by water  vapor. In principle 
this can be done, but in practice it is always 
difficult to calculate a small number  from 
the difference between two larger ones. Ev- 
idence that Tomasi ' s  procedure failed is 
provided by the fact that the measured con- 
tinuum absorption coefficient increases at 
wavelengths below 1 /xm, just  as would be 
predicted for scattering by aerosols (Toon 
and Pollack 1976). If  the absorption were 
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FIG. 15. Estimates of H20 absorption in the visible 
and near infrared. The vertical lines represent band 
strengths Sn from Goody (1964). The horizontal bars 
represent the product xyo of the random band model 
parameters in various spectral intervals given in Table 
1I. (Dashed bars are derived by extrapolation--see 
text.) The long dashed line indicates the water vapor 
continuum measured by Tomasi (1979b), 

due solely to H20, by contrast,  it ought to 
become weaker  at shorter wavelengths. 

A second, equally serious problem is that 
the " w i n d o w "  regions examined by To- 
masi (1979a), at 0.665, 0.682, 0.715, 0.755, 
0.784, 0.881, 1.01, 1.05, 1.09, 1.24, and 1.29 
/xm, all contain well-known rotat ion-vibra-  
tion bands. Band intensities for the stron- 
gest of these, and for several (weaker) tran- 
sitions in the visible, are shown in Fig. 15. 
It is likely that Tomasi did observe H20 
absorption at these wavelengths, but there 
is no obvious reason why it should be as- 
cribed to a continuum. Line absorption by 
water  vapor  can be well described by the 
random band model suggested by Goody 
(1964). For  Tomasi ' s  conditions the band 
absorption may have been on the linear part 
of the curve of  growth, giving a linear rela- 
tionship between the observed extinction 
and water vapor  abundances.  But at the 
long pathlengths relevant to warmer condi- 
tions the optical depth in the Goody model 
increases as the square root of the absorber 
amount,  rather than linearly as would be 
the case for a continuum. 

In the present  model I have calculated 
H20 absorption in the visible and near-in- 
frared by using the band model approach. 
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T A B L E  II 

SELECTED SPECTRAL INTERVALS AND RANDOM 
BAND MODEL PARAMETERS AT 1 BAR AND 300°K 

Interval Wavelength  range x Y0 
(~m) 

9 0.5400-0.5495 0.00141" 0.143" 
10 0.5495-0.5666 
11 0.5666-0.6050 0.00912" 0.143 ~ 
12 0.6050-0.6250 
13 0.6250-0.6667 0.00646" 0.143" 
14 0.6667-0.691 0.0014 0.0028 
15 0.691 -0 .752 0.038 0.143 
16 0.752 -0 .784 5 .6 ( -5)  0.0025 
17 0.784 -0.842 0.0339 0.107 
18 0.842 -0.891 
19 0.891 -0 .962 0.607 0.18 
20 0.962 - 1.036 0.620 0.0021 

These  parameters  derived by scaling relative to in- 
terval 15 (see text). 

For water vapor bands longward of 0.67 
/xm, synthetic absorption coefficient spec- 
tra were computed as functions of tempera- 
ture and pressure using the AFGL tape and 
line profile algorithms developed at AFGL 
(Smith et al. 1978, Clough and Kneizys 
1979). These spectra were then used to 
compute transmission as a function 
pathlength, and the resulting transmission 
curves were fit to the Goody model 

T = exp [(l ~S--~m/y)j/2 j (B1) 

to get the random band model parameters 
listed in Table II. In Eq. (B1) m is the ab- 
sorber pathlength in g cm -2 and y = Yo(P/ 
Po), where P is pressure and yo is the value 
o f y a t  1 bar. 

For intervals shortward of 0.67 tzm, 
where no information was available on the 
AFGL tape, a different procedure was used 
to estimate band model parameters. Three 
of these intervals (9, 11, and 13) contain 
well-known interference lines in the 
Fraunhoffer spectrum (Moore et al. 1966). 
The values of Yo for these intervals were 
assumed to be the same as in interval 15. 

The x's in these intervals were obtained by 
summing the equivalent widths of individ- 
ual lines tabulated by Moore et al. and then 
scaling the value of xjs by the ratio of (W/ 
Au)i/(W/Au)15. Here, W is the total equiva- 
lent width of absorption lines within an in- 
terval and Au is the total width of the 
interval. This approximate scaling follows 
from the observation that the transmission 
function for random spaced lines of equal 
intensity is given by exp(-W/Au) and that 
the equivalent widths are on the linear part 
of the curve of growth for the observations 
of Moore et al. 

In the long pathlength limit the Goody 
transmission function (Eq. (BI)) reduces to 
T = exp(-(xmy)r/2). Thus, for comparative 
purposes I have also plotted in Fig. 14 the 
product Xyo in each interval, along with 
Tomasi's calculated continuum absorp- 
tion coefficients. It is evident that the 
band model predicts decreasing absorption 
at short wavelengths, whereas the con- 
tinuum model predicts just the opposite. 
The disparity between the two formula- 
tions is illustrated more directly by Fig. 
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FIG. 16. Optical depth as a function of  H20 column 
abundance  along horizontal  path at 1 bar and 300°K. 
Solid curves  represent  r andom band models  (see Fig. 
15); the d a s h - d o t  line represents  Tomas i ' s  con t inuum 
at 0.55 /xm; and the dashed  lines indicate Rayleigh 
scattering by water  vapor  at two different wave-  
lengths.  For  compar ison ,  the Rayleigh optical depth of  
a dry, l-bar, N2-O2 a tmosphere  is about  0.035 at 0.7 
txm and 0.091 at 0 .55/zm.  
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16, which shows optical depth at 1 bar as a 
function of absorber amount for the band 
models and for a continuum coefficient of 
0.03 cm 2 g-i (Tomasi's value at 0.55 /xm). 
The band models predict substantially less 
absorption in every interval shortward of 
0.78 txm, particularly at long pathlengths 
where the square root law is in effect. One 
should note that a pathlength of 103 g cm -2 
corresponds to the vertical column depth of 
a l-bar, pure H20 atmosphere. Note also 
that the amount of absorption in most inter- 
vals significantly exceeds the attenuation 
by Rayleigh scattering for pure H20 and 
should therefore become important for high 
water vapor abundances. 
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