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This paper presents a distributed fault diagnosis scheme able to deal with process and sensor faults in an
integrated way for a class of interconnected input-output nonlinear uncertain discrete-time systems. A
robust distributed fault detection scheme is designed, where each interconnected subsystem is monitored
by its respective fault detection agent, and according to the decisions of these agents, further information
regarding the type of the fault can be deduced. As it is shown, a process fault occurring in one subsystem
can only be detected by its corresponding detection agent whereas a sensor fault in a subsystem can be
detected by either its corresponding detection agent or the detection agent of another subsystem that is
affected by the subsystem where the sensor fault occurred. This discriminating factor is exploited for the
derivation of a high-level isolation scheme. Moreover, process and sensor fault detectability conditions
characterizing quantitatively the class of detectable faults are derived. Finally, a simulation example is
used to illustrate the effectiveness of the proposed distributed fault detection scheme.
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1. Introduction

In many applications involving large-scale systems, collaboration and information exchange among
several subsystems is of crucial importance. Examples include power systems, communication net-
works and water systems. If the problem of real-time monitoring is not properly addressed, the
operation of such systems may create life-threatening situations and cause significant economic dam-
age. Therefore, the development of robust fault detection approaches for identifying promptly any
abnormal system behavior is a primary task for achieving safe and reliable system operation.

The area of fault diagnosis is at the forefront of the technological evolution for several decades.
Many survey papers (Frank, 1990; Venkatasubramanian, Rengaswamy, Yin, & Kavuri, 2003) and
books (Blanke, Kinnaert, Lunze, & Staroswiecki, 2010; Chen & Patton, 1999; R. Patton & Frank,
1989) exist on the topic. The problem of fault detection and isolation (FDI) for linear systems is well
investigated and the interested reader is directed to the aforementioned books and survey papers.
In the case of FDI for nonlinear systems, until recently, centralized fault diagnosis approaches were
the main topic of investigation and a variety of methods were employed; i.e. by using nonlinear
observer design (Hammouri, Kinnaert, & El Yaagoubi, 1999; Rajamani & Ganguli, 2004), adaptive
estimation methods (Reppa, Polycarpou, & Panayiotou, 2014; X. Zhang, Polycarpou, & Parisini,
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2002), change detection methods (Basseville & Nikiforov, 1993; Q. Zhang, Basseville, & Benveniste,
1998) and differential-geometric approaches (De Persis & Isidori, 2002). In the last years though,
due to advances in computing and communications mainly, the focus of the research activities is di-
rected mostly towards the development of hierarchical (Klinkhieo & Patton, 2009; R. J. Patton et al.,
2007), decentralized (Ferdowsi, Raja, & Jagannathan, 2012; Léchevin & Rabbath, 2009; Stankovic,
Ilic, Djurovic, Stankovic, & Johansson, 2010; Wei, Gui, Xie, & Ding, 2009; X. Zhang, Polycarpou,
& Parisini, 2009) and distributed (Boem, Ferrari, & Parisini, 2011; Ferrari, Parisini, & Polycarpou,
2012; Keliris, Polycarpou, & Parisini, 2013a; Yan, Tian, & Shi, 2008) schemes for process or sensor
faults. In our earlier work Keliris et al. (2013a), a distributed fault detection approach under con-
tinuous time and full state measurements was presented for the case of process faults along with a
thorough detectability analysis. The approach made use of filtering in order to dampen the effects
of measurement noise and aid in the derivation of tight detection thresholds. In Keliris, Polycarpou,
and Parisini (2013b), the approach given in Keliris et al. (2013a) was extended by relaxing the as-
sumption of the availability of all the state measurements and, the proposed approach dealt only
with process faults under continuous time. In this work, we maintain the use of filtering and we
investigate further the properties of the filtering approach under discrete time, by considering the
input-output case and, by dealing with process and sensor faults in an integrated way.

In many cases, the architecture of the underlying subsystems that are inherently decentralized or
distributed makes the development of a distributed FDI framework a necessity. For instance, many
factors contribute to the need for a distributed FDI formulation such as the large scale nature of
the system to be monitored, its spatial distribution, the inability to access centrally certain parts
of the system. As a result, local diagnosis should be performed, however the increasing complexity
of large scale interconnected systems creates additional difficulties to the fault diagnosis problem,
especially with issues related to fault propagation where, a fault that occurs in one subsystem
appears and affects neighboring subsystems. Therefore, there is the need to understand better the
fault propagation issues involved and the behavior of the system and the corresponding FDI scheme.
This paper, contributes towards these directions by proposing a distributed fault detection scheme
and addressing fault propagation among interconnected subsystems.

In the research literature there is the tendency to deal with the problem of fault diagnosis for
process and sensor faults separately, something that poses a significant limitation for real world
applications. For example, in the problem of fault diagnosis for process faults the sensors are as-
sumed healthy. However, apart from erroneous detection results, a faulty sensor may also lead to
degraded tracking or regulation performance or even endanger the stability of the control system.
Acknowledging, that sensors are prone to faults and utilizing sensor validation approaches is crucial
to the overall system stability and reliability. Similarly, in the problem of fault diagnosis for sensor
faults, typically it is assumed that there are no process faults. Obviously, dealing with the process
and sensor fault problem separately incurs the danger of false alarms due to monitoring the specific
fault type and ignoring the other, something that results in unnecessary component replacement and
increased maintenance costs.

The research conducted on the fault diagnosis problem that deals simultaneously with process and
sensor faults is limited (Dunia & Joe Qin, 1998; Salahshoor, Mosallaei, & Bayat, 2008; Q. Zhang
& Zhang, 2012; X. Zhang, Polycarpou, & Parisini, 2008). Some earlier results dealing jointly with
actuator and sensor faults can also be found in Kinnaert and Peng (1995); Massoumnia and Van-
der Velder (1988); Viswanadham and Srichander (1987). In Salahshoor et al. (2008) the sensor and
process fault detection problem is addressed using multi sensor data fusion techniques based on the
adaptive extended Kalman filter algorithm, whereas in Dunia and Joe Qin (1998) a unified framework
for dealing with joint diagnosis of process and sensor faults is proposed along with fault identification
and reconstruction via principal component analysis. In the context of analytical redundancy meth-
ods, X. Zhang et al. (2008) develop a fault isolation approach to determine which process or sensor
fault, among two respective fault classes, has occurred. Based on the assumption that only a single
fault occurs (either a process or a single sensor), adaptive approximation methods are used in order
to build a fault detection estimator and suitable fault isolation estimators that correspond to the
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process and sensor faults that are able to determine which fault has occurred. In Talebi, Khorasani,
and Tafazoli (2009) a recurrent neural-network based fault detection scheme for nonlinear systems is
proposed, which employs two nonlinear-in-parameters neural networks to isolate actuator and sen-
sor faults; the fault determined when the output of one of the neural networks produces a non-zero
output indicating the faulty condition. In Thumati and Halligan (2013) a nonlinear observer-based
fault diagnostics scheme, dealing with process and sensor faults, for nonlinear systems in discrete
time is proposed. The scheme consists of an artificial immune system as an online approximator,
which identifies the fault type by monitoring the outputs’ magnitude of the two online approximators
(state and output) as in Talebi et al. (2009). In Q. Zhang and Zhang (2012) a distributed detection
scheme for process and sensor faults for a class of input-output interconnected systems under con-
tinuous time is proposed, but the estimator design is conducted under some potentially restrictive
conditions and, deals only with the fault detectability issue. This paper contributes to the limited
research available, by developing a distributed fault detection scheme for process and sensor faults
and investigating the propagation of the fault effects to neighboring subsystems.

The primary objective and main contribution of this paper is the derivation of a distributed
fault diagnosis approach dealing with process and sensor faults in an integrated way, utilizing a
specifically designed scheme that encompasses important characteristics regarding fault propagation
among subsystems. Detectability conditions for process and sensor faults are derived, characterizing
quantitatively the class of detectable faults. The scheme is comprised of a set of interacting fault
detection agents, in which each subsystem is monitored by its respective detection agent. As shown,
a process fault that occurs in a subsystem can only be detected by its respective detection agent,
whilst a sensor fault that occurs in a subsystem may also be detected by the detection agents of
neighboring subsystems that are affected by the subsystem where the sensor fault occurred. This
differentiating element is exploited in order to derive a high-level fault isolation scheme, able to
provide information regarding the type and location of the fault that has occurred. Therefore, the
proposed distributed fault detection approach encompasses significant benefits for the fault isolation
task which can be exploited by a more sophisticated isolation scheme to pinpoint the exact fault
that occurred.

The paper is organized as follows: the problem formulation is given in Section 2 and the detailed
design of the distributed fault detection scheme is presented in Section 3. In Section 4, the de-
tectability conditions that characterize the class of detectable process and sensor faults are derived.
In Section 5, fault propagation issues are investigated, and in Section 6, a high-level fault isolation
scheme is proposed. In Section 7, a simulation example demonstrating the effectiveness of the scheme
is presented and, finally, in Section 8 some concluding remarks are given.

2. Problem formulation

We consider an interconnected nonlinear dynamic system comprised of N subsystems ΣI , I ∈
{1, ..., N}. The discrete-time dynamics of each subsystem is described by:

ΣI :


xI(t+ 1) = AIxI(t) + gI(y0

I (t), ȳ0
I (t), uI(t)) + ηI(xI(t), x̄I(t), uI(t), t)

+βxI (t− T x0 )φI(x(t), uI(t)) (1)
yI(t) = CIxI(t) + ξI(t) + βyI (t− T y0 )θI(t) (2)

where t ∈ N is the discrete time instant, xI ∈ RnI , uI ∈ RmI and yI ∈ RpI are the state, input
and measured output vectors of the I-th subsystem, respectively, and x ,

[
x>1 , x

>
2 , . . . , x

>
N

]> ∈ Rn
is the state vector of the overall system. Note that the distributed fault diagnosis scheme (to be
presented) is composed by N local fault detection agents FI , I ∈ {1, ..., N}, one for each subsystem
ΣI , and, that the structure of the diagnosis agents is exactly mirroring the decomposition (1), (2).
The matrix AI ∈ RnI × RnI and the function gI : RpI × Rp̄I × RmI 7→ RnI are the known nominal
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function dynamics and the matrix CI ∈ RpI × RnI is the known nominal output matrix of the
I-th subsystem. The function gI contains the known part of the interconnection function between
the I-th and its neighboring subsystems. More specifically, the vectors y0

I (t), ȳ0
I (t) are defined as

y0
I (t) , CIxI(t) and ȳ0

I (t) , C̄I x̄I(t), where x̄I ∈ Rn̄I and C̄I x̄I ∈ Rp̄I denote the state variables
and the corresponding output variables, respectively, of the neighboring subsystems that affect the
I-th subsystem. This indicates that gI is a function of local variables y0

I (t) and, interconnection
variables ȳ0

I (t) that are measurable as yI(t), ȳI(t) respectively. The superscript 0 in y0
I (t), ȳ0

I (t)
simply indicates the noiseless and sensor fault free measurements of yI(t), ȳI(t) respectively. The
vector function ηI : RnI ×Rn̄I ×RmI ×R+ 7→ RnI denotes the modeling uncertainty associated with
the nominal dynamics and ξI ∈ RpI represents the measurement noise. The term βxI (t−T x0 )φI(x, uI)
characterizes the process fault function dynamics affecting the I-th subsystem, including its time
evolution. More specifically, the term φI : Rn × RmI 7→ RnI represents the unknown fault function
and the term βxI (t− T x0 ) : R 7→ R+ models the time evolution of the fault, where T x0 is the unknown
time of the fault occurrence. Note that the fault function φI may depend on the global state variable
vector x and not only on the local state vector xI allowing faults to be functions of the overall state
vector and not only of the states that are available to the I-th subsystem. The term βyI (t− T y0 )θI(t)
characterizes the sensor fault, where βyI : R 7→ R+ models the time profile of the sensor fault which
occurs at some unknown time T y0 and, θI ∈ RpI represents the unknown time-varying sensor fault.
In this work, no particular modeling is considered for the time profile βxI (t−T x0 ) of the process fault
and βyI (t − T y0 ) of the sensor fault. Generally, the time profiles can be used to model both abrupt
and incipient faults. In this work we consider them to be zero prior to the respective fault occurrence
and do not make any modeling considerations regarding the fault evolution after their occurrence,
i.e. we only consider βxI (t− T x0 ) = 0 ∀t < T x0 and βyI (t− T y0 ) = 0 ∀t < T y0 . In fact, the faults can
be permanent, temporary or even intermittent.

In this work, subsystem ΣJ is said to to affect subsystem ΣI (or in other words ΣJ is a neighbor of
ΣI), if the interconnection variables of ΣI , i.e. ȳ0

I (t), contains at least one of the measurable output
variables of ΣJ , i.e. y0

J(t).
The objective is to design and analyze a distributed fault detection approach where, a local fault

detection agent FI is associated with each subsystem ΣI and receives local measurements uI , yI
and partial information from neighboring fault detection agents FJ . Each fault detection agent FI
is not connected to all other agents, but only to a subset of neighboring agents, thus constituting a
distributed fault detection scheme. The analysis part does not aim only in the derivation of suitable
detection thresholds but also, it aims in the investigation of the fault propagation issues. In this
work, the notion of fault propagation does not mean the creation of new faults in interconnected
subsystems as a result of a faulty behavior of a subsystem. Instead, it means the way a particular
fault occurring in one subsystem affects neighboring interconnected subsystems (in other words, it is
simply the propagation of the fault effects from a faulty subsystem to its interconnected subsystems
it affects). More specifically, the objective is to design a robust distributed fault detection scheme,
for process and sensor faults, with enhanced fault detectability characteristics and, inherent fault
isolation characteristics, that is able to provide information regarding the type and location of the
fault that has occurred. The fault detectability enhancement is achieved through filtering by ex-
ploiting the noise suppression properties of filters in order to obtain tight detection thresholds. The
enhanced fault isolation characteristics are integrated by the design of the scheme which utilizes the
measurements instead of the state estimates. The purpose is to derive a high-level isolation scheme,
which does not necessarily pinpoints the specific fault that has occurred, but rather infers some
conclusions about the fault that has occurred by taking into consideration the decisions of the fault
detection agents that monitor each subsystem. This information, which in some special cases could
even lead to the identification of a faulty sensor, can provide valuable information that can be used
by a more advanced fault isolation scheme in order to greatly improve its performance by excluding
potential fault scenarios. In the sequel, the terms fault isolation/diagnosis will be used according to
the aforementioned basis.

Each fault detection agent contains an estimation model based on its subsystems’ nominal dy-
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namics that provides the state estimates and, utilizes filtering to derive the residual and threshold
signals. Finally, each detection agent provides a binary decision regarding the detection of a fault in
the subsystem it monitors. The decisions of all the fault detection agents are then exploited by the
high-level isolation scheme to infer some information regarding the type/location of the fault that
has occurred.

 1u t

 2y t

 0
2y t

 3y t

Fault Decision
Yes/No

1 2 3 3u t
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Figure 1.: Distributed fault diagnosis approach for the case of three subsystems Σ1, Σ2, Σ3 where
Σ1 affects Σ2 and Σ2 affects Σ3.

Generally, the distributed fault diagnosis scheme is composed by N local fault detection agents
FI , I = 1, . . . , N , one for each subsystem ΣI . Each local fault detection agent FI requires the input
and output measurements of the subsystem ΣI that is monitoring and also the measurements of all
interconnecting subsystems ΣJ that are affecting ΣI . Note that these last measurements are commu-
nicated by neighboring fault detection agents FJ , and not by the subsystems ΣJ . Therefore, there is
the need of communication between the fault detection agents depending on their interconnections
which constitutes the scheme distributed. Note that, the information exchanged among the subsys-
tems is constituted only by quantities (ȳ0

I (t)) that are measurable with some uncertainty (ȳI(t)).
Figure 1 illustrates the distributed fault diagnosis approach for the case of three subsystems Σ1, Σ2,
Σ3 where Σ1 affects Σ2 and Σ2 affects Σ3.

The fault diagnosis structure can also be considered as a hierarchical multi-agent diagnostic system
composed of two layers: a lower and an upper layer. In the lower layer, a diagnostic agent FI
is associated to each subsystem ΣI with the aim to detect process and sensor faults. Each fault
detection agent FI consists of a residual generator of the form (4), (5), (6) (to be given in the
sequel), together with a fault detection decision logic relying on the comparison of the residual (6)
to an adaptive threshold (9) (to be designed). In the upper layer, a fault isolation logic combines
the decisions of the diagnostic agents, with the aim to infer further information regarding the type
of the fault that has occurred (distinguish process and sensor faults) and its location.

In this work, we do not deal explicitly with the design of feedback controllers for selecting uI .
Instead, we consider the fault detection issue in the presence of process faults φI , sensor faults
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θI , modeling uncertainties ηI and measurement noise ξI . The proposed formulation allows for any
controllers that achieve under healthy conditions some desired control objectives and does not depend
on their structure. It is assumed that the controllers are able to retain the uniform boundedness of
the state variables before and after the occurrence of a fault.

The following assumptions are used throughout the paper:

Assumption 1: For each subsystem ΣI , I ∈ {1, ..., N}, the local state variables xI(t) and the
local inputs uI(t) belong to a known compact region DxI and DuI respectively before and after the
occurrence of a fault, i.e. xI(t) ∈ DxI , uI(t) ∈ DuI for all t ≥ 0.

Assumption 2: For each subsystem ΣI , I ∈ {1, ..., N} the pair (AI , CI) is detectable.

Assumption 3: The modeling uncertainty ηI in each subsystem is an unstructured and unknown
nonlinear function of xI , x̄I , uI and t but bounded by a known positive functional η̄I under sensor
fault-free operation, i.e.,

‖ηI(xI , x̄I , uI , t)‖ ≤ η̄I(yI , ȳI , uI), (3)

for all t ∈ N and for all (xI , x̄I , uI) ∈ DI , where ȳI ∈ Rp̄I is the noisy counterpart of ȳ0
I (t), i.e.

ȳI = ȳ0
I (t)+ ξ̄I , ξ̄I ∈ Rp̄I and η̄I(yI , ȳI , uI) ≥ 0 is a known bounding function in some compact region

of interest DI = DxI ×Dx̄I ×DuI ⊂ RnI × Rn̄I × RmI .

Assumption 4: The measurement noise belongs to a known compact region, i.e. ξI(t) ∈ DξI ⊂
RpI , ξ̄I ∈ Dξ̄I ⊂ Rp̄I .

Assumption 1 is required for well-posedness since in this work we do not address the control design
and fault accommodation problem, but instead the fault detection problem. Assumption 2 is required
for the design of a suitable observer to be used for the residual signal generation. Assumption 3
characterizes the class of modeling uncertainties being considered. The bound η̄I is required in order
to distinguish the effects between modeling uncertainty and faults. Assumption 4 is required in order
to distinguish the effects between noise and faults.

3. Distributed Fault Detection

In this Section, the details of the proposed distributed scheme regarding the design of the residual
and threshold signals are given, along with some practical considerations.

3.1 Residual Signal Generation

In this part, the residual signal generation in each fault detection agent is addressed by making use of
filtering. For each subsystem ΣI , we consider an estimation model, based on the known components
of (1) under healthy mode of operation:

x̂I(t+ 1) = AI x̂I(t) + gI(yI(t), ȳI(t), uI(t)) + LI(yI(t)− ŷI(t)) (4)
ŷI(t) = CI x̂I(t), (5)

where the gain matrix LI is computed so that (AI − LICI) is Schur stable, i.e. its eigenvalues lie in
the open unit disc. Note that, since the pair (AI , CI) is detectable, according to Assumption 2, such
LI can always be determined. In order to simplify the presentation of the mathematical calculations,
the initial condition x̂I(0) is considered known as x̂I(0) = xI(0). In the case xI(0) is not exactly
known, the discrepancy xI(0)− x̂I(0) will appear in the calculations which, as it will be shown later,
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is multiplied by exponentially decaying functions, and therefore it does not affect substantially the
subsequent analysis.
In this work, the residual signal rI(t) to be used for fault detection in each subsystem ΣI is given by

rI(t) , H(z) [yI(t)− ŷI(t)] , (6)

where H(z) is a p-th order, asymptotically stable filter with proper transfer function

H(z) = d0 + d1z
−1 + d2z

−2 + . . .+ dpz
−p

1 + c1z−1 + . . .+ cpz−p
. (7)

Note that the form of H(z) allows both IIR and FIR types of digital filters. In addition, note that,
for the residual generation, each measured variable y(j)

I (j-th component of yI) is filtered by H(z) in
order to dampen the effect of measurement uncertainty ξI(t), so that tighter detection thresholds can
be obtained. Specifically, for each measured variable y(j)

I , a corresponding residual r(j)
I and threshold

r̄
(j)
I are generated and hence, all the measurements need to be filtered for the residual generation.

On the other hand, the estimation model given by (4), (5) relies on the unfiltered measurements.
In the proposed approach, the same filter H(z) must be used within the fault detection agent FI
for filtering all the measurements yI , and different filters H(z) can be used by each fault detection
agent. In this work, without loss of generality, we have considered that the same filter H(z) is used
by all detection agents.

The choice of a particular type of filter to be used is application dependent, and it is made according
to the available a-priori knowledge on the noise properties. Usually, measurement noise is constituted
by high frequency components and therefore the use of low-pass filter for dampening noise is well
justified. On other occasions, one may want to focus the fault detectability on a prescribed frequency
band of the measurement signals and hence, choose the filter accordingly. The particular selection
criteria for choosing a suitable filter and its trade-offs are out of the scope of the present paper and the
reader is referred to the continuous-time case in Keliris et al. (2013a) where a rigorous investigation
of the filtering impact (according to the poles’ location and filters’ order) on the detection time is
presented.

Since the filter H(z) is asymptotically stable, for bounded measurement noise ξI(t), the filtered
measurement noise εξI (t) , H(z) [ξI(t)] is bounded as follows:

‖εξI (t)‖ ≤ ε̄ξI (t), (8)

where ε̄ξI is a computable bounding function. Depending on the noise characteristics, H(z) can be
selected to reduce the bounding function ε̄ξI . It is important to note that filtering is primarily used
to mitigate the effect of measurement noise and aid in the derivation of tighter thresholds, thus
enhancing fault detectability (see Keliris et al. (2013a)).

Remark 1: It is important to note that in the nonlinear function gI , the measurements yI and ȳI are
used instead of the estimates CI x̂I and C̄I ˆ̄xI . This is crucial for the derivation of the high-level fault
isolation scheme, since in the case of a process fault its effects are contained in the measurements,
and as it will be shown, the fault can only be detected by the agent monitoring the subsystem that
the fault has occurred. On the other hand, when a sensor fault occurs, it can affect neighboring
detection agents through the communicated measurements of the interconnection variables, i.e. ȳI
that contain the sensor fault and hence the fault can also be detected by interconnected detection
agents. In X. Zhang et al. (2009), which investigated a decentralized fault detection scheme for process
faults, the estimation model used the estimates in the interconnection functions among subsystems
(instead of the measurements as in this work) in order to enhance fault detectability by allowing the
interconnected agents to also be able to detect the fault. In this work, the measurements are used
instead of the estimates, in order to enhance fault isolability.
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3.2 Adaptive Detection Threshold

In this part, suitable detection thresholds that guarantee no false alarms are derived. Filtering is
also integrated in the design in order to attenuate the measurement noise effects and aid in the
derivation of tighter detection thresholds. This is achieved by treating the use of filter as a linear
state transformation which leads to the manipulation of the mathematical expressions based on their
filtered versions.

In the following, we will use the filtered state variable xI,f (t) , H(z) [xI(t)], and the filtered state
estimate x̂I,f (t) , H(z) [x̂I(t)]. The threshold design is based on the derivation of a suitable bound
on the filtered state estimation error xI,f (t)−x̂I,f (t). Also, let h(t) be the impulse response associated
with H(z); i.e. h(t) , Z−1 [H(z)], so that xI,f (t) can be written as

xI,f (t) =
t∑

k=0
h(k)xI(t− k).

In this work, the detection decision of a fault in the overall system is made when |r(j)
I (t)| > r̄

(j)
I (t)

at some time t for at least one component j ∈ {1, 2, . . . , pI} in any local subsystem ΣI , where r̄(j)
I (t)

is the detection threshold given by

r̄
(j)
I (t) ,

t−1∑
k=0

αI,jδ
t−1−k
I,j χ̄I(k) + ε̄ξI (t), (9)

where

χ̄I(t) , H̄(z)
[
η̄I(yI(t), ȳI(t), uI(t)) + ∆̄gI

]
+ ‖LI‖ε̄ξI (t), (10)

H̄(z) is a filter with impulse response h̄(t) ≥ |h(t)| for all t ≥ 0,

∆̄gI , sup
(xI ,x̄I ,uI)∈DI

(ξI ,ξ̄I)∈DξI×Dξ̄I

‖gI
(
CIxI , C̄I x̄I , uI

)
− gI

(
CIxI + ξI , C̄I x̄I + ξ̄I , uI

)
‖,

(11)

and where the constants αI,j > 0 and 0 < δI,j < 1 are selected so that the following inequality holds:

‖C(j)
I AtI,0‖ ≤ αI,jδ

t
I,j ≤ ‖C

(j)
I ‖‖AI,0‖

t, (12)

with AI,0 , AI −LICI . Finally, C(j)
I denotes the j-th row of the matrix CI . Note that, since AI,0 is

Schur stable, suitable constants αI,j , δI,j do exist (Ferrari, Parisini, & Polycarpou, 2008).
Note that, the threshold (9) can be implemented using linear filtering techniques as:

r̄
(j)
I (t) = αI,j

1− δI,jz−1 [χ̄I(t− 1)] + ε̄ξI (t). (13)

Figure 2 illustrates the implementation of the fault detection scheme for the detection agent FI
resulting from equations (7), (4), (5), (6) and (13).

In the absence of any faults, the residual signal r(j)
I (t) given in (6) is always bounded by the

detection threshold r̄
(j)
I (t) given by (9). The fault detection concept is formalized in the following

Lemma.

Lemma 1: Consider a distributed system made of N subsystems ΣI given by (1), (2). In the absence
of any faults, the residuals r(j)

I (t) given by (6), where ŷ(j)
I are given by (4) and (5), are bounded by
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Figure 2.: Fault detection scheme of the detection agent FI .

the detection thresholds r̄(j)
I (t), given by (9), thus guaranteeing that no false alarms are issued by the

fault detection scheme.

Proof. The filtered state estimate xI,f (t+ 1) can be written as:

xI,f (t+ 1) =
t+1∑
k=0

h(t+ 1− k)xI(k)

=
t+1∑
k=1

h(t+ 1− k)xI(k) + h(t+ 1)xI(0),

and, by using the change of variables k = i+ 1, it becomes

xI,f (t+ 1) =
t∑
i=0

h(t− i)xI(i+ 1) + h(t+ 1)xI(0). (14)

i) Prior to the possible occurrence of a process fault, by using (1), (14) can be written as:

xI,f (t+ 1) =
t∑
i=0

h(t− i)
[
AIxI(i) + gI(y0

I (i), ȳ0
I (i), uI(i)) + ηI(xI(i), x̄I(i), uI(i), i)

]
+ h(t+ 1)xI(0)

= AIxI,f (t) +H(z)
[
gI(y0

I (t), ȳ0
I (t), uI(t))

]
+H(z) [ηI(xI(t), x̄I(t), uI(t), t)]

+ h(t+ 1)xI(0). (15)

Similarly to the derivation of (15), the filtered state estimate dynamics x̂I,f (t + 1) by using (4)
satisfies:

x̂I,f (t+ 1) = AI x̂I,f (t) +H(z)
[
gI
(
yI(t), ȳI(t), uI(t)

)]
+ LI

(
yI,f (t)− ŷI,f (t)

)
+ h(t+ 1)x̂I(0), (16)

where yI,f (t) , H(z)[yI(t)] and ŷI,f (t) , H(z)[ŷI(t)] = CI x̂I,f (t).
ii) Prior to the possible occurrence of a sensor fault, yI,f (t) = CIxI,f (t) + εξI (t) and, by using (15),
(16) and some algebra, the filtered state estimation error x̃I,f (t) , xI,f (t)− x̂I,f (t) satisfies

x̃I,f (t+ 1) = AI,0x̃I,f (t) + χI(t), (17)

9



where

χI(t) , H(z) [ηI(xI(t), x̄I(t), uI(t), t) + ∆gI(t)]− LIεξI (t) + h(t+ 1)(xI(0)− x̂I(0)), (18)

∆gI(t) , gI
(
y0
I (t), ȳ0

I (t), uI(t)
)
− gI

(
y0
I (t) + ξI(t), ȳ0

I (t) + ξ̄I(t), uI(t)
)
. (19)

The solution of (17) is

x̃I,f (t) = AtI,0x̃I,f (0) +
t−1∑
k=0

At−1−k
I,0 χI(k). (20)

Note that in (18), h(t + 1)(xI(0) − x̂I(0)) = 0 because of xI(0) = x̂I(0), and note that the
term x̃I,f (0) in (20) is also zero since x̃I,f (0) = xI,f (0) − x̂I,f (0) = h(0)(xI(0) − x̂I(0)) = 0. In
the case x̂I(0) 6= xI(0), the aforementioned terms decay exponentially to zero and hence do not
affect substantially the subsequent analysis. More specifically, the term AtI,0x̃I,f (0) in (20) decays
exponentially to zero because AI,0 is Schur stable, and the term h(t + 1)(xI(0) − x̂I(0)) in (18)
decays also exponentially to zero because the impulse response h(t) of an asymptotically stable filter
is exponentially decaying (in the case of IIR filter, the FIR filter case is trivial).

Now, by using (2) and (5) the residual (6) prior to any fault satisfies rI(t) = CI x̃I,f (t) + εξI (t)
and, by using (20) and x̃I,f (0) = 0, it becomes

rI(t) =
t−1∑
k=0

CIA
t−1−k
I,0 χI(k) + εξI (t). (21)

By taking the absolute value component-wise and using the triangle inequality, the j-th element
of rI(t), i.e. r(j)

I (t) satisfies

|r(j)
I (t)| ≤

∣∣∣∣∣
t−1∑
k=0

C
(j)
I At−1−k

I,0 χI(k)
∣∣∣∣∣+ |ε(j)ξI (t)|

≤
t−1∑
k=0
‖C(j)

I At−1−k
I,0 ‖‖χI(k)‖+ |ε(j)ξI (t)|. (22)

Moreover, using (12) and the fact that |ε(j)ξI (t)| ≤ ‖εξI (t)‖ ≤ ε̄ξI (t), (22) becomes

|r(j)
I (t)| ≤

t−1∑
k=0

αI,jδ
t−1−k
I,j ‖χI(k)‖+ ε̄ξI (t). (23)

Now, consider the term χI(t) which satisfies

‖χI(t)‖ = ‖H(z) [ηI(xI , x̄I , uI , t) + ∆gI(t)]− LIεξI (t)‖
≤ ‖H(z) [ηI(xI , x̄I , uI , t) + ∆gI(t)] ‖+ ‖LIεξI (t)‖

≤
t∑

k=0
|h(t− k)|‖ηI(xI(k), x̄I(k), uI(k), k)‖+

t∑
k=0
|h(t− k)|‖∆gI(k)‖+ ‖LI‖‖εξI (t)‖

≤ χ̄I(t) (24)

where χ̄I(t) is the bounding function given by (10).

10



Finally, by using (23), (24) and the bound χ̄I(t), we obtain |r(j)
I (t)| ≤ r̄

(j)
I (t), where the detection

threshold r̄
(j)
I (t) is given by (9), thus concluding the proof.

From a practical viewpoint, the implementation of the threshold r̄I requires the bound ∆̄gI given
in (11). One approach to derive this bound is to consider a local Lipschitz condition, i.e.:

‖gI
(
CIxI , C̄I x̄I , uI

)
− gI

(
CIxI + ξI , C̄I x̄I + ξ̄I , uI

)
‖ ≤ LgI‖[ξI ξ̄I ]>‖,

where LgI is the Lipschitz constant for the function gI with respect to (xI , x̄I) in the region DxI×Dx̄I .
Therefore, by using a uniform bound on the measurement noise (see Assumption 4), i.e. ‖ξI(t)‖ ≤ ξI,b,
‖ξ̄I(t)‖ ≤ ξ̄I,b ∀t ∈ N, then we can derive the bound ∆̄gI .

Filtering is primarily used to dampen the measurement noise and allow the derivation of tighter
detection thresholds. Filtering can also be proved beneficial for dampening the mismatch function
∆gI(t) which results due to the measurement noise and therefore further enhance fault detectability.
Among the various filters H(z) one can select, some may lead to less conservative detection thresh-
olds. The derivation of potentially tighter thresholds is obtained by writing the total uncertainty
term χI(t) given by (18) as

χI(t) = H(z) [ηI(xI , x̄I , uI , t)] + ε∆gI (t)− LIεξI (t), (25)

where ε∆gI (t) , H(z) [∆gI(t)], and by making the following assumption.

Assumption 5: In the absence of a sensor fault, the filtered function mismatch term ε∆gI (t) is
bounded by a computable positive function ε̄∆gI (t); i.e., for all t ∈ N,

‖ε∆gI (t)‖ ≤ ε̄∆gI (t). (26)

Assumption 5 is based on the fact that filtering dampens the error effect of measurement noise
present in the function mismatch term ∆gI(t). A suitable selection of ε̄∆gI can be made through
the use of simulations (i.e. Monte Carlo methods) by filtering the function mismatch term ∆gI(t)
using the known nominal function dynamics and the available noise characteristics (recall that the
measurement noise is assumed to take values in a compact set, see Assumption 4).

In this case, the detection threshold r̄
(j)
I (t) is still given by (9), but χ̄I(t) is now given by:

χ̄I(t) = H̄(z) [η̄I(yI(t), ȳI(t), uI(t))] + ε̄∆gI (t) + ‖LI‖ε̄ξI (t). (27)

As a result, the detection threshold by using (27) can be less conservative than by using (10). More
information regarding this can be found in Keliris et al. (2013a).

3.3 Selection of filter H̄(z)

In this part, we give more details on the selection of a suitable filter H̄(z) which is required for
the implementation of the detection threshold. As stated before, its impulse response must satisfy
|h(t)| ≤ h̄(t) for all t ≥ 0. In the case where the impulse response h(t) is non-negative, the selection
H̄(z) = H(z) is trivial. Sufficient conditions for non-negative impulse response for a class of discrete-
time transfer functions are given in Liu and Bauer (2008). In the following, we briefly illustrate two
simple methods for choosing H̄(z), one considering H(z) as a digital IIR filter and the other one as
a FIR filter.

First we consider the case where H(z) is an IIR filter. As stated earlier, the impulse response
h(t) of a proper and asymptotically stable transfer function H(z) converges to zero exponentially
fast. Therefore, there exist κ > 0, λ ∈ [0, 1) such that for all t ∈ N the following inequality holds:
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|h(t)| ≤ κλt. Since |h(t)| ≤ h̄(t) must hold, the impulse response h̄(t) can be selected as h̄(t) = κλt

and thus H̄(z) = κ
1−λz−1 .

Now, let’s consider the case in which H(z) is a FIR filter. Let H(z) be a p-th order FIR filter given
by H(z) =

∑p
k=0 dkz

−k. Therefore, h̄(t) can be selected as h̄(t) = |h(t)| which leads to the FIR filter
H̄(z) =

∑p
k=0 |dk|z−k.

Generally, in fault detection schemes it is difficult to find a suitable good balance in selecting the
threshold. If the threshold is too high (conservative threshold) then some faults may go undetected.
If the threshold is too low, then this may result in false alarms. The following Remark discusses the
sources of possible conservativeness in the proposed scheme.

Remark 2: The scheme presented in this paper, guarantees no-false alarms but, at the same time,
utilizes filtering to dampen the measurement noise and hence, improve the derivation of tighter
detection thresholds for enhanced fault detectability. Specifically, the designed fault detection scheme
guarantees that in the absence of a fault, the residual rI(t) given by (6) is uniformly bounded by
the detection threshold r̄I(t) given by (9), which requires the bound χ̄I(t). The main sources of
conservativeness in the designed threshold are included in the overall bound χ̄I(t), which can be
broken up into the following four components: a) the filter H̄(z), b) the bound on the modeling
uncertainty ηI(xI , x̄I , uI), c) the bound on the filtered noise εξI (t) and d) the bound on the function
mismatch term ∆gI(t). At first, the filter H̄(z), which is required to satisfy |h(t)| ≤ h̄(t) for all
t ≥ 0, may impose some conservativeness but, this can be avoided by selecting the filter H(z) used
for filtering the measurements to have a non-negative impulse response so that the same filter can
be used for the threshold derivation, i.e. H̄(z) = H(z). In this case, no conservativeness in the
threshold is added. The second source of conservativeness stems from the bound on ηI(xI , x̄I , uI),
which according to Assumption 3, is bounded by a known function η̄I(yI , ȳI , uI). This is required
in order to distinguish the effects from modeling uncertainty and faults so that no false alarms are
introduced. In practice, the system can be modeled more accurately in certain regions of the state
space and therefore, the fact that the bound η̄I is a function of yI , ȳI and uI provides more flexibility
by allowing the designer to take into consideration any prior knowledge of the system. Regarding the
conservativeness imposed by the use of the bound on the filtered noise εξI (t), please note that the
bound ε̄ξI (t) is multiplied with ‖LI‖ in (10) and hence, the conservativeness is significantly reduced
in comparison to the case in which no filtering is used (in that case, the bound ξ̄I(t) on the noise (i.e.
‖ξI(t)‖ ≤ ξ̄I(t)) would be multiplied with ‖LI‖, leading to more conservative thresholds). Finally,
the last source of conservativeness in the threshold is introduced by the bound on the mismatch
function ∆gI given by (19) for which the bound ∆̄gI given by (11) is required. As discussed earlier,
one way to derive this bound is through the use of the Lipschitz assumption. The use of filtering can
aid in the elimination of (some of) the conservativeness imposed by the bound ∆̄gI , by exploiting
the noise suppression properties through Assumption 5 and by using the bound χ̄I(t) given by (27).

In Section 4, fault detectability conditions for the aforementioned fault detection scheme are ad-
dressed. The conditions given in Section 4 refer to the case of a fault occurring in subsystem ΣI and
being detected by its respective local fault detection agent FI . In Section 5, fault propagation from
one subsystem to the other is investigated by examining the way the fault effects appear and affect
neighboring interconnected subsystems.

4. Local fault detectability analysis

The fault detectability analysis constitutes a theoretical result that characterizes quantitatively (and
in implicit way) the class of faults detectable by the proposed scheme. In order to derive the fault
detectability conditions, we take into consideration the distinct occurrence of a process fault φI at
an unknown time t = T x0 or the occurrence of a sensor fault θI at an unknown time t = T y0 .
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Theorem 1 (Local Process Fault Detectability): Consider the nonlinear interconnected system (1),
(2) with the distributed fault detection scheme described in (4), (5), (6), (9) and (10) . A process
fault in the I-th subsystem occurring at t = T x0 is detectable by the respective local fault detection
agent FI if the filtered process fault function φI,f

(
x(t), uI(t), t

)
, H(z)[βxI (t − T x0 )φI(x(t), uI(t))]

satisfies the following inequality at some time t > T x0 , for some j = 1, 2, . . . , pI :

∣∣∣∣∣∣
t−1∑
k=Tx0

C
(j)
I At−1−k

I,0 φI,f
(
x(k), uI(k), k

)∣∣∣∣∣∣ > 2r̄(j)
I (t). (28)

Proof. In the presence of a process fault that occurs in the I-th subsystem at t = T x0 , (20) becomes:

x̃I,f (t) =AtI,0x̃I,f (0) +
t−1∑
k=0

At−1−k
I,0

(
χI(k) + φI,f

(
x(k), uI(k), k

))
,

and by using x̃I,f (0) = 0, the residual rI(t) = CI x̃I,f (t) + εξI (t) becomes (similarly to (21))

rI(t) =
t−1∑
k=0

CIA
t−1−k
I,0

(
χI(k) + φI,f

(
x(k), uI(k), k

))
+ εξI (t).

By using the triangle inequality, the j-th element of rI(t) for t > T x0 satisfies:

|r(j)
I (t)| ≥ −

∣∣∣∣∣
t−1∑
k=0

C
(j)
I At−1−k

I,0 χI(k)
∣∣∣∣∣− |ε(j)ξI (t)|+

∣∣∣∣∣∣
t−1∑
k=Tx0

C
(j)
I At−1−k

I,0 φI,f
(
x(k), uI(k), k

)∣∣∣∣∣∣ . (29)

Following a similar procedure as in the derivation of the detection threshold (9), (29) becomes

|r(j)
I (t)| ≥ − r̄(j)

I (t) +

∣∣∣∣∣∣
t−1∑
k=Tx0

C
(j)
I At−1−k

I,0 φI,f
(
x(k), uI(k), k

)∣∣∣∣∣∣ .

For fault detection, the inequality |r(j)
I (t)| > r̄

(j)
I (t) must hold for some j = 1, 2, . . . , pI , so the final

fault detectability condition given in (28) is obtained.

Theorem 2 (Local Sensor Fault Detectability): Consider the nonlinear interconnected system (1),
(2) with the distributed fault detection scheme described in (4), (5), (6), (10) and (9). A sensor fault
in the I-th subsystem occurring at t = T y0 is detectable by the respective local fault detection agent
FI if the filtered sensor fault function

θI,f (t) , H(z)[βyI (t− T y0 )θI(t)],

and the following mismatch function ∆g′I due to the sensor fault

∆g′I(t) ,gI(y0
I (t), ȳ0

I (t), uI(t))− gI(y0
I (t) + ξI(t) + βyI (t− T y0 )θI(t), ȳ0

I (t) + ξ̄I(t), uI(t)),
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satisfy the following inequality at some time t > T y0 , for some j = 1, 2, . . . , pI :∣∣∣∣∣θ(j)
I,f (t) +

t−1∑
k=0

C
(j)
I At−1−k

I,0
(
H(z)[∆g′I(k)]− LIθI,f (k)

)∣∣∣∣∣ > r̄
(j)
I (t) + ε̄ξI (t)

+
t−1∑
k=0

αI,jδ
t−1−k
I,j

(
‖H(z)[ηI(xI , x̄I , uI , k)]‖+ ‖LI‖ε̄ξI (k)

)
. (30)

Proof. See Appendix A.

Theorems 1 and 2 provide sufficient conditions for the implicit characterization of certain classes
of faults that can be detected by the proposed fault detection scheme. Clearly, the fault functions
φI(x, uI) and θI are typically unknown and therefore these conditions cannot be checked a-priori.

Remark 3: The use of filtering is of crucial importance in order to derive tight detection thresholds
that guarantee no false alarms (see Keliris et al. (2013a)). As it can be seen in the detectability
conditions given by (28), (30) the detection of the fault depends on the filtered process fault function
φI and filtered sensor fault θI and as a result, the selection of the filter is very important. Therefore,
some filter selections may lead to less conservative thresholds than others.

5. Fault propagation

In this section, fault propagation from one subsystem to the other is investigated and further intuition
regarding the isolation properties of the proposed fault diagnosis scheme is obtained. The notion of
fault propagation does not mean the creation of additional faults to neighboring subsystems as a
result of a faulty behavior in one of them. Instead, it means the way the fault effects in one subsystem
appear and affect its neighboring subsystems. More specifically, we consider a fault that occurs in
subsystem ΣJ which affects ΣI and investigate the possibility of fault detection, not by the local
fault detection agent FJ (which may obviously detect the fault), but by the agent FI .

The following lemma summarizes the main findings of this analysis.

Lemma 2: Consider a distributed system made of N subsystems ΣI given by (1), (2). The distributed
fault detection scheme described by the estimation model (4), (5), the residual signals rI(t) given by
(6) and the detection thresholds r̄I(t) given by (9) guarantees that:
(a) a process fault occurring in subsystem ΣJ which affects ΣI can only be detected by its correspond-

ing fault detection agent FJ and not by the detection agent FI .
(b) a sensor fault occurring in ΣJ which affects ΣI can be detected by either the corresponding

detection agent FJ or the detection agent FI .

Proof. The case of the fault (process or sensor) occurring in subsystem ΣJ and being detectable by
its corresponding detection agent FJ has been investigated in Section 3 and respective detectability
conditions were given in Section 4. In the sequel, we investigate the possibility of detection of a fault
that occurs in ΣJ which affects ΣI by the detection agent FI .

(a) At first, lets consider fault propagation in the case of a process fault. In this case, the process
fault effects in ΣJ are propagated to ΣI through the interconnection variables C̄I x̄I (see (1)) and to
FI through the measurements ȳI (communicated by FJ , see (4)). For easier visual indication of the
process fault effects that are contained in the interconnection variables x̄I and the measurements
of the output interconnection variables ȳI , we denote them as x̄I,P and ȳI,P respectively. Note that
ȳI,P (t) = C̄I x̄I,P (t) + ξ̄I(t). In the case of a process fault occurring in ΣJ which affects ΣI , the
dynamics of ΣI are given by (1), (2) and the estimation model of the local fault detection agent FI
by (4), (5). In the aforementioned equations x̄I and ȳI are now indicated by x̄I,P and ȳI,P respectively.
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Note that, both the dynamics of ΣI and the estimation model of the local fault detection agent FI
are affected by the process fault effects that occurred in ΣJ . Following the same analysis as in
the proof of Lemma 1, the filtered estimation error still satisfies (17)-(19) (the fault effects enter
implicitly through the interconnection variables and their measurements), which are rewritten below
with explicit indication of the fault effect through x̄I,P (ȳI,P is expressed in terms of x̄I,P ):

x̃I,f (t+ 1) = AI,0x̃I,f (t) + χI,P (t)

χI,P (t) , H(z) [ηI(xI(t), x̄I,P (t), uI(t), t) + ∆gI,P (t)]− LIεξI (t),

∆gI,P (t) , gI
(
CIxI(t), C̄I x̄I,P (t), uI(t)

)
− gI

(
CIxI(t) + ξI(t), C̄I x̄I,P (t) + ξ̄I(t), uI(t)

)
.

Now, the residual rI(t) is “contaminated” with the fault effects that occurred in subsystem ΣJ ,
and we need to investigate whether this residual is bounded or not by the detection threshold r̄I(t)
given by (9) that is used by the detection agent FI . Following the same mathematical calculations
as in the derivation of (23), the residual r(j)

I satisfies

|r(j)
I (t)| ≤

t−1∑
k=0

αI,jδ
t−1−k
I,j ‖χI,P (k)‖+ ε̄ξI (t), (31)

where

‖χI,P (t)‖ ≤ H̄(z)
[
‖ηI(xI(t), x̄I,P (t), uI(t), t)‖+ ‖∆gI,P (t)‖

]
+ ‖LI‖ε̄ξI (t)

≤ H̄(z)
[
η̄I(yI(t), ȳI,P (t), uI(t)) + ∆̄gI

]
+ ‖LI‖ε̄ξI (t). (32)

The last inequality is derived by using the bounds ‖ηI(xI , x̄I,P , uI , t)‖ ≤ η̄I(yI(t), ȳI,P (t), uI(t)) (see
Assumption 3) and ‖∆gI,P (t)‖ ≤ ∆̄gI (see Assumption 1 and (11)). Note that, Assumption 3 is stated
for sensor fault-free operation because the bound on the modeling uncertainty η̄I makes use of the
measurements. In the event of a process fault which changes the state variables, Assumption 3 is
still valid since the measurements are essentially these altered state variables (or linear combination,
contaminated with the process fault effects) but with some uncertainty due to the measurement
noise. In addition, note that the right side of (32) is actually the term χ̄I(t) given by (10) which is
used by the the local fault detection agent FI and hence ‖χI,P (t)‖ ≤ χ̄I(t). Therefore, from (31),
it can be seen that the residual still satisfies |r(j)

I (t)| ≤ r̄
(j)
I (t) for all j = 1, . . . , pI and hence the

fault is not detected by FI . In other words, a process fault that occurs in a subsystem can only be
detected by its respective fault detection agent.

(b) In this part, we consider fault propagation in the case of a sensor fault that occurs in ΣJ that
affects ΣI . As in the case of a process fault, the local fault detection agent FJ may detect the fault,
but here we investigate the possibility of fault detection by the detection agent FI . In this case the
sensor faults in ΣJ are propagated to FI through the measurements ȳI (communicated by FJ , see
(4)). For easier visual indication of the measurements ȳI that contain the sensor faults, we denote
them as ȳI,S . Therefore, in the case of a sensor fault occurring in ΣJ which affects ΣI , the dynamics
of ΣI remain unaffected by the sensor fault and are given by (1), (2) whereas the estimation model
of the local fault detection agent FI is affected by the sensor fault and it is given by (4), (5) where
now ȳI is indicated with ȳI,S (only (4) is affected). Note that ȳI,S = ȳ0

I (t) + ξ̄I(t) + β̄yI (t− T y0 )θ̄I(t),
where the term β̄yI (t−T y0 )θ̄I(t) indicates the sensor faults that occur in neighboring subsystems and
affect ΣI . Hence, the filtered estimation error still satisfies (17)-(19) (the fault effects enter implicitly
through the measurements of the interconnection variables), which are rewritten below with explicit
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indication of the fault effect through ȳI,S :

x̃I,f (t+ 1) = AI,0x̃I,f (t) + χI,S(t)

χI,S(t) , H(z) [ηI(xI(t), x̄I(t), uI(t), t) + ∆gI,S(t)]− LIεξI (t),

∆gI,S(t) , gI
(
y0
I (t), ȳ0

I (t), uI(t)
)
− gI

(
y0
I (t) + ξI(t), ȳI,S(t), uI(t)

)
.

Similarly to the derivation of (23), the residual r(j)
I satisfies

|r(j)
I (t)| ≤

t−1∑
k=0

αI,jδ
t−1−k
I,j ‖χI,S(k)‖+ ε̄ξI (t),

where

‖χI,S(t)‖ ≤ H̄(z)
[
‖ηI(xI(t), x̄I(t), uI(t), t)‖+ ‖∆gI,S(t)‖

]
+ ‖LI‖ε̄ξI (t).

In this case, it cannot be guaranteed that ‖ηI(xI , x̄I , uI , t)‖ ≤ η̄I(yI(t), ȳI,S(t), uI(t)) (since Assump-
tion 3 might not hold due to the sensor fault) or ‖∆gI,S(t)‖ ≤ ∆̄gI hold and as a result ‖χI,S(t)‖
may exceed χ̄I(t) given by (10) which is used by the local fault detection agent FI (note that in
(10) the first term is actually η̄I(yI(t), ȳI,S(t), uI(t)) due to the use of the faulty measurements).
Therefore, the residual may exceed its corresponding detection threshold, i.e. |r(j)

I (t)| > r̄
(j)
I (t) for

some j = 1, . . . , pI which means that the sensor fault that occurred in ΣJ can be detected by the
local fault detection agent FI .

Remark 4: A qualitative explanation can be given for Lemma 2 as follows. In the case of a process
fault that occurs in ΣJ , the fault affects its states which in turn affect other subsystems through
the interconnection variables. So, the states of ΣJ are “contaminated” by the process fault and the
measurements of (some of) these states also contain the process fault effects. Therefore, a subsystem
ΣI that is affected by ΣJ , is affected by the process fault that occurred in ΣJ through the inter-
connection variables C̄I x̄I and the detection agent FI makes use of the measurements ȳI which are
also “contaminated” by the same fault. Hence, the effect of the process fault that occurred in ΣJ ,
is “canceled out” in the detection agent FI and it is unable detect the fault. Hence, a process fault
occurring in subsystem ΣJ is detectable only by its respective detection agent FJ and not by any
other detection agent FI . On the other hand, assume that a fault is detected by the detection agent
FI and we know that it is a sensor fault. Then the faulty sensor might be due to the measurements
yI of ΣI or due to the interconnection measurements ȳI of the other subsystems. This is because
a sensor fault occurring in one subsystem affects the estimation model of its respective detection
agent FI through yI and also the estimation models of other agents FJ through the communicated
interconnection measurements ȳJ , whereas the actual subsystems are influenced by the fault-free
states (and not the faulty measurements).

Theorem 2 established a detectability condition for fault detection by the agent FI when a sensor
fault occurs in ΣI . The following Theorem, gives a detectability condition for fault detection by the
agent FI when a sensor fault occurs in ΣJ which affects ΣI .

Theorem 3 (Propagation Sensor Fault Detectability): Consider the nonlinear interconnected system
(1), (2) with the distributed fault detection scheme described in (4), (5), (6), (10) and (9). A sensor
fault that occurs at t = T y0 in ΣJ which affects ΣI , is detectable by the local fault detection agent FI
if the following mismatch function ∆g′′I due to the sensor fault

∆g′′I (t) ,gI(y0
I (t), ȳ0

I (t), uI(t))− gI(y0
I (t) + ξI(t), ȳ0

I (t) + ξ̄I(t) + β̄yI (t− T y0 )θ̄I(t), uI(t))
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satisfies the following inequality at some time t, for some j = 1, 2, . . . , pI :∣∣∣∣∣
t−1∑
k=0

C
(j)
I At−1−k

I,0 H(z)[∆g′′I (k)]
∣∣∣∣∣ > r̄

(j)
I (t) + ε̄ξI (t)

+
t−1∑
k=0

αI,jδ
t−1−k
I,j

(
‖H(z)[ηI(xI(k), x̄I(k), uI(k), k)]‖+ ‖LI‖ε̄ξI (k)

)
. (33)

Proof. See Appendix B.

As it was shown in this Section, when a process fault occurs in subsystem ΣI , then it can only be
detected by its respective fault detection agent FI whereas when a sensor fault occurs in subsystem
ΣI , then it can be detected either by its respective detection agent FI or any other interconnected
agent FJ (monitoring ΣJ which is affected by ΣI). This discriminating factor is exploited in the
following Section for devising a high-level fault isolation scheme.

6. High-level fault isolation

In this section, we exploit the findings of the previous analysis for the derivation of a high-level
fault isolation scheme (see Figure 1). The purpose of this high-level isolation scheme is to infer
some conclusions regarding the type and/or location of the fault that has occurred in the whole
interconnected system according to the decisions of the detection agents, although, it does not
necessarily mean that exact fault identification/isolation can be achieved. As a result, the high-
level isolation scheme can provide valuable information that can be used by a more advanced fault
isolation scheme in order to greatly improve its performance by excluding potential fault scenarios.

In the analysis so far, we have considered the cases of process and sensor fault separately in
order to gain some intuition of how these faults affect the local and neighboring detection agents.
The main conclusion of this analysis was given in Lemma 2 which also constitutes the basis of the
subsequent high-level isolation scheme. Although the proposed fault detection scheme may handle
multiple faults, which can be both process and sensor faults, for the sake of the proposed high-level
isolation scheme it is assumed that only one fault can occur among all subsystems, which may either
be a process or a single sensor fault. Ideally, we would like to identify the type of fault that has
occurred, that is, whether it is a process or sensor fault and furthermore in the case of a sensor fault
to identify the faulty sensor.

In order to identify the sensors let us consider the following:

Definition 1: Let S{yI} be the set of pI sensors that measure yI ∈ RpI , S{yI} ∩ S{yJ} be the
set of common sensors among yI and yJ and S{yI} ∪ S{yJ} be the union of the set of sensors that
measure yI and yJ .

In addition let M be the set of indices of the local fault detection agents that have detected a
fault, i.e.M , {I ∈ {1, . . . , N} : FI detects fault}, letMi indicate the i-th index of the setM and,
let m ∈ {0, 1, . . . , N} be the cardinality of the set M, i.e. m , card(M).

Then the following high-level isolation facts can be deduced:

• If m = 0 then all subsystems are considered as potentially non-faulty (the possibility of a fault
not yet detected cannot be excluded).
• If m = 1 then the fault may be one of the following:

a) a process fault that has occurred in ΣM1 , OR
b) a single sensor fault in S{yM1}, OR
c) a single sensor fault in S{ȳM1}.
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• If m ≥ 2 then the possibility of a process fault can be excluded and hence it is guaranteed that
a sensor fault has occurred. The faulty sensor can be isolated within the set given by

m⋂
i=1

(
S{yMi} ∪ S{ȳMi}

)
. (34)

If we consider that multiple faults can occur in the subsystems (i.e. multiple process and/or
multiple sensor faults) then the isolation logic is modified as follows:
• If m = 0 then all subsystems are considered as potentially non-faulty.
• If m ≥ 1 then the fault(s) may be:

a) a single/multiple process fault(s) that occurred in ΣMi , i ∈ {1, . . . ,m}, AND/OR
b) a single/multiple sensor fault(s) within the set given by

m⋃
i=1

(
S{yMi} ∪ S{ȳMi}

)
. (35)

The proposed high-level fault isolation scheme in the case of joint process and sensor faults as-
suming that only one fault can occur, results in more constrained fault possibilities in comparison
to the multiple fault case, in the sense that if two or more fault detection agents detect a fault then
the occurrence of a process fault is excluded, and hence the fault is guaranteed to be a sensor fault
contained in the set of sensors described by (34). If only one fault detection agent detects a fault
then the fault type cannot be determined apart from the fact that the fault can either be a process
or a sensor fault in the agents’ respective subsystem, or a sensor fault in neighboring subsystems
that affect the subsystem the fault has been detected in. In the case we consider multiple faults, the
isolation results include more possibilities about fault occurrences but still provide useful information
about the fault type and the set of that the faulty sensors are contained in.

These results prove to be more valuable in the case we consider that only one type of fault
can occur (process or sensor), as it is the majority of the research conducted in the literature. By
considering that only process faults can occur, that is by assuming that all sensors are healthy, then
the detection of a fault by any fault detection agent guarantees that the fault has occurred in the
respective subsystem that the particular agent is monitoring. Hence, partial fault isolation is achieved
in the sense that the faulty subsystem is identified. Even if two or more agents detect a fault, then
this means that in each of the respective subsystems a process fault has occurred. In the case we
consider only sensor faults can occur (no process faults), then the faulty sensor(s) can be isolated
within the set given by (34) in the case of a single sensor fault or by (35) in the case of multiple
sensor faults. This additional information can be used by a more sophisticated fault isolation scheme
in order to enhance its performance, by excluding potential fault scenarios. Moreover, the proposed
distributed fault detection approach has significant benefits in comparison to a centralized approach
since it encompasses important fault isolation characteristics.

In the proposed scheme, each detection agent provides a binary decision regarding the detection
of a fault in the subsystem it monitors and, according to the decisions of all the agents, the high-
level isolation scheme provides some information regarding the type and location of the fault that
occurred. Moreover, some hypotheses can be stated regarding the status of presence of the fault, i.e. if
the fault is permanent, intermittent or temporary. For instance, the successive threshold crossings, in
the event of fault detection, can be interpreted as “the fault(s) is still present” but, the scheme cannot
determine precisely the status of the fault. Of course, some hypotheses can be stated; according to
the rate of successive threshold crossings and the frequency this behavior is observed. For instance,
permanent faults, given that they are sufficiently large, will most probably cause the residuals to
exceed their thresholds almost all the time after the initial detection or at least demonstrate rapid
threshold crossings. On the other hand, temporary faults can be identified if after some time of the
initial fault detection, the residuals fall and stay below their corresponding thresholds indicating
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potentially healthy operation. Finally, intermittent faults behavior, will exhibit a mixture of the
permanent and temporary faults behavior, with these two phases repeating successively. Specifically,
during a period of time the residual will exceed its threshold like in the case of a permanent fault, and
afterwards it will be followed by a period of time where the residuals stay below their thresholds. In
general, the issue of distinguishing between permanent, temporary and intermittent faults, requires
further investigation and is out of the scope of the present paper.

7. Simulation Results

In this section, we consider a numerical example based on a system of two inverted pendulums
connected by a spring. The discrete time models of the two subsystems I = 1, 2 are obtained from
a modified version of the continuous time version in Spooner and Passino (1999) by using a forward
Euler discretization with a time step Ts = 0.0001s and are given by

x
(1)
I (t+ 1) =x(1)

I (t) + Tsx
(2)
I (t)

x
(2)
I (t+ 1) =x(2)

I (t) + Ts
(
f

(2)
I (t) + w

(2)
I (t) + η

(2)
I (t)

)
yI(t) =x(1)

I (t) + ξI(t)

where for the first subsystem the nominal and interconnection functions are given by:

f
(2)
1 (t) =

(
m1gr

J1
− kr2

4J1

)
sin(x(1)

1 (t)) + kr

2J1
(l − b) + u1

J1

w
(2)
1 (t) =kr2

4J1
sin(x(1)

2 (t))

and for the second subsystem the respective functions are

f
(2)
2 (t) =

(
m2gr

J2
− kr2

4J2

)
sin(x(1)

2 (t)) + kr

2J2
(l − b) + u2

J2

w
(2)
2 (t) =kr2

4J2
sin(x(1)

1 (t)).

The modification of this model with respect to Spooner and Passino (1999), is with regards to
the availability of the state variables for measurement, the presence of modeling uncertainty and
measurement noise. Specifically, in Spooner and Passino (1999) full state measurement is considered,
whereas in this example it is considered that only x

(1)
I (t), I = 1, 2 can be measured (with some

uncertainty).
The parameters that are used in the simulation are: m1=2kg, m2=2.5kg, J1=0.5kg, J2=0.625kg,

k=30N/m, l=0.5m, b=0.4m and g=9.81m/s2. The modeling uncertainties of the subsystems are
assumed to be η(2)

I (x(1)
I , t) = 0.05 sin(10t) + 0.05sin(x(1)

I (t)), I = 1, 2, in which the term 0.05 sin(10t)
corresponds to the uncertainty associated with time variations or general inaccuracies, whereas the
term 0.05sin(x(1)

I (t)) corresponds to the uncertainty of the nominal function due to the error on
some model parameters (i.e. the mass). Note that, the modeling uncertainty is a function of both
the time t and the state x

(1)
I . The bound on the modeling uncertainty that is used is given by

η̄
(2)
I (y(1)

I , t) = 0.1+0.05|sin(y(1)
I (t))|, I = 1, 2, which satisfies Assumption 3. The inputs uI are derived

based on a simple decentralized proportional feedback controller that stabilizes each subsystem and
are given by uI = 20eI , I = 1, 2 where eI = −y(1)

I is the tracking error. In this example, we consider
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(a) Fault detection agent monitoring measurement y1.
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(b) Fault detection agent monitoring measurement y2.

Figure 3.: Residual signal and fault detection threshold for measurements y1, y2 in the case of process
fault occurring in Σ1.
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(a) Measurement y1 and estimate ŷ1.
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(b) Measurement y2 and estimate ŷ2.

Figure 4.: Measurements y1, y2 and their corresponding estimates ŷ1, ŷ2 in the case of process fault
occurring in Σ1.

two cases, one for process fault and one for the sensor fault. In the case of a process fault, we consider
an abrupt multiplicative actuator fault in subsystem 1 where the input changes to u1 = (1 + β1)ū1,
where ū1 is the nominal control input in the non-fault case and β1 ∈ [−1, 0] is the parameter
characterizing the magnitude of the fault. The actuator fault in this case can be considered as a
process fault affecting the dynamics of the system. The fault occurs at T x0 = 5 sec with a magnitude
β1 = −0.1. In the case of a sensor fault, we consider that the sensor in the first subsystem measuring
y1 measures the signals’ amplitude with 20% deviation and the sensor fault occurs at T y0 = 5 sec.

The measurement noise ξI is implemented as a uniform random number in the range [−0.01, 0.01].
The proposed fault detection scheme is implemented using a FIR filter for H(z). Specifically, the
filter H(z) is designed as a 10-th order FIR lowpass filter with normalized cutoff frequency 0.2
and utilizing a Hamming window (using the fir1 command in Matlab). The transfer function of
H(z) is given by H(z) =

∑10
k=0 dkz

−k and explained in Section 3.3 the filter H̄(z) is given by
H̄(z) =

∑10
k=0 |dk|z−k. Using the aforementioned filter H(z) the bounds on the filtered noise are

found through the simulation as ε̄ξI = 4e−6 and ε̄∆gI = 1.2e−4 for I = 1, 2.
According to the proposed fault detection scheme, two fault detection agents are designed, one

for each subsystem. In each detection agent, the estimation model is given by (4), (5), the residual
is generated according to (6) and finally, the detection threshold is generated according to (9) with
(27) to fully exploit the filtering benefits. For the threshold implementation the constants αI,1 =
1, δI,1 = 0.7, I = 1, 2, are also used so that (12) is satisfied. The simulation results for the fault
detection agents that monitor the first subsystem (measured variable y1) and the second subsystem
(measured variable y2) in the case of the process fault are shown in Figure 3 and in the case of the
sensor fault in Figure 5.

At first let’s consider the case of the process fault. In this case the measurements and their
corresponding estimates of the two subsystems are shown in Figure 4 where it can be seen that the
estimation model tracks the measurement although, it cannot be seen any significant discrepancy
due to the process fault. The discrepancy of course is present, and it is the cause for the residual
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(a) Fault detection agent monitoring measurement y1.
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(b) Fault detection agent monitoring measurement y2.

Figure 5.: Residual signal and fault detection threshold for measurements y1, y2 in the case of sensor
fault occurring in Σ1.
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(a) Measurement y1 and estimate ŷ1.
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(b) Measurement y2 and estimate ŷ2.

Figure 6.: Measurements y1, y2 and their corresponding estimates ŷ1, ŷ2 in the case of sensor fault
occurring in Σ1.

signal given in Figure 3a to exceed its threshold. Specifically, the simulation results that correspond
to the detection agent that monitors the measurements y1 (1st subsystem) are shown in Figure 3a
where it is clearly seen that the residual significantly exceeds its detection threshold after the fault
occurs, hence the fault is detected at around t = 5.09 sec. It must be noted that there are no false
alarms prior to the fault occurrence in either case. The corresponding results of the detection agent
that monitors y2 (2nd subsystem) are shown in Figure 3b where it is seen that the residual signal
is always below its threshold signal and therefore no fault is detected. It must be noted that, the
residual in the case of the second agent monitoring y2 in Figure 3b, exhibits the same behavior
before and after the occurrence of the fault, indicating that the process fault effects from the first
subsystem do not seem to impact the residual of the second agent.

Now let us consider the case of the sensor fault. In this case, the measurements and their corre-
sponding estimates of the two subsystems are shown in Figure 6. In the case of the sensor fault, the
results in the case of the fault detection agents that monitor the measurements y1 and y2 are shown
in Figure 5a and 5b respectively. In this case, the sensor fault is detected very fast by the detection
module that monitors y1 at around t = 5.01 sec. Most importantly though, the sensor fault is also
detected by the detection module that monitors y2 at around t = 5.39 sec. As in the previous case,
no false alarms occur, since the residuals are always bounded by their thresholds prior to the sensor
fault occurrence. In this case, it must be noted that, the residual behavior in the case of the second
agent monitoring y2 in Figure 5b, changes after the occurrence of the fault, indicating that the sensor
fault effects from the first subsystem affect significantly the residual of the second agent.

The simulation results are in line with the findings of the analysis conducted in Section 4 and more
specifically with Lemma 2 according to which the process fault occurring in a subsystem can only
be detected by its respective fault detection agent, whereas a sensor fault occurring in a subsystem
can be detected by its respective fault detection and also by neighboring interconnected detection
agents. According to the high-level fault isolation scheme described in Section 6, in the case of the
process fault, no conclusive decision can be reached since only one detection agent detects a fault
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and therefore the fault can be either a process fault in Σ1 (which is actually the case), or a fault in
the sensors measuring y1 or y2. In the case of the sensor fault, because both fault detection agents
detect a fault, the case of a process fault is excluded and hence it is guaranteed that a sensor fault
has occurred and the faulty sensor is either y1 (which is actually the case) or y2. Therefore, further
actions can be taken to identify precisely the type of the fault that has occurred.

8. Conclusion

In this paper, a distributed fault diagnosis approach for the detection of process and sensor faults in
a class of interconnected input-output discrete-time, nonlinear systems with modeling uncertainties
and measurement noise is presented. By utilizing a filtering approach which is incorporated in the
fault detection framework to mitigate the measurement noise effects, robust adaptive thresholds are
designed that guarantee no false alarms. Furthermore, the propagation of a fault that occurs in one
subsystem and affects neighboring subsystems is investigated, leading to some key properties of fault
propagation among subsystems. More specifically, the fault detection scheme is designed in such a
way that a process fault occurring in a subsystem can only be detected by its corresponding detection
agent, whereas a sensor fault occurring in a subsystem can also be detected by the detection agents
of the neighboring subsystems it affects. This discriminating element is exploited to extrapolate
further information regarding the type of fault that has occurred and, constitutes the basis of the
derived high-level isolation scheme. Furthermore, detectability conditions have been derived that
characterize quantitatively the class of process and sensor faults that can be detected by the proposed
scheme. Future research efforts will be devoted in the development of a comprehensive fault isolation
methodology and, the integration of filtering with learning techniques in order to derive tighter
detection thresholds by dampening the measurement noise and by learning the modeling uncertainty.

Appendix A. Proof of Theorem 2

In the presence of a sensor fault that occurs in the I-th subsystem at t = T y0 , (20) becomes

x̃I,f (t) = AtI,0x̃I,f (0) +
t−1∑
k=0

At−1−k
I,0 χ′I(k), (A1)

where

χ′I(t) ,H(z)
[
ηI(xI(t), x̄I(t), uI(t), t) + ∆g′I(t)

]
− LIεξI (t)− LIθI,f (t).

Let’s define vI,f (t) , H(z)[∆g′I(t)] − LIθI,f (t). After the occurrence of a sensor fault, the residual
(6) becomes rI(t) = CI x̃I,f (t) + εξI (t) + θI,f (t) and by using (A1) with x̃I,f (0) = 0, the residual is
written as:

rI(t) =
t−1∑
k=0

CIA
t−1−k
I,0 χ′I(k) + εξI (t) + θI,f (t)

=
t−1∑
k=0

CIA
t−1−k
I,0

(
H(z)[ηI(xI(k), x̄I(k), uI(k), k)]− LIεξI (k)

)

+
t−1∑
k=0

CIA
t−1−k
I,0 vI,f (k) + εξI (t) + θI,f (t)
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By using the triangle inequality, the j-th element of rI(t) for t > T y0 satisfies:

|r(j)
I (t)| ≥

∣∣∣∣∣θ(j)
I,f (t) +

t−1∑
k=0

C
(j)
I At−1−k

I,0 vI,f (k)
∣∣∣∣∣− |ε(j)ξI (t)|

−
∣∣∣∣∣
t−1∑
k=0

C
(j)
I At−1−k

I,0
(
H(z)[ηI(xI(k), x̄I(k), uI(k), k)]− LIεξI (k)

)∣∣∣∣∣
≥
∣∣∣∣∣θ(j)
I,f (t) +

t−1∑
k=0

C
(j)
I At−1−k

I,0 vI,f (k)
∣∣∣∣∣− ε̄ξI (t)

−
t−1∑
k=0

αI,jδ
t−1−k
I,j

(
‖H(z)[ηI(xI(k), x̄I(k), uI(k), k)]‖+ ‖LI‖ε̄ξI (k)

)
,

For fault detection, the inequality |r(j)
I (t)| > r̄

(j)
I (t) must hold for some j = 1, 2, . . . , pI , so the final

fault detectability condition given in (30) is obtained.

Appendix B. Proof of Theorem 3

In the presence of a sensor fault that occurs at t = T y0 in ΣJ which affects ΣI , the state estimation
error (20) becomes

x̃I,f (t) = AtI,0x̃I,f (0) +
t−1∑
k=0

At−1−k
I,0 χ′′I (k), (B1)

where

χ′′I (t) ,H(z)
[
ηI(xI(t), x̄I(t), uI(t), t) + ∆g′′I (t)

]
− LIεξI (t).

After the occurrence of a sensor fault in ΣJ , the residual (6) becomes rI(t) = CI x̃I,f (t) + εξI (t) and
by using (B1) with x̃I,f (0) = 0 due to the filters’ initial condition, the residual is written as:

rI(t) =
t−1∑
k=0

CIA
t−1−k
I,0 χ′′I (k) + εξI (t)

=
t−1∑
k=0

CIA
t−1−k
I,0 H(z)[∆g′′I (k)] + εξI (t)

+
t−1∑
k=0

CIA
t−1−k
I,0

(
H(z)[ηI(xI(k), x̄I(k), uI(k), k)]− LIεξI (k)

)
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By using the triangle inequality, the j-th element of rI(t) for t > T y0 satisfies:

|r(j)
I (t)| ≥

∣∣∣∣∣
t−1∑
k=0

C
(j)
I At−1−k

I,0 H(z)[∆g′′I (k)]
∣∣∣∣∣− |ε(j)ξI (t)|

−
∣∣∣∣∣
t−1∑
k=0

C
(j)
I At−1−k

I,0
(
H(z)[ηI(xI(k), x̄I(k), uI(k), k)]− LIεξI (k)

)∣∣∣∣∣
≥
∣∣∣∣∣
t−1∑
k=0

C
(j)
I At−1−k

I,0 H(z)[∆g′′I (k)]
∣∣∣∣∣− ε̄ξI (t)

−
t−1∑
k=0

αI,jδ
t−1−k
I,j

(
‖H(z)[ηI(xI(k), x̄I(k), uI(k), k)]‖+ ‖LI‖ε̄ξI (k)

)
.

For fault detection, the inequality |r(j)
I (t)| > r̄

(j)
I (t) must hold for some j = 1, 2, . . . , pI , so the final

fault detectability condition given in (33) is obtained.
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