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ABSTRACT

Over the years, advancements in the fields ofaligihage processing and artificial intelligence édeen
applied in solving many real-life problems. Thisultb be seen in facial image recognition for segurit
systems, identity registrations. Hence a bottlengfcidentity registration is image processing. Tehese
carried out in form of image preprocessing, imaggian extraction by cropping, feature extractiomgs
Principal Component Analysis (PCA) and image comsgitn using Discrete Cosine Transform (DCT).
Other processing include filtering and histograrmaigzation using contrast stretching is performddlev
enhancing the image as part of the analytical tdehce, this research work presents a universagiation
image forgery detection analysis tool with imageidh recognition using Black Propagation Neural
Network (BPNN) processor. The proposed designed ib@ multi-function smart tool with the novel
architecture of programmable error goal and lightemsity. Furthermore, its advance dual database
increases the efficiency for high performance aapion. With the fact that, the facial image redtign
will always, give a matching output or closest flassoutput image for every input image irrespestof
the authenticity, the universal smart GUI tool isgmsed and designed to perform image forgery tletec
with the high accuracy of +2% error rate. Meanwh#denovel structure that provides efficient autamat
image forgery detection for all input test images the BPNN recognition is presented. Hence, amtinp
image will be authenticated before being fed ihi® tiecognition tool.

Keywords: Principal Component Analysis (PCA), Discrete Cosimansform (DCT), Black Propagation
Neural Network (BPNN), Local Binary Pattern (LBP)

1. INTRODUCTION examples. This type of representation leads to an
abstraction from the image pixels.

Facial image recognition is a bottleneck of image  Sirovich and Kirby (1987) proposed Eigen picture as
processing that shows a lot of interest in past years  economically representation of image in a best
(Kumar et al., 2007). Move towards to 2-D face coordinate system. It was observed that an acdeptab
recognition leads to have template-based approadh a picture of a face could be reconstructed from the
geometric-based approach (Bolmteal., 2003). Further  specification of gray levels at 214 pixel locations
complex features are composed of several of therfea However, they showed that in actual constructiarly o
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40 numbers with admixtures of Eigen pictures can bethe image re-sampling trace and/or interpolation

characterized a face. signal. A derivative operator on the variance oé th
Wu and Haung (1990) took advantage of 24 image will detect these traces. Later, the sigmal i
measurements in fiducially signs of profile doufaeial processed through radon transformation that results

image. The proposed system has been reduced bg periodic signal embedded or completely imposed on
recognizing performance when more image in thethe image spectrum graph (Gallagher, 2005). Hence,
database because there are not enough to difigienti interpolated signal and re-sampled signal will be
features that identify a user. ready to function.

Then, Turk and Penland (1991) introduced the Interpolated signal: There are two main stages in
Eigen faces method that achieved a remarkablegeometric transform (Popescu and Farid, 2005; Brasd
acknowledgement speed, but the speed drasticalljRamakrishnan, 2006). In the first stage, a spatial
reduced, when against resizing. Wisketttal. (1997) transformation of the physical re-arrangement okl
used magnitude information and phase informationin the image is performed and can be represented by
that is received from Gabor wavelet transformatddn  transformation function T as shown in Equation 1:
the face image. For identifying a person, this

information is compared with all of the informatiom ~ X'=T,(X,Y)Y'=T,(X,Y) (1)
database searching for the one who has the same
transformation as test image. As earlier stated, the geometric operations that ar

Gallagher (2005) analyzed a set of images andcommon with most forgeries are re-scaling, rotation
proposed that image forgery most often includesesom syewing. Hence, the importance of detection will be
form of geometric transformation. These processe®Ww traced wit utilization of affine transformations.
based on a re-sampling and interpolation step. The general equations for affine transformatiores ar

Later on, Ahoneret al. (2006) introduced the Local given by Equation 2:
Binary Pattern (LBP). This operator was used to smea
the texture information of local area of gray image X'=a,+ax+ay

The various research work had been completed
(Ming et al., 2008; Mehryaet al., 2010; Jaeyoung and
Jun, 2011; Haet al., 2011; Luet al., 2003) to reduce the
efficiency with variations in illumination, imagezs,
size of database, percentage error. In additicability
to detect altered images for more realistic reciami
still is challenging task.

. @)
Y'=b,+b,x+b,y

The second stage is the interpolation. Here pixel
intensity values of the transformed image are assig
using low pass interpolation filter. According tbet
sampling theory, if the Nyquist criterion is satsf, the
! - . _spectrum F(w) does not overlap in the Fourier damai
Hence, this study proposes an efficient Passiveryq original signal f(x) can be reconstructed patje

evaluation tool for authenticity of input imagesfdre from its samples fk using the optimal sine integpioh
recognition process stage, furthermore, the adgistrof (Hou and Andrews, 1987).

illumination of images using contrast stretchingd an Combining the derivative theorem with the
image histogram = equalization techniques will - be ¢onyolution theorem leads to the conclusion that by
performed. In this proposed research work, theityual convolution of § with derivative kernel Rw), it is
percentage is adjustable in order to achieve highpossible to reconstruct the nth derivative of thege
performance (as low as 2% error rate) with a dualf(x). The result of interpolated operation Qf(X) is
database approach. The test image is reducedowea |  denoted by Equation 3:
1-D dimensional vector, which represents distinginig
features of the test image. . X

The 1-D image vectors are fed into the neural fW(X)=Zk:-mka(g-kJ
network, the Euclidean distance of the 1-D imagetore «
is compared to each test database and the closgshm D"{f"} (X)=D”{Z:Z_wfkw [A-kj}: (3)
is found and outputted. X

System design fundamental: The focus of the S kan{W}(L_k)
image authentication stag€i@. 1) is the presence of - Ax
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Fig. 1. Proposed process structure

By assuming the constant variance random processgriginal signal in different ways. The resultingrioelic

then the variance of Gf"} which is var {D{f ,}(x)} as
a function of x is given by Equation 4:

Ron{ 1} (x.x)
d

Similarly, the covariance is represented as Equdtio

3

var{ D"{fw}(x)}
=o'y 0w} -

(4)

X

Ron{f"}(x.x+&) =03 DH{W}(E -
xD"{w} [B - kzj

AX

(%)

Now, by assuming thad is an integer, it can be
noticed that Equation 6:

var{ D"{fw}(x)} = var{ D“{ fW}(x+8A)} (6)

Thus, var{D{f,}(X)} is periodic over x with period
Ax thatAx is the sampling step.

It is verified the periodicity by the following
Equation 7:

var{ D'{ 1} (x+9a)}
SO
=07y 0w} 2 -

(7)

_ka
(k—aj2 =var| D'{ "} (x)}

Re-sampled signal: From Equation 4, it is cleat tha
different interpolators will change the structurk tbe
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variance function computed using Equation 4 for the
nearest-neighbor interpolation. Hence, signalspotated
by this interpolator are easily recognized by apwgya
derivative operator to them (Hou and Andrews, 1987)
is continuous but its first derivative is discomtins.
Cubic interpolation is a very frequently used
interpolation technique and has been widely studied
uses a third order interpolation polynomial askbmel.
Radon transformation: Radon transformation
applied to find traces of affine transformation. eTh
Radon transformation computes projections of
magnitude of Xb(x, y)} along specified direction
determination by an angte
The projection is a line integral in a certain dtfen.
This line integral is expressed as Equation 8:

is

pD"{b} (x.y) = [ 10°{ b x,y)} Idl (8)
By assuminy that Equation 9:

X' cos sin|| X

Mgl ©

It is possible to represent the Radon transforrién
following way Equation 10:

p(x'):J':D"{b(x,y)} (x'cos y'sin,x'sim y'cds d (10)

The Radon transformation is computed at angles
from 0-179 degrees, in 1 degree increments. Hehee,
output of this is 180 1-D vector&) (0 is the orientation
of the X' axis counterclockwise from the x-axis)hel
corresponding auto covariance sequenced abntain a
specific strong periodicity, if the investigatedrsal has
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been re-sampled. The auto covariance sequengg#si®f  phase. Before moving images into the neural priacgss

computed as Equation 11: phase, all images data (test image and trainingbdate
images) undergo a process of vectorization that is
Rp(k):Zi(pe(i+k)—p79)(pe(i)—p79) (11) conversion of 2-D images into 1-D vectors. This

conversion is due to neural network requires 1-D
vectors for processing and conversion is performed
The project target is to determine the image beingusing PCA (Esbensen and Geladi, 1987) and 2-D
investigated has undergone affine transformatiemde,  discrete cosine transform. PCA technique was used f
we focus only on the strongest periodic patteres@nt  reducing the complexity of calculation and creatimg
in the auto covarianced®. database in (Payat al., 2007) Fig. 3 shows the
Image recognition: The difficulty of recognizing vectorization of one original image.
faces is a classification problem. The proposed Neural network training (Phase 3): The third phiase
technique uses artificial neurons in order to trdim the neural network training. The structure of the
classifier. It also involves a dimensionality retion proposed neural network is based upon multi-layteas
preprocessing of the facial images. In recent times are input, hidden and output layer. The number of
BPNN system (Vinayet al., 2007) implementation neurons in the hidden layer is determined by expess
make use of fractal encoding method, the fractdleso  and guesswork considering optimal performance.
were presented as input to the BPNN for identifarat As a final point, production level contains nenadls
purposes. However, in order to complete imagethat are the number of objects is being consideTee.
authentication and recognition in the research work algorithm for effective use of a neural networksdan

four stages are introduced. reduces the slope of errors through changing weight
Proposed system structure: The proposed researchffset continued with impetus. The neural netwosk i
work deals with an integration of four phases. THtital trained upon some set of images and tested upon

phase deals with image verification (originality different set of images. In the proposed methodyaie
authentication) with neural network pre-processing network uses BPNN algorithm for error computatiod a
training and testing phasedtigure 2 shows the new weight calculation for each neuron link. Itureis
flowchart performance of this research work that e the output of each level, extract the mean squena e
discussed in four stages. (MSE) and spread it back if it is not close to taget.
Image verification (Phase 1): The image verificatio The response of the neural network is reliant upon
phase is performed using detecting traces of imageweights, biases and transfer functions. The transfe
tampering such as re-sampling or interpolation @hb  functions make use of in the feed forward BPNN in
In this phase, a test/input process involves dtviea intermediate, input and output lay@igure 4 shows the
operators and radon transformation. This processtraining graph of neural network while the systenli w
produces a periodic pattern in the image spectfuimei  find the original image.
test image is forged or it produces simple impsigeals Testing stage (Phase 4). The fourth phase is the
if the test image is still original. testing of the neural network. Images for testing a
Meanwhile, It is observed that both image spectraapplied to the trained neural network along witle th
forms could be overlapped that produces a forrmaige ~ already trained database images for calculating the
tampering. However, the proposed system specificati percentage accuracy and error.
allows selecting only original test or input images In testing phase, just like in the training phase,
Image-preprocessing (Phase 2): The imageincoming images undergo all the pre-processingestag
preprocessing as second phase is ready to fundtion. and are made available to the network for evaluatio
the pre-processing phase, time effective prepracgss This test images (extracted face image) is then
is performed in order to make image data bestdiit f processed using the neural network analytic todterA
neural network input. Average filtering is appliadd a number of iterations by the network through each
contrast of the image is enhanced through histogramimage in the database, the error reduces basetieon t
equalization process. gradient descent-learning rule, the set error geal
Then the image size is reduced in order to make itreached and a matching image to test image is fasnd
light but efficient and best fit for neural prociegs  shown in the results session.
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Fig. 4. Neural network training curve

2. MATERIALSAND METHODS first and second derivative of the auto covariaoicthe
images. The auto covariance is obtained using the
The analytical image authentication tool designed radon transformation through 0-179 degrees. Heitce,
based on graphical interfacing computer-aided syste s a proved for efficiency of proposed system teede
The design process was to create software model ofhe authenticity of images.
efficient tool using MATLAB-GUI software. The syste The major integral part of the proposed analytical
was designed simulated for image authentication andool is the capability to extract a face from alful
classification. The design was emulated the foligwi image and run it through any given database for a
characteristics; neural network processing, lodahty matching or equivalent face imageFigure 7

pattern and finally analytical tools smart system. illustrates the recognition of input image while
different position is applied.
3. RESULTSAND DISCUSSION The high-speed performance is determined by the

proper selection of the number of hidden neurore T
The two database containing training images is madearger amount of hidden neurons results the faster
up of ten images numbered (1-10) each, with theesam petwork convergesFigure 8 shows the time consuming
size, format and dimension. The test images ar@iE@m  required when the hidden layers in neural network
and cropped with the different positiodkigure 5 and 6 processor are increased.
show the image spectrum respectively. Figure 9 shows the error percentages of proposed
These spectra are resulted from original and forgedanalytical tools when the number of imaged are
images respectively. The difference in spectruseisn increased. As shown ifig. 9, it is found that with
as a kind of sinusoidal periodic pattern, whichlaeps increasing the number of subjects, performance éned
or overlaps the original impulse signals or spikésin is percentage of recognition with utilizing PCA and
original image. These are the result of obtainihng t BPNN approach will decrease slightly.
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Fig. 7. Image recognition
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4. CONCLUSION

In this research work, an integration of image éoyg
detection with an image facial recognition anabtimol
using back propagation neural network was proposed.
this project the test image is authenticated befmiag
fed into the recognition tool. Therefore, the resilthe
first image verification of this project confirmshe
originality or alteration of an image before itféed into
the rest of the algorithm for recognition purpokelso

introduces contrast stretching of histograms, dual
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