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Abstract

Development of a music recommender system, one of the key applications of Music Informa-
tion Retrieval (MIR), necessitates research into methods to represent and retrieve music infor-
mation efficiently. Considering the specific characteristics of each music culture and the diverse
requirements thereof, the methods must be culture-aware with many of the associated tasks be-
ing culture-specific. This research is motivated by the importance of a music recommendation
system for Hindustani music. The investigated tasks focus primarily on information extraction
from melodic audio and text content, realizing the significance of information from multi-modal
sources. In the context of information extraction from audio signals, we present our investiga-
tions on melodic motif detection involving mukhda (main title phrase of a composition) and
pakad (raga characteristic phrase) detection. Our investigation on extracting meta-information
from natural language text focuses on coreference resolution, with the aim of improving rela-
tion extraction from textual content. The task of raga similarity detection is investigated with
both text and music content (available as music notation).

Melodic motifs form essential building blocks in Indian Classical music. The mukhda and
the pakad phrases provide strong cues to the identity of the composition and the underlying raga
respectively. Automatic detection of such recurring basic melodic phrases is highly relevant to
music information retrieval in Hindustani music. This thesis discusses approaches to detect
mukhda and pakad in a concert audio recording by exploring musicological cues and similarity
computations.

Considering the large number of ragas in Hindustani music, detection of similarities be-
tween them is beneficial to music recommendation. The problem of raga similarity detection
is investigated with two diverse data sources viz., discussions on Hindustani ragas and compo-
sition notations. Each of these sources help in extracting different aspects of raga similarity.
While text discussions aid to extraction of similarities generally perceived by musicians, sim-

ilarities based on melodic attributes are extracted through composition notations. Both the
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approaches learn representations for ragas, and the similarities between the representations in-
dicate the similarities between the ragas.

Realizing the importance of coreference resolution to improve relation extraction from
text, our investigations on extracting meta-information focuses on the same from music discus-
sion forums. The attempt to design a specific approach is motivated by the nature of the text
and the domain specificity. While the feature design considers domain specificity and nature of
the text, we also observe the need for a hybrid approach. The proposed modification to best-
first clustering, for the clustering step in the mention-pair model, considers relation between
candidate antecedents while resolving for an anaphoric mention. We also discuss a method to
identify the semantic class, a crucial feature for coreference resolution, with the help of web re-
sources. This approach to semantic class identification is generalizable for any domain-specific
dataset with similar challenges. The investigations with eye-tracking and memory networks
initiate research in the direction of bridging the gap between the cognitive process involved and

the machine understanding of coreference resolution.
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Chapter 1

Introduction

Music expresses that which cannot be
said and on which it is impossible to be

silent.

Victor Hugo

Music is an indispensable part of human civilization, and is probably the first cultural or
artistic engagement known to mankind. On a very high level, music can be defined as sound
organized in a time scale for favourable listening experience expressed vocally and through in-
struments. The relation between humans and music is not a recent development. No human
culture on earth is an exception in the matter of music involvement, and the history of music
in these cultures extend back to 250,000 years or more (Bannan, 2012). Music befitting the
occasion is an integral part of any human gathering. Various studies have identified the role
of music in developing societal bonding in human beings. With the advent of technology to
store music, personalized music listening gained attention. This development is accompanied
by methods to retrieve information from music with the aim to enrich music experience and
cater to the requirements of certain associated fields. Towards an improved listening experience
in any genre, personalized recommendation of music is indispensable. Similarity between per-
formances is key to any music recommendation system. A majority of the Music Information
Retrieval (MIR) tasks are directly or indirectly targeted to derive similarities between songs.
There has been an extensive research in the past on MIR for Western music. This thesis presents
our research directed towards a recommendation system for Hindustani music, considering the

need of culture-specific approaches for this genre.



1.1 Music Information Retrieval (MIR)

With the advent of modern technologies, music has turned digital. Traditional ways of listening
to music are replaced by personalized ways where the listener wants to enjoy what is most inter-
esting to him/her (Casey et al., 2008). We have witnessed several revolutionary changes in the
creation, storage, dissemination and listening of music during the last few years. The technolog-
ical advancement has contributed to easy storage and access of the available content. Despite the
amount of content available, the access to desirable content depends on the competence of the
available music information retrieval methods. Taking this into account, development of tools
for accessing, filtering, classification, and retrieving call for significant attention (Orio et al.,
2006). Music information retrieval refers to extraction of information on genre, artist, repeating
patterns, scores, lyrics from music etc. Research on music information retrieval brings together
know-how of diverse areas including information technology, music theory, musicology, audio

engineering, digital signal processing and cognitive science (Futrelle and Downie, 2002).

There exist approaches for content based MIR for music scores and audio data (Typke
et al., 2005). Apart from the extraction from music content, it is also important to extract meta
content available in the form of text to satisfy the requirements of MIR. Music data is not
confined to audio recordings, but also includes symbolic notation, meta-data, artist informa-
tion, lyrics and user-context information spanning across various modalities (Serra et al., 2013).
While the musical characteristics are derived from audio recordings, the information extracted
from musical experiences of people is complementary, but equally relevant. Apart from the
available printed text on music, the vast range of websites, blogs and discussion forums are rich
sources of music information (Serra et al., 2013). Having the associated meta information is
important when a user searches for music content through a query containing meta information.
The vast online text resources with rich music information are available in unstructured and
semi-structured form. Representation of structured information extracted from both text and

music content represented as a knowledge graph is helpful to MIR systems for better retrieval.

Most of the existing researches in MIR focus on Western music. Many classical music
traditions including Indian, Chinese, Turkish, Arabian music etc. have rich musicological and
cultural studies. Western commercial music of the past few decades has shaped a big part of
the MIR related research, giving little attention to information extraction tasks in other cultures

(Serra, 2011). The current MIR methodologies do not work for many problems in these tradi-
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tions and many times the MIR requirements are also different (Serra, 2011). For instance, raga

recognition problem is very specific to Indian classical music.

1.2 Introduction to Hindustani Music Concepts

The North Indian tradition of Indian classical music is referred to as Hindustani music (the
South Indian tradition is Carnatic music). It has been evolving since the 12th century in North
India with significant influence from Persian and Arabian music (Junius et al., 1969; Wikipedia,
2017a). Classical music traditions of Afghanistan, Pakistan, Nepal and Bangladesh also exhibit
similarities to Hindustani music. Indian music is essentially melodic and monophonic (or more
accurately, heterophonic) in nature. In spite of this apparent simplicity, it is considered a highly
evolved and sophisticated tradition. In this section, we introduce Hindustani music and the main
concepts which are essential to better understanding of this thesis. The majority of the content
in this section is taken from the books Shruti (Bagchee, 2006), Nad: Understanding Raga Music
(Bagchee, 1998) and from the paper by Rao and Rao (2014a).

1.2.1 Bandish and Performance

In Hindustani music, a composition is referred with the term bandish. Generally bandishes
are very short with 2 parts; sthayi and antara. For the artiste, a bandish is a means to present
the raga, and the words of the bandish are given less importance compared to the raga of the
composition. A composed musical piece termed as bandish is written to perform in a partic-
ular raga, giving ample freedom to the performer to improvise upon. As the literal meaning
suggests, bandish is tied to its raga, tala (thythm) and lyrics. Bandish is taken as the basic
framework for a performance, which gets enriched with improvisation while the performer ren-
ders it. Realization of a bandish in a performance brings out all the colors and characteristics
of a raga.

In a typical Hindustani performance, the main artiste (a vocalist or an instrumentalist)
renders the melody. The main artiste is accompanied by a percussionist on Tabla and an ac-
companist on a stringed instrument or harmonium provides the secondary melody (Rao and
Rao, 2014a; Bagchee, 2006). The artiste first starts with avachar introducing the basic melodic
pattern of the raga. This is followed by commencement of sthayi, called as alap. Alap is sung

with the permitted raga notes to the vowel ‘a’ (alap in akar) or with the words of the bandish
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(bol-alap). Tabla joins the performance after alap when the presentation of composition starts.
Throughout the performance, the words from the lyrics are repeated with different emphasis
and ornamentation. Each bandish is identified by its main title phrase called as mukhda and the
artiste often returns to this phrase in a performance. This recurring phrase has a fixed melodic
shape and the last syllable of the mukhda coincides with the emphatic beat of the rhythmic
(tala) cycle called sam. The fast passages towards the end of a performance are referred to as

tan. akar tan is sung with the vowel ‘a’ and sargam tan uses note names.

Figure 1.1: A Hindustani vocal concert setting. A vocalist accompanied by a harmonium player,

tabla player and two tanpura accompanists.

1.2.2 Swara

The term swara refers to note in both the classical music traditions. The seven main swaras are
known as Shadja (Sa), Rishab (Re) , Gandhar (Ga), Madhyam (Ma), Pancham (Pa), Dhaivat
(Dha) and Nishad (Ni). The note solfege is given within parenthesis. The set of seven swaras is
called saptak and the eighth note is the repetition of the first note (with double the frequency).
These natural notes are referred to as shuddha swaras and the flat or sharp versions of some of
these notes are called vikrit swaras. A komal swara denotes the flat version of a swara and a
thivra swara denotes the sharp version of a swara. Except Sa and Pa, all swaras have a komal
or thivra. Figure 1.2 shows the notes correspondence to keys in a keyboard when the tonic (Sa)

is at C.



Figure 1.2: Swara markings on a keyboard. source: (Suja, 2012)

Table 1.1 gives a description of Hindustani swaras with details on solfege and the corre-
sponding western solfege. The notation id mentioned in this table is as per Bhatkande notation

system (using Latin script). We use this notation scheme throughout this thesis.

Note name Notation ID  Solfa syllable Full name Western Solfa
sa S sa Shadja doh
re (komal) r re Rishabha (komal)
re R re Rishabha (shuddha) re
ga (komal) g ga Gandhara (komal)
ga G ga Gandhara (shuddha) mi
ma m ma madhyama (shuddha) fa
ma (thivra) M ma madhyama (thivra)
pa p pa panchama sol
dha (komal) d dha dhaivata (komal)
dha D dha dhaivata (shuddha) la
ni (komal) n ni nishada (komal)
ni N ni nishada (shuddha) ti
sa S’ sa Shadja doh

Table 1.1: Detailed description of Hindustani swaras (Sadhana, 2011; Bagchee, 1998)

1.2.3 Raga

The compositions and their performances in both these classical traditions are strictly based
on the grammar prescribed by the raga framework. A raga is a melodic mode or tonal matrix

providing the grammar for the notes and melodic phrases, but not limiting the improvisatory
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possibilities in a performance (Rao and Rao, 2014a). Raga is the foremost, and possibly the
most rudimentary and fundamental concept in both the classical music traditions of India. In
principle, a raga (the closest concept in Western music is the mode) is a melodic framework
where certain rules are applicable to a set of notes. A raga uses only certain notes which are
permitted by the raga rules and the allowable ascending sequence of the notes is called aroha
(ascent) and descending sequence of the notes is called avaroha (descent). Five natural notes
and their sharp and flat forms constitutes a scale, and a selection of seven notes from these
twelve notes decides the parent scale of a raga. The parent scale of a raga is referred to as a
thaat. With a few exceptions, all ragas have atleast 5 notes. For instance, the thaat with all
shuddha swaras is Bilawal. A raga should have the tonic S, and either M or P must also be
present.

The major difference between the ragas within a thaat lies in the way in which the permit-
ted notes are used. While the identity of certain ragas depend on the dominant notes which are
stressed by their frequency or by the duration they are played, the way in which certain notes
are intoned or ornamented contributes to the identity of others. The tonic and the vadi (sonant)
are considered to be the strong notes in a raga and most of the variation begin and end at vadi.
The fifth note from vadi is referred to as samvadi (consonant).

The characteristic melodic phrases are of prime importance to the identity of a raga, and
they are considered to be the signature of a raga. In a raga performance, these phrases are re-
peated and it is key to identification of the raga by the listener. Characteristic phrase of a raga
is also referred to as pakad. In the performance of a bandish in a raga, the artiste enriches the
performances with his/her interpretations and improvisation adhering to the mentioned conven-

tions.

1.2.4 Tala (Rhythm)

Along with melody and harmony, rhythm is also one of the fundamental elements of music. The
time arrangement in music is referred to as rhythm. In Western music, metre is the rhythmic
structure (Wikipedia, 2017b), indicating the beat pattern. A measure in written music divides
the beats into smaller groups according to the metre of the music. The term corresponding to
metre in Hindustani music is tala, and to measure is vibhaga. For instance, Dadra tal cycle
comprises of a 3+3 patterns with 2 vibhagas, with each vibhaga having 3 beats. Jhap tal having

a 2+3+2+3 pattern is considered to be more complex with 4 vibhagas. First and third vibhagas
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have 2 beats, and second and fourth vibhagas have 3 beats each. There are 3 kinds of beats:
the emphatic beat known as sam, empty beat known as khali and others are called tali. The
emphasis on the beats are shown as in this example of Dadra tal.
|1x23[1023|
The first beat or matra of the first section is marked with an emphasis, whereas the the first beat
of the second section is marked with lesser emphasis. When played by a drummer, generally
hard stroke indicates a sam and soft stroke indicates a khali. The term laya denotes the speed
or tempo in which a performance proceeds. Widely used layas are vilambit (slow), madhya
(medium speed) and drut (fast).

Tabla, the most important percussion instrument in Hindustani music was introduced by
Amir Khusro in the 13th century. This has two drums distinguished by their shapes; bayan
and dayan. Bol denotes the syllables corresponding to the beats in a fal cycle. These syllables

correspond to various strokes in a percussion instrument.

1.2.5 Mukhda and pakad

Hindustani music, especially the modern khyal style, is a predominantly improvised music tra-
dition operating within a well-defined raga (melodic) and tala (rhythmic) framework. While
the main title phrase mukhda is central to the identity of a bandish, the characteristic phrase
or pakad reveals the identity of the raga a bandish is based on. As mentioned before, mukhda
rendition is associated with the emphatic stroke sam. In the improvised section of the con-
cert known as the bol-alap, the singer elaborates within each rhythmic cycle of the tala using
the words of the bandish interspersed with solfege and held vowels, purposefully reaching the
strongly accented first beat (the sam) of the next rhythmic cycle on a fixed syllable of the sig-
nature phrase of the bandish. It acts like a refrain throughout the exposition, which can last
several minutes, whereas the other lyrics of the bandish can undergo extensive variation in
melodic shape in the course of improvisation.

Apart from the permitted scale intervals (swaras) that define a raga, it is its characteristic
phrases that complete the grammar and give it a unique identity (Rao et al., 1999). “While a
singer moves through the raga (calna) to understand it, a listener attempts to catch the motion
(pakad) to identify the raga at hand” (Rahaim, 2012). Most ragas can be adequately repre-
sented by up to 8 phrases which then become the essential building blocks of any melody. For

example, P M G m G is a characteristic phrase of raga Bihag and N R G M is the character-

7



istic phrase of raga Yaman. Thus the detection of recurring phrases can help to identify the
raga. Indeed, musical training involves learning to associate characteristic phrases, or motifs,
with ragas. Melodic improvisation involves weaving together a unique melody bound by the
chosen rhythmic cycle (fala) and consistent with the raga phraseology. A characteristic phrase
is defined by the sequence of swaras involved, their relative duration and ornamentation. It is
observed that the melodic shape of a characteristic phrase change with speed. There are a few

ragas with no pakad and their identity rely on the modal characteristics.

1.3 Music information retrieval for Hindustani music

As mentioned, there is a need for culture-aware approaches for music information retrieval in
Hindustani music, considering the problems and challenges in this genre of music. Most of
the identified tasks are common to both the traditions in Indian music. The concept of raga
in Indian classical music defines a melodic framework for the compositions in Hindustani and
Carnatic, whereas the closest concept in Western music is the mode. Mode is comparable with
the concept raga only with respect to the scale. But the grammar of a raga is even stricter, with
rules on allowed phrases and transition between notes. Indian classical music follows a vocal
tradition with vocalist as the centre of attention in a performance and the instruments provide
accompaniment to the singing. Western music gives more importance to harmony, arranging
multiple instruments and chords in its compositions. Just these differences alone introduce a set
of tasks in Hindustani music which are not relevant to Western music.

Taking into account the significance of raga to Hindustani music, raga based classifica-
tion and retrieval of performances is of prime importance to Hindustani MIR. Automatic raga
identification is one of the most researched problems in Hindustani MIR (Chordia and Rae,
2007; Pandey et al., 2003; Belle et al., 2009; Kumar et al., 2014). Apart from its relevance
to MIR, raga identification throws light on how implicit music knowledge is manifested in a
performance (Rao and Rao, 2014a). Detecting similarities between ragas is crucial to music
recommendation tasks in Hindustani to recommend performances in a related raga. There ex-
ists a large number of ragas in both the tradition and all aspects of similarities between them
are not available in documented form. This is little explored and this is one of the researched
problems in this thesis. Likewise, identifying similarities between artistes, compositions etc.

have similar applications.



Many of the well studied computational tasks in Hindustani music are fundamental prob-
lems, which are building blocks to other high level tasks. In Indian music, tonic is chosen by
the performer and need not always be an absolute pitch. For any study involving analysis of
melody, identification of tonic is important (Rao and Rao, 2014a). There are a few attempts to
solve this problem (Gulati et al., 2012, 2014; Bellur et al., 2012b; Salamon et al., 2012). As in
many other music cultures, segmentation and labeling of motifs in a performance is a relevant
problem in Hindustani music. This problem is in its infancy. We will be discussing methods for

detection of mukhda and pakad instances from a Hindustani performance.

Considering the strong binding of the metrical structure with melodic aspects of a per-
formance, estimation of different aspects of metre is an important MIR task. Computational
modeling of rhythmic structure can help tasks like automatic segmentation, which is an essen-
tial prior step to motif identification and structural analysis tasks. These elementary rhythm
based tasks include detection of note onsets, tempo, beats and downbeats. Alap segmentation
task discussed by Vinutha and Rao (2014) takes clues from significant changes in rhythmic
structure in a performance . Along the similar lines, TP et al. (2016) investigates structural

analysis of metered section (gat) of sitar and sarod concerts .

While many researches for Western music rely on symbol scores as the data source, Hin-
dustani music prefer audio performances. Symbolic notation available for Hindustani does not
encapsulate the details of how the composition is to be performed. Symbolic notation avail-
able for Hindustani music only provides an abstract skeleton for the performer to improvise,
and cannot be considered as the complete representation of a performance. The ornamentations
and intonations found in a performance are crucial for many MIR tasks. So far, no successful
attempts were reported to symbolically represent a Hindustani performance. These consider-
ations restricted the Hindustani MIR research to rely on audio content of the performances as
the data source. The tasks for which melodic information is essential, pitch estimation methods
are helpful to extract melodic information in the form of pitch sequence. There are a few ap-
proaches to extract predominant-FO from audio content even in the presence of percussive and

pitched accompaniment (Rao and Rao, 2010; Salamon and Gémez, 2012).
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1.4 Knowledge representation: MIR

Identifying the right knowledge representation methods is crucial to any knowledge based ar-
tificial intelligence problems. It helps to formally represent the available information in the
domain of application. Even though this thesis does not address this aspect of MIR, this section
gives a brief introduction to the necessity and approaches for knowledge representation. The
efficiency of the inference system which draws conclusions based on the possessed knowledge
is dependent on the expressibility of the knowledge representation. The implicit information
from the knowledge base is inferred from the explicit information represented in the knowledge
base. Information retrieval in any domain having vast amount of information need to have a
formalized information representation. Semantic web technologies help to build an ontology

which defines the concepts and relations between the concepts in a domain.

To facilitate better music information retrieval, integration of knowledge representation
methods is essential to connect meta data, content based music information and musicological
information. The music information distributed across different sources can be connected if
represented with standard knowledge representation methods, thus creating a unified informa-
tion source. Available semantic web technologies aim at formalizing knowledge representation
and provides with tools for accessing web information and inferring from existing knowledge.
Semantic web is in progress, interconnecting the variety of information making them better

accessible.

There has been different approaches to improve MIR through knowledge representation.
One of the prominent ontologies in music domain is the music ontology proposed by Raimond
et al. (2007). This ontology is designed primarily for representing editorial information, mu-
sicological information with information on content of music item and workflows. Though it
has capabilities to contain information about the musical content, it is not sufficient enough to
represent content based information pertaining to many music cultures. Extension of existing
music ontology with capabilities to represent raga information, details of detected motifs etc.
will help better retrieval of Indian music with attributes relevant to Indian music. For Carnatic
music, Gopal and Serra has proposed raga ontology and its semantic substructures including

swara, gamaka, phrases and tala ontology (Koduri, 2016; Koduri and Serra, 2013).
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1.5 Motivation

Music recommendation is a commercially important area of study in MIR, which manifests
as a natural use case for almost any information extracted from different modalities. With the
increasing amount of available music content, personalized recommendation of songs matching
the taste of a user is a complex challenge. Aesthetic preferences of a user is quite subjective, and
any logical recommendation can only be made by analyzing the different aspects of similarities
with the songs he/she listens to. Considering the listening scenario of Hindustani music into
account, personalized ordering and recommendation of music performances demands further
research. The existing music recommendation systems are realized with content-based filtering,
context-based filtering, collaborative filtering or a hybrid method comprising combination of
others. Content-based and context-based techniques utilizes information extracted from content
and meta-data to identify song similarity. Collaborative filtering considers listening trend of

other users and the relation between the users, to recommend songs (Celma, 2010).

This thesis focus on information extraction tasks which are relevant to the attributes of
similarity for Hindustani classical music. Locus of this inquiry is about the relevant similarity
elements in recommending relevant songs to the user and how these similarities can be ex-
tracted, given the user preferences. Even when content based similarities form the core of the
recommendation system, meta-information also plays a significant role in recommending rel-
evant performances. For any music genre, details including performing artiste, composer, etc.
can only be obtained from the meta-data available from cover arts, books, online articles and

discussion forums.

In Hindustani music, content based similarities heavily depends on the raga based similar-
ities. Considering the importance of raga based grouping of performances for recommendation,
raga recognition is an important task. The relevance of pakads to the identity of a raga in a
performance, makes detection of pakad instances crucial to raga recognition. Ganguli and Rao
(2017) shows the importance of a method based on phrase based similarity to identify distinc-
tion between similar ragas, compared to methods based on pitch distribution. Also, pakad is an
excellent means to identify songs with stronger similarity within the same raga, facilitating rel-
evant recommendations within the same raga. For instance, within a raga, certain performances
may have a pakad occurring more prominently than in others. The user listening to one of them,

may anticipate another one from the same group. These motivations led to our investigations on
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melodic motif detection from Hindustani audio performances, dealing with pakad (character-
istic phrase) and mukhda (title phrase). Even though mukhda detection has more pedagogical
applications, it is also important to identification of similar songs beyond the constraints of raga.
Since mukhda is considered as the signature phrase of any composition, the similarity between
compositions based on the mukhda phrase is more meaningful than analyzing the similarity
based on the whole compositions.

Besides recommending songs within the same raga, the user may also appreciate sug-
gestions from related ragas. A user listening to a performance in raga Kalyan may appreciate
a performance from raga Yaman as well. This requires the similarities between ragas to be
extracted, which are not available documented. This motivated investigations to detect raga
similarities from two diverse sources, involving melodic content and natural language text. The
first approach extracts similarities based on melodic attributes from bandish notation data. The
other approach depends on textual discussions on Hindustani music. Here, we intend to ex-
tract similarities which are generally accepted by musicians and more likely to reflect in these

discussions.
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Figure 1.3: Selection of tasks to assist music recommendation in Hindustani music
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As mentioned, information extracted from natural language text content is pertinent to a
recommendation system. It is very likely that, a user may prefer songs from the same artiste or
composer. Identifying the entities, and the relation between the entities from the text available
as blogs, forums etc. are fundamental to acquiring this knowledge. Also, certain information
which is generally obtained from audio content, can be extracted from text content as well (eg.
raga of a composition), providing a fallback option. For this study, we consider Rasikas.org
which is a popular and active discussion forum in Carnatic music. The availability of substantial
text content in this discussion forum is the major motivation behind its selection. Also, the

domain of Carnatic music is very similar to Hindustani music.

Before addressing the problem of relation extraction, we decided to solve a more funda-
mental problem; coreference resolution. Resolution of anaphoric noun phrases is imperative to
better relation extraction from text. Consider the following forum post on raga Priyadarshini

from Rasikas.org:-

Rag Priya Darsini is a janya of 27th mela Sarasangi. The aroh and avaro., are SRMDNS -
SNDMRS. This rag is popular more through bhajans and occasionally I had heard in Katcheries
too. The rag evokes bhakti. The pancham varjya and the stress on the note nishad adds beauty
to this rag. Sri. Thanjavoor Thyagarajan had once given a very elaborated raga alapan of this

rag for a Narayana teertha tharangam song. He is expert particularly for this rag.

In this forum post, the resolution of ‘this rag’ and ‘the rag’ can help in extraction of
more information related to ‘the raga Priyadarshini’. Resolution of ‘He’ in the last sentence
helps in associating ‘Thanjavoor Thyagarajan’ with ‘raga Priyadarshini’. This example shows
the relevance of coreference resolution in improving the meta-information extraction from the

available text content in these forums.

In spite of the fact that there exist quite a lot approaches for coreference resolution, this
is investigated again considering the domain specificity and nature of the text. In a specific
domain, the type of entities, the relation between the entities and the choice of words in the
description differ from any other domain. For instance, distinguishing the entities as person,
song, performance, instrument is important to the domain of music. The nature of the text is
also a factor to be considered while designing the approach. Discussion forum posts are in

general short discourses with informal text having quite a lot grammatical errors.

This thesis is a journey towards building a knowledge base with information required for

a Hindustani recommendation system. Along with automatically extractable information, the
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knowledge base also encompasses manually annotated information for completeness. Based on
the aforesaid motivations, this thesis addresses three important problems for Hindustani music
recommendation system viz., melodic motif detection, detection of raga similarity and coref-
erence resolution. While the tasks of motif detection and the first approach for raga similarity
detection relies on audio and melodic content, the other approach for raga similarity detection
and information extraction from text depend on text content. Figure 1.3 depicts how the selected
tasks are important to compute similarity between songs in order to make relevant recommen-

dations.

1.6 Objectives

Here we briefly describe the objectives of the selected tasks.

e Melodic motif detection: This task is on detecting instances of a melodic motif from
a Hindustani classical performance, given template(s) of the motif. This work focuses
on detection of two kinds of motifs in Hindustani music; mukhda (main title phrase of
a composition) and pakad (raga characteristic phrase). Comprehending the variabilities

and invariabilities within instances of a motif is key to its detection from a performance.

e Raga similarity detection: This targets detection of similarities between ragas. This
study aims to extract similarities from textual discussions as well as composition nota-
tion. The approach for textual discussions look for similarities generally perceived by
musicians and cannot be derived explicitly from the raga attributes. Similarities solely

based on melodic attributes are derivable from composition notation.

e Coreference Resolution: The task of coreference resolution resolves anaphoric mentions
in the text with the entities it refer to. We investigate this problem specific to forum posts
from Rasikas.org. The domain and the nature of text are the key considerations to the

design of an approach.
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1.7 Overview of Thesis Contribution

Here we give an overview on the contributions of this research discussed in the subsequent

chapters.

| Music Recommendation System for Hindustani Music |

| Audio & Symbolic Scores | Text

->| Motif Detection | ->| Raga Similarity Detection

—>  Mukhda Detection |—> From Text Discussions

>  Pakad Detection

> Coreference Resolution
(Information Extraction)

"I Raga Similarity Detection

| 3 - . —> Feature Engineering
From Composition Notations
—> Hybrid Approach

Modified Clustering

Semantic Class Identification

Vb

Novel Frontiers: Eye-tracking,
Memory Networks

Figure 1.4: Thesis contributions

1.7.1 Melodic Motif Detection

Melodic motifs form essential building blocks in Indian classical music. The motifs, or key
phrases, provide strong cues to the identity of the underlying raga in both Hindustani and Car-
natic styles of Indian music. Thus the automatic detection of such recurring basic melodic
shapes from audio is of relevance in music information retrieval. The extraction of melodic
attributes from polyphonic audio and the variability inherent in the performance, which does
not follow a predefined score, make the task particularly challenging. Despite the scope of im-
provisation, there are invariabilities associated with each class of motif. Comprehending these
invariabilities and its range is key to identification of motif instances from a performance. Given
the well-known difficulties with extracting low-level musical attributes such as pitch and onsets
from general polyphonic audio recordings, most work in motivic analysis for music has been

restricted to symbolic scores. For our tasks, we depend on a predominant pitch detection algo-
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rithm to extract the melodic pitch contour from vocal concert recordings (Rao and Rao, 2010)

and motifs are identified from the vocal pitch time series.

Mukhda Detection

Here we discuss a method to automatically identify mukhda instances in a bandish performance.
The relation to the rhythmic cycle serves as a strong cue in this task. The occurrence of mukhda
has association with the rhythmic cycle; mukhda is rendered in a way that a particular syllable
of mukhda is always sung at the strongly accented down beat (sam) of the rhythmic cycle. In
this work, we consider the segmentation of audio signals with the mentioned rhythmic cues
and identifying the mukhda instances by computing similarity measures on time series of pitch
values. For a particular performance, candidate phrases are identified from all the identified sam
occurrences with the help of given information on the mukhda duration and its relation with a
sam instance. For identifying mukhda phrases from these candidates, we experiment with two
major similarity measures, Symbolic Aggregate approXimation (SAX) (Lin et al., 2003) and
Dynamic Time Warping (DTW) (Berndt and Clifford, 1994) which are widely used for time
series matching.

The experiments are performed on a selected set of 4 bandish performances of well-known
Hindustani khyal vocalists. All mukhda instances are manually labeled which serve as the
ground-truth for the experiments. To maximize the use of the available annotated data, each
labeled motif is considered as the reference with all other motifs serving as positive tokens and
the remaining candidates as negative tokens. The data representations chosen for the study are
either the continuous pitch values (i.e. 1200 cents per octave) or the quantized versions (12
semitones per octave on an equi-tempered scale). The results show the effectiveness of this
approach. The identification accuracy of DTW is better compared to SAX showing the need for

non-uniform time warping.

Pakad Detection

The identity of a pakad lies in the notes combination, the intonation of the notes and the or-
namentations. Preserving the characteristics of a pakad, the artiste is granted the flexibility
to improvise it. Despite the variations present, the detection method is expected to discover
instances of a pakad from a performance. In this work, we restrict ourselves to the problem

of classifying pre-segmented phrases from the pool of phrases belonging to different pakad
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classes having high inter-class similarity. The focus is more on the similarity measure to better
distinguish between dissimilar pakad instances. For this study, we constructed a dataset of per-
formances in raga Alhaiya-Bilawal having pakads DnDP, mnDP, GRGP ' . One performance
from raga Kafi is taken because it also has DnDP as a pakad, but with different characteristics.
Considering the variabilities and invariabilities permitted in the rendition of a pakad, here we
try to analyze how learned constraints can be better over Sakoe-Chiba constraints for DTW
similarity measure. Constraints are learned from the pakad instances from the training data; a
subset of the dataset.

We consider the retrieval of DnDP and mnDP phrases given reference templates from the
training set of the same phrase classes. The test set includes all the phrases of the corresponding
class drawn from the remaining concerts in the dataset, plus all the phrases those are not in that
class across all the concerts. The retrieval performance for a given phrase class is measured by
applying a threshold to the distribution of DTW distances obtained. We observe that retrieval
performance of DTW with global constraints clearly surpasses that without constraint. The

learned constraints provide for superior or similar hit-rate.

1.7.2 Raga Similarity Detection

Raga being one of the most prominent categorization aspect of Hindustani music, identifying
similarities between them is of prime importance to many Hindustani music specific tasks such
as music information retrieval, music recommendation and automatic analysis of large-scale
musical content efc. Generally similarity between ragas is inferred through attributes associated
with the ragas. For instance, in Hindustani music, classification of ragas based on the tonal
material involved is termed as thaat>. The similarities between ragas is not always a function
of their attribute-wise similarities. For instance, Darbari Kanada (asavari thaat) and Kaunsi
Kanada (bhairavi thaat) are considered similar inspite of their different thaats. Here we attempt
to extract similarities between ragas with the help of learned representations of the ragas. The
similarity (say cosine similarity) between the representation gives the similarity between the
ragas. We investigate on learning representations from two diverse sources; text discussions on

Hindustani ragas and composition notations.

'In Hindustani notation system St R g Gm M P d D n N corresponds to C C* D D¥ E F F¥ G G* A A* B notes

in western music notation system, when the tonic is at C
https://en.wikipedia.org/wiki/That_ (music)
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From text discussion, we intend to extract similarities which are generally accepted by
musicians and that are likely to appear in text discussions. Similarities based on melodic at-
tributes are extracted from composition notations. The representation learned from text discus-
sions are word vectors for the raga words. Here we propose an incremental approach modifying
Mikolov’s approach (Mikolov et al., 2013a) for extracting word vectors from a relatively smaller
corpus. The non-availability of ground truth for this task makes the evaluation challenging. We
designed a quantitative evaluation method considering one strong attribute of similarity be-
tween ragas, the thaat. Also with the help of a trained Hindustani musician we checked for the
effectiveness of this method by identifying clusters of similar ragas from the t-SNE visualiza-
tion of the raga word vectors. Quantitative evaluation shows the effectiveness of the proposed
method against the baselines designed with Mikolov’s standard approach. Also the musician’s

observations confirm the validity of this approach.

The approach for composition notation learns embeddings for notes for each raga. We hy-
pothesize that embeddings learned for a given note for similar ragas will have more similarities.
For example, the representation for note Ma-elevated (equivalent note F# in C-scale) in raga
Yaman can be expected to be very similar to that of Yaman Kalyan as both of these ragas share
very similar melodic characteristics. We design a deep recurrent neural network (RNN), with
bi-directional LSTMs as recurrent units, that learns to predict the forth-coming notes that are
highly likely to appear in a bandish composition, given input sequences of notes. This is analo-
gous to neural language models built for speech and text synthesis (Mikolov et al., 2011). The
embedding layer of the network learns the note-embeddings for a raga. We rely on two different
evaluation methods to validate our approach. The first one is based on perplexity that evaluates
how well a note-sequence generator model (neural-network based, n-gram based efc.) can pre-
dict a new sequences in a raga. Since note-embeddings are an integral part of our architecture,
a low-perplexed note-sequence generator model should learn more accurate note embeddings.
The second method relies on clustering of ragas based on different raga-similarity measures
computed using our approach and baselines. We compare our approach with baselines based
on n-gram profile, pitch-class distribution and a neural network similar to the proposed design,
with uni-directional LSTM instead of bi-directional. The evaluation results show the superior
performance of the proposed approach over the baselines. Clustering results show that the per-

formance of uni-directional LSTM based approach is comparable with that of bi-directional.
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1.7.3 Coreference Resolution

In the context of MIR, information extraction from text helps in extracting meta information
from the large available online content to enrich the music information knowledge base along
with information extracted from audio content. Some discussion forums and blogs are rich
sources of information pertaining to Indian classical music. We discuss the task of coreference
resolution with the aim to improve knowledge extraction from discussion forums on Indian
classical music. Even though coreference resolution is a widely researched problem, we inves-
tigate on this problem considering the nature of the text in discussion forum and the domain. As
mentioned, we consider Rasikas.org, a Carnatic music discussion forum due of its popularity
and the amount of content available. Each forum post is considered as a document having an

average size of 7 sentences.

Feature Engineering and Hybrid Approach

We follow a supervised learning approach, formulating the problem using mention-pair model,
where the coreference classification decision is made for the mention pairs. The classification
is followed by clustering, forming distinct coreferent chains (Recasens and Hovy, 2009; Aone
and Bennett, 1995; McCarthy and Lehnert, 1995). During the mention-pair classification step,
features are computed for a mention pair comprising of an anaphoric mention and a candidate
antecedent mention. We make use of a subset of conventional features including the features
described in Soon et al. (2001). Apart from proposing dataset-specific modifications to some
of the conventional features, we also propose a few novel features mostly derived from gram-
matical role (extracted from dependency parse information) based features. We experimented
with different classifiers for mention-pair classification and best-first clustering (Ng and Cardie,
2002b; Aone and Bennett, 1995) for the clustering step. The feature evaluation experiment
to identify the relative importance of features affirms our hypothesis that, for short documents
grammatical role features are more important than for longer documents.

In the initial phase of this work, we had only a limited number of coreference annotated
forum posts. To deal with data insufficiency, we tried with Bayesian network with hand-
engineered network structure for mention pair classification. Antal et al. (2004) claims that,
when the data is scarce and we know the dependencies between features, Bayesian network

performs better. The results showing better accuracy with Bayesian network on this smaller
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dataset supports this claim. The human process of coreference resolution involves heteroge-
neous classification tasks depending on the type of mention which is resolved. The knowledge
applied for resolving a proper noun anaphoric mention is different from knowledge applied
for resolving a pronominal anaphoric mention. Further investigation led to a hybrid approach
combining rule-based approach and machine learning (ML) based approach, segregating the
classification of mention pairs which are better classified by rules. The results show that, across
all the classifiers hybrid approach has a better accuracy over the pure machine learning based

approach.

Improved Best-First Clustering

Best-first clustering is used so far for our experiments to form coreferent chains from men-
tion pairs classified as coreferent. Best-first clustering selects the antecedent from the mention
pair having the highest classification confidence score associated with it. The probability es-
timate of mention-pair classification is used as the confidence score. The existing Best-first
clustering method considers only the relation between the anaphoric mention and the candidate
antecedents to select the best antecedent. This proposed method considers the relation between
the candidate antecedents, along with the relation between the anaphoric mention and the can-
didate antecedents. This is motivated by the fact that, if there is a stronger coreferent relation
between two candidate antecedents, one of them is more likely to be the best antecedent com-
pared to other candidate antecedents. Based on this, we compute a score for each candidate
antecedent referred to as ‘support-score’. Then the classification confidence of the mention pair
involving this candidate antecedent and the anaphoric mention is recomputed as a linear com-
bination of the probability estimate (previous classification confidence) and the support-score

associated with the candidate antecedent.

The basic version of this modified clustering employs constant values for linear combina-
tion coefficients. We also experiment with 2 variants of the same approach, where the linear
combination coefficient is decided dynamically. With the proposed approach, we observe a
modest but statistically significant improvement over the best-first clustering (baseline) for this
dataset. The variants of this approach gives improvement over the baseline, but not over the

improved approach.
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Semantic Class Identification

Understanding the semantics play a crucial role in coreference resolution. Semantic class
(named entity class) compatibility between the entity mentions is imperative to coreference
decision. In generic domain data, the semantic classes include person, location, organization
and geo-political entity (GPE) etc. But in this domain, person, raga, song, music instrument and
music concept are the relevant semantic classes. The aim of this task of semantic class identifi-
cation is to classify a named entity into one out of the defined semantic classes. As the case with
our dataset, short and noisy text containing the entity makes it challenging to extract the seman-
tic class of the entity through the context. Also the non-availability of a named-entity annotated
training dataset for this content adds to the challenge. We introduce a method for semantic
class identification for a given entity using the web when the entity boundaries are known. We
propose this as a generalized method applicable to any specific domain. In case of such specific
domains, there may be several challenges: (i) There may be insufficient or no annotated data
available for training a named entity recognition system (ii) The text may be noisy making it dif-
ficult to consider context, or (iii) the named entity classes include domain-specific classes. We
present three approaches to use the web: (a) a baseline, rule-based approach that uses a struc-
tured web repository (Freebase), (b) a supervised approach that uses search engine results and
topic models, and (c) a supervised approach that improves upon (b) with task-specific hierarchy
of classifiers. The methods (b) and (c) depend on the web to gather context for a given entity,
to determine its semantic class. We used the proposed method for semantic class identification
for all the mentions in Rasikas.org dataset. This is utilized for the semantic class compatibility

feature, resulting in improvement of coreference resolution accuracy.

New Frontiers in Coreference Resolution

The task of coreference resolution involves pragmatics and world knowledge. Though there
exist many approaches for coreference resolution, they are way behind imitating the human
process of coreference resolution. These traditional systems are yet to achieve acceptable ac-
curacy and are heading towards a saturation barrier. This is an initiative in a different direction
to bridge the gap between human cognitive process and machine understanding of coreference
resolution. This work discusses two different attempts to incorporate ideas from human cogni-

tion for coreference resolution, using eye-tracking input and memory networks (Weston et al.,

21



2014). The former approach uses information from human cognition through gaze data from
eye tracking, collected during coreference annotation task by the participants. The latter intends
to simulate human cognition for cor