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Abstract

Development of a music recommender system, one of the key applications of Music Informa-

tion Retrieval (MIR), necessitates research into methods to represent and retrieve music infor-

mation efficiently. Considering the specific characteristics of each music culture and the diverse

requirements thereof, the methods must be culture-aware with many of the associated tasks be-

ing culture-specific. This research is motivated by the importance of a music recommendation

system for Hindustani music. The investigated tasks focus primarily on information extraction

from melodic audio and text content, realizing the significance of information from multi-modal

sources. In the context of information extraction from audio signals, we present our investiga-

tions on melodic motif detection involving mukhda (main title phrase of a composition) and

pakad (raga characteristic phrase) detection. Our investigation on extracting meta-information

from natural language text focuses on coreference resolution, with the aim of improving rela-

tion extraction from textual content. The task of raga similarity detection is investigated with

both text and music content (available as music notation).

Melodic motifs form essential building blocks in Indian Classical music. The mukhda and

the pakad phrases provide strong cues to the identity of the composition and the underlying raga

respectively. Automatic detection of such recurring basic melodic phrases is highly relevant to

music information retrieval in Hindustani music. This thesis discusses approaches to detect

mukhda and pakad in a concert audio recording by exploring musicological cues and similarity

computations.

Considering the large number of ragas in Hindustani music, detection of similarities be-

tween them is beneficial to music recommendation. The problem of raga similarity detection

is investigated with two diverse data sources viz., discussions on Hindustani ragas and compo-

sition notations. Each of these sources help in extracting different aspects of raga similarity.

While text discussions aid to extraction of similarities generally perceived by musicians, sim-

ilarities based on melodic attributes are extracted through composition notations. Both the
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approaches learn representations for ragas, and the similarities between the representations in-

dicate the similarities between the ragas.

Realizing the importance of coreference resolution to improve relation extraction from

text, our investigations on extracting meta-information focuses on the same from music discus-

sion forums. The attempt to design a specific approach is motivated by the nature of the text

and the domain specificity. While the feature design considers domain specificity and nature of

the text, we also observe the need for a hybrid approach. The proposed modification to best-

first clustering, for the clustering step in the mention-pair model, considers relation between

candidate antecedents while resolving for an anaphoric mention. We also discuss a method to

identify the semantic class, a crucial feature for coreference resolution, with the help of web re-

sources. This approach to semantic class identification is generalizable for any domain-specific

dataset with similar challenges. The investigations with eye-tracking and memory networks

initiate research in the direction of bridging the gap between the cognitive process involved and

the machine understanding of coreference resolution.
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Chapter 1

Introduction

Music expresses that which cannot be

said and on which it is impossible to be

silent.

Victor Hugo

Music is an indispensable part of human civilization, and is probably the first cultural or

artistic engagement known to mankind. On a very high level, music can be defined as sound

organized in a time scale for favourable listening experience expressed vocally and through in-

struments. The relation between humans and music is not a recent development. No human

culture on earth is an exception in the matter of music involvement, and the history of music

in these cultures extend back to 250,000 years or more (Bannan, 2012). Music befitting the

occasion is an integral part of any human gathering. Various studies have identified the role

of music in developing societal bonding in human beings. With the advent of technology to

store music, personalized music listening gained attention. This development is accompanied

by methods to retrieve information from music with the aim to enrich music experience and

cater to the requirements of certain associated fields. Towards an improved listening experience

in any genre, personalized recommendation of music is indispensable. Similarity between per-

formances is key to any music recommendation system. A majority of the Music Information

Retrieval (MIR) tasks are directly or indirectly targeted to derive similarities between songs.

There has been an extensive research in the past on MIR for Western music. This thesis presents

our research directed towards a recommendation system for Hindustani music, considering the

need of culture-specific approaches for this genre.
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1.1 Music Information Retrieval (MIR)

With the advent of modern technologies, music has turned digital. Traditional ways of listening

to music are replaced by personalized ways where the listener wants to enjoy what is most inter-

esting to him/her (Casey et al., 2008). We have witnessed several revolutionary changes in the

creation, storage, dissemination and listening of music during the last few years. The technolog-

ical advancement has contributed to easy storage and access of the available content. Despite the

amount of content available, the access to desirable content depends on the competence of the

available music information retrieval methods. Taking this into account, development of tools

for accessing, filtering, classification, and retrieving call for significant attention (Orio et al.,

2006). Music information retrieval refers to extraction of information on genre, artist, repeating

patterns, scores, lyrics from music etc. Research on music information retrieval brings together

know-how of diverse areas including information technology, music theory, musicology, audio

engineering, digital signal processing and cognitive science (Futrelle and Downie, 2002).

There exist approaches for content based MIR for music scores and audio data (Typke

et al., 2005). Apart from the extraction from music content, it is also important to extract meta

content available in the form of text to satisfy the requirements of MIR. Music data is not

confined to audio recordings, but also includes symbolic notation, meta-data, artist informa-

tion, lyrics and user-context information spanning across various modalities (Serra et al., 2013).

While the musical characteristics are derived from audio recordings, the information extracted

from musical experiences of people is complementary, but equally relevant. Apart from the

available printed text on music, the vast range of websites, blogs and discussion forums are rich

sources of music information (Serra et al., 2013). Having the associated meta information is

important when a user searches for music content through a query containing meta information.

The vast online text resources with rich music information are available in unstructured and

semi-structured form. Representation of structured information extracted from both text and

music content represented as a knowledge graph is helpful to MIR systems for better retrieval.

Most of the existing researches in MIR focus on Western music. Many classical music

traditions including Indian, Chinese, Turkish, Arabian music etc. have rich musicological and

cultural studies. Western commercial music of the past few decades has shaped a big part of

the MIR related research, giving little attention to information extraction tasks in other cultures

(Serra, 2011). The current MIR methodologies do not work for many problems in these tradi-
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tions and many times the MIR requirements are also different (Serra, 2011). For instance, raga

recognition problem is very specific to Indian classical music.

1.2 Introduction to Hindustani Music Concepts

The North Indian tradition of Indian classical music is referred to as Hindustani music (the

South Indian tradition is Carnatic music). It has been evolving since the 12th century in North

India with significant influence from Persian and Arabian music (Junius et al., 1969; Wikipedia,

2017a). Classical music traditions of Afghanistan, Pakistan, Nepal and Bangladesh also exhibit

similarities to Hindustani music. Indian music is essentially melodic and monophonic (or more

accurately, heterophonic) in nature. In spite of this apparent simplicity, it is considered a highly

evolved and sophisticated tradition. In this section, we introduce Hindustani music and the main

concepts which are essential to better understanding of this thesis. The majority of the content

in this section is taken from the books Shruti (Bagchee, 2006), Nad: Understanding Raga Music

(Bagchee, 1998) and from the paper by Rao and Rao (2014a).

1.2.1 Bandish and Performance

In Hindustani music, a composition is referred with the term bandish. Generally bandishes

are very short with 2 parts; sthayi and antara. For the artiste, a bandish is a means to present

the raga, and the words of the bandish are given less importance compared to the raga of the

composition. A composed musical piece termed as bandish is written to perform in a partic-

ular raga, giving ample freedom to the performer to improvise upon. As the literal meaning

suggests, bandish is tied to its raga, tala (rhythm) and lyrics. Bandish is taken as the basic

framework for a performance, which gets enriched with improvisation while the performer ren-

ders it. Realization of a bandish in a performance brings out all the colors and characteristics

of a raga.

In a typical Hindustani performance, the main artiste (a vocalist or an instrumentalist)

renders the melody. The main artiste is accompanied by a percussionist on Tabla and an ac-

companist on a stringed instrument or harmonium provides the secondary melody (Rao and

Rao, 2014a; Bagchee, 2006). The artiste first starts with avachar introducing the basic melodic

pattern of the raga. This is followed by commencement of sthayi, called as alap. Alap is sung

with the permitted raga notes to the vowel ‘a’ (alap in akar) or with the words of the bandish
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(bol-alap). Tabla joins the performance after alap when the presentation of composition starts.

Throughout the performance, the words from the lyrics are repeated with different emphasis

and ornamentation. Each bandish is identified by its main title phrase called as mukhda and the

artiste often returns to this phrase in a performance. This recurring phrase has a fixed melodic

shape and the last syllable of the mukhda coincides with the emphatic beat of the rhythmic

(tala) cycle called sam. The fast passages towards the end of a performance are referred to as

tan. akar tan is sung with the vowel ‘a’ and sargam tan uses note names.

Figure 1.1: A Hindustani vocal concert setting. A vocalist accompanied by a harmonium player,

tabla player and two tanpura accompanists.

1.2.2 Swara

The term swara refers to note in both the classical music traditions. The seven main swaras are

known as Shadja (Sa), Rishab (Re) , Gandhar (Ga), Madhyam (Ma), Pancham (Pa), Dhaivat

(Dha) and Nishad (Ni). The note solfege is given within parenthesis. The set of seven swaras is

called saptak and the eighth note is the repetition of the first note (with double the frequency).

These natural notes are referred to as shuddha swaras and the flat or sharp versions of some of

these notes are called vikrit swaras. A komal swara denotes the flat version of a swara and a

thivra swara denotes the sharp version of a swara. Except Sa and Pa, all swaras have a komal

or thivra. Figure 1.2 shows the notes correspondence to keys in a keyboard when the tonic (Sa)

is at C.
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Figure 1.2: Swara markings on a keyboard. source: (Suja, 2012)

Table 1.1 gives a description of Hindustani swaras with details on solfege and the corre-

sponding western solfege. The notation id mentioned in this table is as per Bhatkande notation

system (using Latin script). We use this notation scheme throughout this thesis.

Note name Notation ID Solfa syllable Full name Western Solfa

sa S sa Shadja doh

re (komal) r re Rishabha (komal)

re R re Rishabha (shuddha) re

ga (komal) g ga Gandhara (komal)

ga G ga Gandhara (shuddha) mi

ma m ma madhyama (shuddha) fa

ma (thivra) M ma madhyama (thivra)

pa P pa panchama sol

dha (komal) d dha dhaivata (komal)

dha D dha dhaivata (shuddha) la

ni (komal) n ni nishada (komal)

ni N ni nishada (shuddha) ti

sa S’ sa Shadja doh

Table 1.1: Detailed description of Hindustani swaras (Sadhana, 2011; Bagchee, 1998)

1.2.3 Raga

The compositions and their performances in both these classical traditions are strictly based

on the grammar prescribed by the raga framework. A raga is a melodic mode or tonal matrix

providing the grammar for the notes and melodic phrases, but not limiting the improvisatory
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possibilities in a performance (Rao and Rao, 2014a). Raga is the foremost, and possibly the

most rudimentary and fundamental concept in both the classical music traditions of India. In

principle, a raga (the closest concept in Western music is the mode) is a melodic framework

where certain rules are applicable to a set of notes. A raga uses only certain notes which are

permitted by the raga rules and the allowable ascending sequence of the notes is called aroha

(ascent) and descending sequence of the notes is called avaroha (descent). Five natural notes

and their sharp and flat forms constitutes a scale, and a selection of seven notes from these

twelve notes decides the parent scale of a raga. The parent scale of a raga is referred to as a

thaat. With a few exceptions, all ragas have atleast 5 notes. For instance, the thaat with all

shuddha swaras is Bilawal. A raga should have the tonic S, and either M or P must also be

present.

The major difference between the ragas within a thaat lies in the way in which the permit-

ted notes are used. While the identity of certain ragas depend on the dominant notes which are

stressed by their frequency or by the duration they are played, the way in which certain notes

are intoned or ornamented contributes to the identity of others. The tonic and the vadi (sonant)

are considered to be the strong notes in a raga and most of the variation begin and end at vadi.

The fifth note from vadi is referred to as samvadi (consonant).

The characteristic melodic phrases are of prime importance to the identity of a raga, and

they are considered to be the signature of a raga. In a raga performance, these phrases are re-

peated and it is key to identification of the raga by the listener. Characteristic phrase of a raga

is also referred to as pakad. In the performance of a bandish in a raga, the artiste enriches the

performances with his/her interpretations and improvisation adhering to the mentioned conven-

tions.

1.2.4 Tala (Rhythm)

Along with melody and harmony, rhythm is also one of the fundamental elements of music. The

time arrangement in music is referred to as rhythm. In Western music, metre is the rhythmic

structure (Wikipedia, 2017b), indicating the beat pattern. A measure in written music divides

the beats into smaller groups according to the metre of the music. The term corresponding to

metre in Hindustani music is tala, and to measure is vibhaga. For instance, Dadra tal cycle

comprises of a 3+3 patterns with 2 vibhagas, with each vibhaga having 3 beats. Jhap tal having

a 2+3+2+3 pattern is considered to be more complex with 4 vibhagas. First and third vibhagas
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have 2 beats, and second and fourth vibhagas have 3 beats each. There are 3 kinds of beats:

the emphatic beat known as sam, empty beat known as khali and others are called tali. The

emphasis on the beats are shown as in this example of Dadra tal.

|1X23|1O23|

The first beat or matra of the first section is marked with an emphasis, whereas the the first beat

of the second section is marked with lesser emphasis. When played by a drummer, generally

hard stroke indicates a sam and soft stroke indicates a khali. The term laya denotes the speed

or tempo in which a performance proceeds. Widely used layas are vilambit (slow), madhya

(medium speed) and drut (fast).

Tabla, the most important percussion instrument in Hindustani music was introduced by

Amir Khusro in the 13th century. This has two drums distinguished by their shapes; bayan

and dayan. Bol denotes the syllables corresponding to the beats in a tal cycle. These syllables

correspond to various strokes in a percussion instrument.

1.2.5 Mukhda and pakad

Hindustani music, especially the modern khyal style, is a predominantly improvised music tra-

dition operating within a well-defined raga (melodic) and tala (rhythmic) framework. While

the main title phrase mukhda is central to the identity of a bandish, the characteristic phrase

or pakad reveals the identity of the raga a bandish is based on. As mentioned before, mukhda

rendition is associated with the emphatic stroke sam. In the improvised section of the con-

cert known as the bol-alap, the singer elaborates within each rhythmic cycle of the tala using

the words of the bandish interspersed with solfege and held vowels, purposefully reaching the

strongly accented first beat (the sam) of the next rhythmic cycle on a fixed syllable of the sig-

nature phrase of the bandish. It acts like a refrain throughout the exposition, which can last

several minutes, whereas the other lyrics of the bandish can undergo extensive variation in

melodic shape in the course of improvisation.

Apart from the permitted scale intervals (swaras) that define a raga, it is its characteristic

phrases that complete the grammar and give it a unique identity (Rao et al., 1999). “While a

singer moves through the raga (calna) to understand it, a listener attempts to catch the motion

(pakad) to identify the raga at hand” (Rahaim, 2012). Most ragas can be adequately repre-

sented by up to 8 phrases which then become the essential building blocks of any melody. For

example, P M G m G is a characteristic phrase of raga Bihag and N R G M is the character-
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istic phrase of raga Yaman. Thus the detection of recurring phrases can help to identify the

raga. Indeed, musical training involves learning to associate characteristic phrases, or motifs,

with ragas. Melodic improvisation involves weaving together a unique melody bound by the

chosen rhythmic cycle (tala) and consistent with the raga phraseology. A characteristic phrase

is defined by the sequence of swaras involved, their relative duration and ornamentation. It is

observed that the melodic shape of a characteristic phrase change with speed. There are a few

ragas with no pakad and their identity rely on the modal characteristics.

1.3 Music information retrieval for Hindustani music

As mentioned, there is a need for culture-aware approaches for music information retrieval in

Hindustani music, considering the problems and challenges in this genre of music. Most of

the identified tasks are common to both the traditions in Indian music. The concept of raga

in Indian classical music defines a melodic framework for the compositions in Hindustani and

Carnatic, whereas the closest concept in Western music is the mode. Mode is comparable with

the concept raga only with respect to the scale. But the grammar of a raga is even stricter, with

rules on allowed phrases and transition between notes. Indian classical music follows a vocal

tradition with vocalist as the centre of attention in a performance and the instruments provide

accompaniment to the singing. Western music gives more importance to harmony, arranging

multiple instruments and chords in its compositions. Just these differences alone introduce a set

of tasks in Hindustani music which are not relevant to Western music.

Taking into account the significance of raga to Hindustani music, raga based classifica-

tion and retrieval of performances is of prime importance to Hindustani MIR. Automatic raga

identification is one of the most researched problems in Hindustani MIR (Chordia and Rae,

2007; Pandey et al., 2003; Belle et al., 2009; Kumar et al., 2014). Apart from its relevance

to MIR, raga identification throws light on how implicit music knowledge is manifested in a

performance (Rao and Rao, 2014a). Detecting similarities between ragas is crucial to music

recommendation tasks in Hindustani to recommend performances in a related raga. There ex-

ists a large number of ragas in both the tradition and all aspects of similarities between them

are not available in documented form. This is little explored and this is one of the researched

problems in this thesis. Likewise, identifying similarities between artistes, compositions etc.

have similar applications.
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Many of the well studied computational tasks in Hindustani music are fundamental prob-

lems, which are building blocks to other high level tasks. In Indian music, tonic is chosen by

the performer and need not always be an absolute pitch. For any study involving analysis of

melody, identification of tonic is important (Rao and Rao, 2014a). There are a few attempts to

solve this problem (Gulati et al., 2012, 2014; Bellur et al., 2012b; Salamon et al., 2012). As in

many other music cultures, segmentation and labeling of motifs in a performance is a relevant

problem in Hindustani music. This problem is in its infancy. We will be discussing methods for

detection of mukhda and pakad instances from a Hindustani performance.

Considering the strong binding of the metrical structure with melodic aspects of a per-

formance, estimation of different aspects of metre is an important MIR task. Computational

modeling of rhythmic structure can help tasks like automatic segmentation, which is an essen-

tial prior step to motif identification and structural analysis tasks. These elementary rhythm

based tasks include detection of note onsets, tempo, beats and downbeats. Alap segmentation

task discussed by Vinutha and Rao (2014) takes clues from significant changes in rhythmic

structure in a performance . Along the similar lines, TP et al. (2016) investigates structural

analysis of metered section (gat) of sitar and sarod concerts .

While many researches for Western music rely on symbol scores as the data source, Hin-

dustani music prefer audio performances. Symbolic notation available for Hindustani does not

encapsulate the details of how the composition is to be performed. Symbolic notation avail-

able for Hindustani music only provides an abstract skeleton for the performer to improvise,

and cannot be considered as the complete representation of a performance. The ornamentations

and intonations found in a performance are crucial for many MIR tasks. So far, no successful

attempts were reported to symbolically represent a Hindustani performance. These consider-

ations restricted the Hindustani MIR research to rely on audio content of the performances as

the data source. The tasks for which melodic information is essential, pitch estimation methods

are helpful to extract melodic information in the form of pitch sequence. There are a few ap-

proaches to extract predominant-F0 from audio content even in the presence of percussive and

pitched accompaniment (Rao and Rao, 2010; Salamon and Gómez, 2012).
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1.4 Knowledge representation: MIR

Identifying the right knowledge representation methods is crucial to any knowledge based ar-

tificial intelligence problems. It helps to formally represent the available information in the

domain of application. Even though this thesis does not address this aspect of MIR, this section

gives a brief introduction to the necessity and approaches for knowledge representation. The

efficiency of the inference system which draws conclusions based on the possessed knowledge

is dependent on the expressibility of the knowledge representation. The implicit information

from the knowledge base is inferred from the explicit information represented in the knowledge

base. Information retrieval in any domain having vast amount of information need to have a

formalized information representation. Semantic web technologies help to build an ontology

which defines the concepts and relations between the concepts in a domain.

To facilitate better music information retrieval, integration of knowledge representation

methods is essential to connect meta data, content based music information and musicological

information. The music information distributed across different sources can be connected if

represented with standard knowledge representation methods, thus creating a unified informa-

tion source. Available semantic web technologies aim at formalizing knowledge representation

and provides with tools for accessing web information and inferring from existing knowledge.

Semantic web is in progress, interconnecting the variety of information making them better

accessible.

There has been different approaches to improve MIR through knowledge representation.

One of the prominent ontologies in music domain is the music ontology proposed by Raimond

et al. (2007). This ontology is designed primarily for representing editorial information, mu-

sicological information with information on content of music item and workflows. Though it

has capabilities to contain information about the musical content, it is not sufficient enough to

represent content based information pertaining to many music cultures. Extension of existing

music ontology with capabilities to represent raga information, details of detected motifs etc.

will help better retrieval of Indian music with attributes relevant to Indian music. For Carnatic

music, Gopal and Serra has proposed raga ontology and its semantic substructures including

swara, gamaka, phrases and tala ontology (Koduri, 2016; Koduri and Serra, 2013).
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1.5 Motivation

Music recommendation is a commercially important area of study in MIR, which manifests

as a natural use case for almost any information extracted from different modalities. With the

increasing amount of available music content, personalized recommendation of songs matching

the taste of a user is a complex challenge. Aesthetic preferences of a user is quite subjective, and

any logical recommendation can only be made by analyzing the different aspects of similarities

with the songs he/she listens to. Considering the listening scenario of Hindustani music into

account, personalized ordering and recommendation of music performances demands further

research. The existing music recommendation systems are realized with content-based filtering,

context-based filtering, collaborative filtering or a hybrid method comprising combination of

others. Content-based and context-based techniques utilizes information extracted from content

and meta-data to identify song similarity. Collaborative filtering considers listening trend of

other users and the relation between the users, to recommend songs (Celma, 2010).

This thesis focus on information extraction tasks which are relevant to the attributes of

similarity for Hindustani classical music. Locus of this inquiry is about the relevant similarity

elements in recommending relevant songs to the user and how these similarities can be ex-

tracted, given the user preferences. Even when content based similarities form the core of the

recommendation system, meta-information also plays a significant role in recommending rel-

evant performances. For any music genre, details including performing artiste, composer, etc.

can only be obtained from the meta-data available from cover arts, books, online articles and

discussion forums.

In Hindustani music, content based similarities heavily depends on the raga based similar-

ities. Considering the importance of raga based grouping of performances for recommendation,

raga recognition is an important task. The relevance of pakads to the identity of a raga in a

performance, makes detection of pakad instances crucial to raga recognition. Ganguli and Rao

(2017) shows the importance of a method based on phrase based similarity to identify distinc-

tion between similar ragas, compared to methods based on pitch distribution. Also, pakad is an

excellent means to identify songs with stronger similarity within the same raga, facilitating rel-

evant recommendations within the same raga. For instance, within a raga, certain performances

may have a pakad occurring more prominently than in others. The user listening to one of them,

may anticipate another one from the same group. These motivations led to our investigations on
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melodic motif detection from Hindustani audio performances, dealing with pakad (character-

istic phrase) and mukhda (title phrase). Even though mukhda detection has more pedagogical

applications, it is also important to identification of similar songs beyond the constraints of raga.

Since mukhda is considered as the signature phrase of any composition, the similarity between

compositions based on the mukhda phrase is more meaningful than analyzing the similarity

based on the whole compositions.

Besides recommending songs within the same raga, the user may also appreciate sug-

gestions from related ragas. A user listening to a performance in raga Kalyan may appreciate

a performance from raga Yaman as well. This requires the similarities between ragas to be

extracted, which are not available documented. This motivated investigations to detect raga

similarities from two diverse sources, involving melodic content and natural language text. The

first approach extracts similarities based on melodic attributes from bandish notation data. The

other approach depends on textual discussions on Hindustani music. Here, we intend to ex-

tract similarities which are generally accepted by musicians and more likely to reflect in these

discussions.
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Figure 1.3: Selection of tasks to assist music recommendation in Hindustani music
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As mentioned, information extracted from natural language text content is pertinent to a

recommendation system. It is very likely that, a user may prefer songs from the same artiste or

composer. Identifying the entities, and the relation between the entities from the text available

as blogs, forums etc. are fundamental to acquiring this knowledge. Also, certain information

which is generally obtained from audio content, can be extracted from text content as well (eg.

raga of a composition), providing a fallback option. For this study, we consider Rasikas.org

which is a popular and active discussion forum in Carnatic music. The availability of substantial

text content in this discussion forum is the major motivation behind its selection. Also, the

domain of Carnatic music is very similar to Hindustani music.

Before addressing the problem of relation extraction, we decided to solve a more funda-

mental problem; coreference resolution. Resolution of anaphoric noun phrases is imperative to

better relation extraction from text. Consider the following forum post on raga Priyadarshini

from Rasikas.org:-

Rag Priya Darsini is a janya of 27th mela Sarasangi. The aroh and avaro., are SRMDNS -

SNDMRS. This rag is popular more through bhajans and occasionally I had heard in Katcheries

too. The rag evokes bhakti. The pancham varjya and the stress on the note nishad adds beauty

to this rag. Sri. Thanjavoor Thyagarajan had once given a very elaborated raga alapan of this

rag for a Narayana teertha tharangam song. He is expert particularly for this rag.

In this forum post, the resolution of ‘this rag’ and ‘the rag’ can help in extraction of

more information related to ‘the raga Priyadarshini’. Resolution of ‘He’ in the last sentence

helps in associating ‘Thanjavoor Thyagarajan’ with ‘raga Priyadarshini’. This example shows

the relevance of coreference resolution in improving the meta-information extraction from the

available text content in these forums.

In spite of the fact that there exist quite a lot approaches for coreference resolution, this

is investigated again considering the domain specificity and nature of the text. In a specific

domain, the type of entities, the relation between the entities and the choice of words in the

description differ from any other domain. For instance, distinguishing the entities as person,

song, performance, instrument is important to the domain of music. The nature of the text is

also a factor to be considered while designing the approach. Discussion forum posts are in

general short discourses with informal text having quite a lot grammatical errors.

This thesis is a journey towards building a knowledge base with information required for

a Hindustani recommendation system. Along with automatically extractable information, the
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knowledge base also encompasses manually annotated information for completeness. Based on

the aforesaid motivations, this thesis addresses three important problems for Hindustani music

recommendation system viz., melodic motif detection, detection of raga similarity and coref-

erence resolution. While the tasks of motif detection and the first approach for raga similarity

detection relies on audio and melodic content, the other approach for raga similarity detection

and information extraction from text depend on text content. Figure 1.3 depicts how the selected

tasks are important to compute similarity between songs in order to make relevant recommen-

dations.

1.6 Objectives

Here we briefly describe the objectives of the selected tasks.

• Melodic motif detection: This task is on detecting instances of a melodic motif from

a Hindustani classical performance, given template(s) of the motif. This work focuses

on detection of two kinds of motifs in Hindustani music; mukhda (main title phrase of

a composition) and pakad (raga characteristic phrase). Comprehending the variabilities

and invariabilities within instances of a motif is key to its detection from a performance.

• Raga similarity detection: This targets detection of similarities between ragas. This

study aims to extract similarities from textual discussions as well as composition nota-

tion. The approach for textual discussions look for similarities generally perceived by

musicians and cannot be derived explicitly from the raga attributes. Similarities solely

based on melodic attributes are derivable from composition notation.

• Coreference Resolution: The task of coreference resolution resolves anaphoric mentions

in the text with the entities it refer to. We investigate this problem specific to forum posts

from Rasikas.org. The domain and the nature of text are the key considerations to the

design of an approach.
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1.7 Overview of Thesis Contribution

Here we give an overview on the contributions of this research discussed in the subsequent

chapters.

Music Recommendation System for Hindustani Music

Audio & Symbolic Scores Text

Motif Detection

Mukhda Detection

Pakad Detection

Raga Similarity Detection

From Text Discussions

Coreference Resolution 
(Information Extraction)

Feature Engineering

Hybrid Approach

Modified Clustering

Semantic Class Identification

Novel Frontiers: Eye-tracking, 
Memory Networks

Raga Similarity Detection

From Composition Notations

Figure 1.4: Thesis contributions

1.7.1 Melodic Motif Detection

Melodic motifs form essential building blocks in Indian classical music. The motifs, or key

phrases, provide strong cues to the identity of the underlying raga in both Hindustani and Car-

natic styles of Indian music. Thus the automatic detection of such recurring basic melodic

shapes from audio is of relevance in music information retrieval. The extraction of melodic

attributes from polyphonic audio and the variability inherent in the performance, which does

not follow a predefined score, make the task particularly challenging. Despite the scope of im-

provisation, there are invariabilities associated with each class of motif. Comprehending these

invariabilities and its range is key to identification of motif instances from a performance. Given

the well-known difficulties with extracting low-level musical attributes such as pitch and onsets

from general polyphonic audio recordings, most work in motivic analysis for music has been

restricted to symbolic scores. For our tasks, we depend on a predominant pitch detection algo-
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rithm to extract the melodic pitch contour from vocal concert recordings (Rao and Rao, 2010)

and motifs are identified from the vocal pitch time series.

Mukhda Detection

Here we discuss a method to automatically identify mukhda instances in a bandish performance.

The relation to the rhythmic cycle serves as a strong cue in this task. The occurrence of mukhda

has association with the rhythmic cycle; mukhda is rendered in a way that a particular syllable

of mukhda is always sung at the strongly accented down beat (sam) of the rhythmic cycle. In

this work, we consider the segmentation of audio signals with the mentioned rhythmic cues

and identifying the mukhda instances by computing similarity measures on time series of pitch

values. For a particular performance, candidate phrases are identified from all the identified sam

occurrences with the help of given information on the mukhda duration and its relation with a

sam instance. For identifying mukhda phrases from these candidates, we experiment with two

major similarity measures, Symbolic Aggregate approXimation (SAX) (Lin et al., 2003) and

Dynamic Time Warping (DTW) (Berndt and Clifford, 1994) which are widely used for time

series matching.

The experiments are performed on a selected set of 4 bandish performances of well-known

Hindustani khyal vocalists. All mukhda instances are manually labeled which serve as the

ground-truth for the experiments. To maximize the use of the available annotated data, each

labeled motif is considered as the reference with all other motifs serving as positive tokens and

the remaining candidates as negative tokens. The data representations chosen for the study are

either the continuous pitch values (i.e. 1200 cents per octave) or the quantized versions (12

semitones per octave on an equi-tempered scale). The results show the effectiveness of this

approach. The identification accuracy of DTW is better compared to SAX showing the need for

non-uniform time warping.

Pakad Detection

The identity of a pakad lies in the notes combination, the intonation of the notes and the or-

namentations. Preserving the characteristics of a pakad, the artiste is granted the flexibility

to improvise it. Despite the variations present, the detection method is expected to discover

instances of a pakad from a performance. In this work, we restrict ourselves to the problem

of classifying pre-segmented phrases from the pool of phrases belonging to different pakad
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classes having high inter-class similarity. The focus is more on the similarity measure to better

distinguish between dissimilar pakad instances. For this study, we constructed a dataset of per-

formances in raga Alhaiya-Bilawal having pakads DnDP, mnDP, GRGP 1 . One performance

from raga Kafi is taken because it also has DnDP as a pakad, but with different characteristics.

Considering the variabilities and invariabilities permitted in the rendition of a pakad, here we

try to analyze how learned constraints can be better over Sakoe-Chiba constraints for DTW

similarity measure. Constraints are learned from the pakad instances from the training data; a

subset of the dataset.

We consider the retrieval of DnDP and mnDP phrases given reference templates from the

training set of the same phrase classes. The test set includes all the phrases of the corresponding

class drawn from the remaining concerts in the dataset, plus all the phrases those are not in that

class across all the concerts. The retrieval performance for a given phrase class is measured by

applying a threshold to the distribution of DTW distances obtained. We observe that retrieval

performance of DTW with global constraints clearly surpasses that without constraint. The

learned constraints provide for superior or similar hit-rate.

1.7.2 Raga Similarity Detection

Raga being one of the most prominent categorization aspect of Hindustani music, identifying

similarities between them is of prime importance to many Hindustani music specific tasks such

as music information retrieval, music recommendation and automatic analysis of large-scale

musical content etc. Generally similarity between ragas is inferred through attributes associated

with the ragas. For instance, in Hindustani music, classification of ragas based on the tonal

material involved is termed as thaat2. The similarities between ragas is not always a function

of their attribute-wise similarities. For instance, Darbari Kanada (asavari thaat) and Kaunsi

Kanada (bhairavi thaat) are considered similar inspite of their different thaats. Here we attempt

to extract similarities between ragas with the help of learned representations of the ragas. The

similarity (say cosine similarity) between the representation gives the similarity between the

ragas. We investigate on learning representations from two diverse sources; text discussions on

Hindustani ragas and composition notations.

1In Hindustani notation system S r R g G m M P d D n N corresponds to C C# D D# E F F# G G# A A# B notes

in western music notation system, when the tonic is at C
2https://en.wikipedia.org/wiki/That_(music)
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From text discussion, we intend to extract similarities which are generally accepted by

musicians and that are likely to appear in text discussions. Similarities based on melodic at-

tributes are extracted from composition notations. The representation learned from text discus-

sions are word vectors for the raga words. Here we propose an incremental approach modifying

Mikolov’s approach (Mikolov et al., 2013a) for extracting word vectors from a relatively smaller

corpus. The non-availability of ground truth for this task makes the evaluation challenging. We

designed a quantitative evaluation method considering one strong attribute of similarity be-

tween ragas, the thaat. Also with the help of a trained Hindustani musician we checked for the

effectiveness of this method by identifying clusters of similar ragas from the t-SNE visualiza-

tion of the raga word vectors. Quantitative evaluation shows the effectiveness of the proposed

method against the baselines designed with Mikolov’s standard approach. Also the musician’s

observations confirm the validity of this approach.

The approach for composition notation learns embeddings for notes for each raga. We hy-

pothesize that embeddings learned for a given note for similar ragas will have more similarities.

For example, the representation for note Ma-elevated (equivalent note F# in C-scale) in raga

Yaman can be expected to be very similar to that of Yaman Kalyan as both of these ragas share

very similar melodic characteristics. We design a deep recurrent neural network (RNN), with

bi-directional LSTMs as recurrent units, that learns to predict the forth-coming notes that are

highly likely to appear in a bandish composition, given input sequences of notes. This is analo-

gous to neural language models built for speech and text synthesis (Mikolov et al., 2011). The

embedding layer of the network learns the note-embeddings for a raga. We rely on two different

evaluation methods to validate our approach. The first one is based on perplexity that evaluates

how well a note-sequence generator model (neural-network based, n-gram based etc.) can pre-

dict a new sequences in a raga. Since note-embeddings are an integral part of our architecture,

a low-perplexed note-sequence generator model should learn more accurate note embeddings.

The second method relies on clustering of ragas based on different raga-similarity measures

computed using our approach and baselines. We compare our approach with baselines based

on n-gram profile, pitch-class distribution and a neural network similar to the proposed design,

with uni-directional LSTM instead of bi-directional. The evaluation results show the superior

performance of the proposed approach over the baselines. Clustering results show that the per-

formance of uni-directional LSTM based approach is comparable with that of bi-directional.
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1.7.3 Coreference Resolution

In the context of MIR, information extraction from text helps in extracting meta information

from the large available online content to enrich the music information knowledge base along

with information extracted from audio content. Some discussion forums and blogs are rich

sources of information pertaining to Indian classical music. We discuss the task of coreference

resolution with the aim to improve knowledge extraction from discussion forums on Indian

classical music. Even though coreference resolution is a widely researched problem, we inves-

tigate on this problem considering the nature of the text in discussion forum and the domain. As

mentioned, we consider Rasikas.org, a Carnatic music discussion forum due of its popularity

and the amount of content available. Each forum post is considered as a document having an

average size of 7 sentences.

Feature Engineering and Hybrid Approach

We follow a supervised learning approach, formulating the problem using mention-pair model,

where the coreference classification decision is made for the mention pairs. The classification

is followed by clustering, forming distinct coreferent chains (Recasens and Hovy, 2009; Aone

and Bennett, 1995; McCarthy and Lehnert, 1995). During the mention-pair classification step,

features are computed for a mention pair comprising of an anaphoric mention and a candidate

antecedent mention. We make use of a subset of conventional features including the features

described in Soon et al. (2001). Apart from proposing dataset-specific modifications to some

of the conventional features, we also propose a few novel features mostly derived from gram-

matical role (extracted from dependency parse information) based features. We experimented

with different classifiers for mention-pair classification and best-first clustering (Ng and Cardie,

2002b; Aone and Bennett, 1995) for the clustering step. The feature evaluation experiment

to identify the relative importance of features affirms our hypothesis that, for short documents

grammatical role features are more important than for longer documents.

In the initial phase of this work, we had only a limited number of coreference annotated

forum posts. To deal with data insufficiency, we tried with Bayesian network with hand-

engineered network structure for mention pair classification. Antal et al. (2004) claims that,

when the data is scarce and we know the dependencies between features, Bayesian network

performs better. The results showing better accuracy with Bayesian network on this smaller
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dataset supports this claim. The human process of coreference resolution involves heteroge-

neous classification tasks depending on the type of mention which is resolved. The knowledge

applied for resolving a proper noun anaphoric mention is different from knowledge applied

for resolving a pronominal anaphoric mention. Further investigation led to a hybrid approach

combining rule-based approach and machine learning (ML) based approach, segregating the

classification of mention pairs which are better classified by rules. The results show that, across

all the classifiers hybrid approach has a better accuracy over the pure machine learning based

approach.

Improved Best-First Clustering

Best-first clustering is used so far for our experiments to form coreferent chains from men-

tion pairs classified as coreferent. Best-first clustering selects the antecedent from the mention

pair having the highest classification confidence score associated with it. The probability es-

timate of mention-pair classification is used as the confidence score. The existing Best-first

clustering method considers only the relation between the anaphoric mention and the candidate

antecedents to select the best antecedent. This proposed method considers the relation between

the candidate antecedents, along with the relation between the anaphoric mention and the can-

didate antecedents. This is motivated by the fact that, if there is a stronger coreferent relation

between two candidate antecedents, one of them is more likely to be the best antecedent com-

pared to other candidate antecedents. Based on this, we compute a score for each candidate

antecedent referred to as ‘support-score’. Then the classification confidence of the mention pair

involving this candidate antecedent and the anaphoric mention is recomputed as a linear com-

bination of the probability estimate (previous classification confidence) and the support-score

associated with the candidate antecedent.

The basic version of this modified clustering employs constant values for linear combina-

tion coefficients. We also experiment with 2 variants of the same approach, where the linear

combination coefficient is decided dynamically. With the proposed approach, we observe a

modest but statistically significant improvement over the best-first clustering (baseline) for this

dataset. The variants of this approach gives improvement over the baseline, but not over the

improved approach.
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Semantic Class Identification

Understanding the semantics play a crucial role in coreference resolution. Semantic class

(named entity class) compatibility between the entity mentions is imperative to coreference

decision. In generic domain data, the semantic classes include person, location, organization

and geo-political entity (GPE) etc. But in this domain, person, raga, song, music instrument and

music concept are the relevant semantic classes. The aim of this task of semantic class identifi-

cation is to classify a named entity into one out of the defined semantic classes. As the case with

our dataset, short and noisy text containing the entity makes it challenging to extract the seman-

tic class of the entity through the context. Also the non-availability of a named-entity annotated

training dataset for this content adds to the challenge. We introduce a method for semantic

class identification for a given entity using the web when the entity boundaries are known. We

propose this as a generalized method applicable to any specific domain. In case of such specific

domains, there may be several challenges: (i) There may be insufficient or no annotated data

available for training a named entity recognition system (ii) The text may be noisy making it dif-

ficult to consider context, or (iii) the named entity classes include domain-specific classes. We

present three approaches to use the web: (a) a baseline, rule-based approach that uses a struc-

tured web repository (Freebase), (b) a supervised approach that uses search engine results and

topic models, and (c) a supervised approach that improves upon (b) with task-specific hierarchy

of classifiers. The methods (b) and (c) depend on the web to gather context for a given entity,

to determine its semantic class. We used the proposed method for semantic class identification

for all the mentions in Rasikas.org dataset. This is utilized for the semantic class compatibility

feature, resulting in improvement of coreference resolution accuracy.

New Frontiers in Coreference Resolution

The task of coreference resolution involves pragmatics and world knowledge. Though there

exist many approaches for coreference resolution, they are way behind imitating the human

process of coreference resolution. These traditional systems are yet to achieve acceptable ac-

curacy and are heading towards a saturation barrier. This is an initiative in a different direction

to bridge the gap between human cognitive process and machine understanding of coreference

resolution. This work discusses two different attempts to incorporate ideas from human cogni-

tion for coreference resolution, using eye-tracking input and memory networks (Weston et al.,
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2014). The former approach uses information from human cognition through gaze data from

eye tracking, collected during coreference annotation task by the participants. The latter intends

to simulate human cognition for coreference resolution through memory networks. We avoid

the use of our dataset in these experiments. A subset of MUC dataset (a general domain dataset)

is chosen for eye-tracking experiments to avoid the bias that a domain-specific dataset may in-

duce. A synthetic dataset is created for memory networks experiments in order to reduce the

adverse effect of noise in real-world data.

The task with eye-tracking aims at utilizing cognitive information obtained from the eye

movements behavior of annotators for automatic coreference resolution. In the early phase

of this initiative, to get rid of the noise while capturing cognitive information pertaining to

coreference resolution from reading experiments, the readers for the experiments were asked

to do coreference annotation. We first record eye-movement behavior of multiple annotators

resolving coreferences in 22 documents selected from the MUC dataset. We observe that gaze

transition probability derived from regression counts associated with a mention, signify the can-

didacy of that mention as an antecedent. We experiment with a supervised system following a

mention-pair model (Soon et al., 2001)- injecting the eye-movement information into it. Eye

tracking information is utilized in the process of mention pair pruning prior to mention pair

classification. Our heuristic brings noticeable improvement in accuracy with different classi-

fiers.

Human process of coreference resolution involves comprehending a discourse, along with

using information from other knowledge sources like lexical, syntactic and semantic informa-

tion. The comprehension inability of most of the existing approaches restrict them resolving

coreference mentions which require context information and holistic understanding of the dis-

course. The potential of memory networks (Weston et al., 2014) towards comprehending the

context of a discourse motivates this initiative. Memory networks integrate a memory compo-

nent and inference capability which are jointly used to comprehend a discourse and perform

reasoning (Weston et al., 2014; Sukhbaatar et al., 2015; Kumar et al., 2015). We utilize mem-

ory networks for coreference resolution, modeling it as a question answering task. The question

is on the anaphoric mention in the document and the answer is its antecedent. For our ex-

periments we create a set of synthetic data with varying difficulty levels. End-to-end memory

networks proposed by Sukhbaatar et al. (2015) for question answering is taken for our experi-

ments. We evaluate the performance of memory networks and the proposed modifications using
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the mentioned 4 synthetic datasets. We also check for the effectiveness of attention mechanism

in memory networks to aid coreference resolution, through attention mechanism accuracy. We

get close to 100% accuracy on all the synthetic datasets, with the best performing modifications

on the memory networks. Also memory networks gives a huge accuracy improvement over one

of the state-of-the-art coreference resolution system; Cort (Martschat et al., 2015a).

1.8 Thesis Organization

We now discuss how the rest of the thesis is organized. The broad theme of the work and how

its organization into sections in each chapter is described.

Chapter 2 discusses the literature survey of the existing or related work of the MIR tasks

in this thesis. With regard to motif identification, we highlight several notable existing work

for Western music on symbolic representation as well as audio. The novelty of the raga sim-

ilarity identification make it devoid of any existing work. We discuss the existing work on

raga recognition which is the closest work to this. Since there are many aspects to the problem

of coreference resolution, the discussion on existing work is more detailed covering different

modeling paradigms, mention detection, rule based approaches and statistical approaches.

Chapters 3 and 4 discuss melodic motif detection from Hindustani audio performances.

Chapter 3 describes our approach for mukhda detection. After introducing the problem, Sec-

tion 3.1 discuss the dataset and the characteristics of mukhda. Section 3.2 discusses extraction

of predominant vocal pitch along with the discussion on the main idea including candidate se-

lection and similarity modeling. Section 3.3 give details on the experiments and, describe the

results and observations.

Chapter 4 looks into pakad detection starting with an introduction to the problem. Section

4.1 describes the dataset, the details of the pakads in the chosen raga and on the annotation of

ground truth. Section 4.2.1 discusses the pre-processing done on the audio including predom-

inant vocal pitch detection and refinement of segment boundaries. A detailed account on the

phrase level characteristics of a pakad is given in Section 4.3. Section 4.4 describes the sim-

ilarity computation steps involving constraint learning for DTW. Experiments and results are

discussed in Section 4.5.

Chapter 5 deals with detection of raga similarity from bandish notation. Section 5.1 dis-

cusses the motivation and the central idea. Section 5.2 describes the proposed neural network
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architecture for learning note-embeddings and Section 5.3 details on the note-embeddings and

on computation of similarities from the note-embeddings. Section 5.4 discusses the baseline

approaches with N-gram, pitch-class distribution and uni-directional LSTM. Section 5.5 details

on the dataset, followed by the pre-processing done on the data in Section 5.6. Experiments are

discussed in Section 5.7 and the results comparing our approach with the baselines in Section

5.8.

Chapter 6 discusses detection of raga similarity from textual discussions. Section 6.1 de-

tails about distributional semantics followed by Mikolov’s approach and our proposed modifica-

tion to Mikolov’s approach in Section 6.2. Section 6.3 discusses the dataset. Section 6.4 details

the experiments and the evaluation methods including quantitative and qualitative evaluation.

Results of both the evaluations are discussed in Section 6.5 and the Section 6.6 describes the

results on different datasets to show the applicability of this approach for any specific-domain

dataset.

The remaining chapters discuss on information extraction from natural language text con-

tent; Chapter 7 gives an introduction to need of information extraction from text for Hindustani

MIR and coreference resolution. Section 7.1 gives details of the dataset comprising forum

posts from Rasikas.org. Section 7.2 describes our approach of coreference resolution follow-

ing a supervised mention-pair model. Section 7.3 gives an account of the features used in our

approach including the modifications done and the novel features. Section 7.4 discusses our

approach for mention detection using regular expressions. Bayesian network based approach

for mention-pair classification for a small dataset is discussed in Section 7.5. Section 7.6 dis-

cusses the hybrid approach combining machine learning based classifier with a rule-based sieve.

The extensive experiment and results Section 7.7 discusses the result of different classification

approaches discussed along with evaluation of features. This section also discusses the accu-

racy of our mention detection approach and compares the results of our system with one of the

state-of-the-art systems.

Chapter 8 discusses our proposed idea to improve Best-first clustering. Section 8.1 intro-

duces Best-first clustering with an example. Section 8.2 discusses the motivation and intuition

behind the proposed method. This section also presents a formalized algorithm of the pro-

posed modification. Section 8.3 presents the results comparing the proposed modification and

its variants with the baseline Best-first clustering.

Chapter 9 discusses semantic class identification for the entities in the Rasikas.org dataset.
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This chapter starts with introducing the requirement of semantic class feature and need for a

different approach considering the nature and domain of the text content. Section 9.1 looks into

semantics for coreference through the existing works discussing different approaches for inte-

grating semantic information for coreference resolution. This section also discusses the motiva-

tion and the essence of our approach for semantic class identification. Section 9.2 discusses the

semantic classes in Indian classical domain apart from the standard semantic classes in generic

domain. Section 9.3 discusses our web based approaches including the baseline approach using

Freebase and the proposed approaches using content from the online search results. Section

9.4 compares the results of the discussed approaches and the baseline based on the accuracy

of identification. Confusion matrices give detailed information of the class-wise confusions

and accuracy. Section 9.5 shows the results on improvement in coreference resolution accuracy

when semantic class is integrated as a feature.

Chapter 10 discusses our investigation into novel approaches to bridge the gap between the

existing approaches and human process of coreference resolution. Eye-tracking based approach

and the approach using memory networks are discussed in two different sections. Section 10.1

starts with the motivation for utilizing eye-tracking for coreference resolution and describes rel-

evant existing work using eye-tracking and the elements of eye-tracking study. This is followed

by details on how eye-tracking experiments are conducted to build eye-movement database in

Section 10.1.1. Section 10.1.3 describes our method to utilize gaze information for mention pair

pruning in automatic coreference resolution. Experiments and results in Section 10.1.4 details

the experiments and report the results with different mention-pair classifiers and with one of

the state-of-the-art approaches after integrating gaze information based pruning. Section 10.2

begins with discussion on the incapabilities of existing coreference resolution systems in com-

prehending a discourse and motivates on how the capabilities of memory networks can help in

mitigating this. Section 10.2.1 describes the architecture of end-to-end memory networks which

we deploy for our experiments. Section 10.2.2 describes the modeling of coreference resolution

as a question answering problem and the modifications tried on the memory networks. Section

10.2.3 describes the experiment setup and the synthetic dataset. Section 10.2.4 discusses the re-

sults with end-to-end memory networks and the modifications tried. This section also compares

memory networks with one of the state-of-the-art systems, Cort and gives a detailed analysis of

this comparison.
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Chapter 2

Literature Survey

In this thesis, we research on a few different tasks which are identified relevant to developing

a recommendation system for Hindustani music. This chapter attempts to set up the stage for

explaining our contributions. Here we discuss the existing work related to the tasks investigated

upon, viz. melodic motif detection, raga similarity detection and coreference resolution. The

approaches to motif detection in Western music from symbolic as well as audio input are dis-

cussed. Since there is no existing work in raga similarity detection, we study the approaches

in related areas including raga recognition in Indian classical music and genre similarity detec-

tion in Western music. Coreference resolution being one of the well investigated problems in

natural language processing, we try to cover the major aspects of the problem and the existing

approaches to the problem. This makes the section on this task elaborated compared to the

survey of the other two tasks.

2.1 MIR from Audio: Motif Detection

2.1.1 Symbolic Representation

Symbolic score is a choice for quite a lot researches in Western music MIR, because it is con-

sidered parallel to the corresponding performance. Many of the motif detection researches take

input as symbolic notation. Juhász (2007) discusses an approach for automatically identifying

the motifs from Hungarian fold music using self-organizing map taking dynamic time warping

(DTW) with adaptive weights as the distance measure. Cambouropoulos (2006) investigates

how musical parallelism can be exploited for melodic segmentation. In this method, all the
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discovered significant patterns give clue on the likely segmentation points for a pattern. Geo-

metric methods consider a melody as a shape in n-dimensional space where repeated patterns

have identical shapes. Meredith’s Structure Induction Algorithms (SIA) Meredith et al. (2002)

follow a geometric approach and Collins et al. (2010) describes improvements to it. Through

shapes, imitations and gestalts and similarity relation between any two shapes, Buteau and Maz-

zola (2000) creates a motivic topology of a melodic score. Szeto and Wong (2006) presents a

graph-theoretic approach modeling a piece of music as a graph. The method described here

to search for a pattern in a piece is equivalent to searching a subgraph referred to as maximal

matched CRP subgraph.

The motif detection method proposed by Nieto and Farbood (2012) extracts potential mo-

tifs through a set of rules followed by its clustering. The distance between two motifs have to

be within the defined threshold for them to be clustered together. The idea proposed in Rolland

(1999) finds all the equipollent passage couples followed by a categorization phase which ex-

tracts actual patterns from a similarity graph. The approach by Meek and Birmingham (2001)

identifies the patterns relevant to the theme of the song from the large number of extracted

patterns using perceptually significant characteristics.

2.1.2 Audio

It is more challenging to detect patterns from audio; the lowest level of music representation.

Considering the effectiveness of the state-of-the-art techniques for transcription, many of the ap-

proaches rely on finding patterns after conversion of the audio to some intermediate representa-

tion which includes predominant vocal/instrument pitch. Dannenberg and Hu (2003) discusses

extraction of pitch information from monophonic and polyphonic audio and representation-

specific algorithms to identify patterns. Spectral based analysis discussed in this paper depends

on chroma features for audio instances on which obtaining higher level pitch information is

difficult. An adaptive method is proposed by Lu et al. (2004) to identify patterns from self sim-

ilarity matrix based on constant Q transform features extracted from audio. From the obtained

repetitions, the structure of music is analyzed with certain heuristic rules. Aucouturier and San-

dler (2002) uses timbre information for segmentation, giving a string representation with which

repeating patterns are identified using methods inspired by image processing techniques; ker-

nel convolution and Hough Transform. Rafii and Pardo (2013) identifies repeating patterns in

the accompaniment in-spite of the varying vocal overlaid. The foreground vocals is separated
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and repeating patterns are identified using time-frequency masking. While this method is re-

stricted to identification of short excerpts and does not allow variations, Liutkus et al. (2012)

extended this method to overcome these limitations. Peeters (2003) investigated deriving musi-

cal structures from audio using static features (MFCC, chromagram) and the proposed dynamic

features based on Short Time Fourier Transform. With the aim to generate audio and visual

summaries, they study the state and sequence representation for music structure detection using

the mentioned features. The data-driven approach by Weiss and Bello (2011) introduces a prob-

abilistic variant of convolutive non-negative matrix factorization for extraction and localization

of repeating patterns in an audio.

Logan and Chu (2000) discusses extraction of similar patterns for the purpose of key

phrase identification with the help of Mel-spectral features. A clustering and an HMM based

approaches are experimented for labeling the frames. Cooper and Foote (2002) finds the rep-

resentative excerpt from a music audio using self-similarity analysis with MFCC and spectral

features. The subsequence having maximum similarity to the whole audio is picked as the

representative excerpt.

2.2 Raga Similarity Detection

To the best of our knowledge no such attempts to identify raga similarity have been made so

far. Raga recognition is the closest research problem in Indian classical music, which identifies

the raga of a given performance. In Western music, analyzing similarities between genre is

analogous to our problem, and a few approaches has been introduced.

In raga recognition, Bhattacharjee and Srinivasan (2011) discusses raga identification of

Hindustani classical audio performances through a transition probability based approach. Here

they also discuss about validating the raga identification method through identifying known raga

relationship between 10 ragas considered for this work. A good number of research works have

been carried out pertaining to raga identification in Hindustani music using note intonation.

Belle et al. (2009) discusses an approach extracting features from swara intonation to be used

in a statistical classification framework. This work uses a dataset with Hindustani ragas from

the same thaat (sharing same set of notes) to validate the relevance of intonation variabilities of

the same swaras in different ragas to raga recognition. Dighe et al. (2013) investigates features

consisting of chromagram patterns along with mel-cepstrum coefficients and timbre features,
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with a dataset containing performances from ragas belonging to different thaats. The same

paper also discusses swara histogram based approach giving comparable, but lower accuracies

w.r.t the former. Tansen (Pandey et al., 2003) system utilizes an automatic note transcriptor to

extract swaras from an audio performance to perform raga recognition. Hidden Markov Model

enhanced with a string matching algorithm is employed in this system. Tansen is experimented

with a dataset having performances only from 2 ragas, but from the same thaat.

There are also a good number of approaches for raga recognition in Carnatic music. The

approach by Sridhar et al. (2011) uses Latent Dirichlet Allocation (LDA) for raga recognition,

which is widely used for document classification. Here, a swara corresponds to a word and the

performance to a document. The dataset comprises of performances from parent ragas as well as

child raga and the swara sequences are extracted with an automatic transcription method. Bel-

lur et al. (2012a) studies the importance of motivic analysis for raga recognition. The proposed

HMM based classifier is designed to classify the raga of a motif, to which the motif belongs to

as a characteristic phrase. Shetty et al. (2012) discusses an approach for clustering raga perfor-

mances through analyzing the jump sequences of swaras in the performances. Padmasundari

and Murthy (2017) presents an approach using Locality Sensitive Hashing (LSH) that can hash

similar items to the same bucket. This paper claims that, this approach better models human

perception of ragas. In the approach by Ranjani et al. (2011), the authors have proposed a semi-

continuous stochastic mixture model to identify the tonic frequency. The approach incorporates

the template structure (Sa-Pa-Sa) to identify the tonic and in-turn the statistics of other notes.

From this, the raga recognition approach for melakarta ragas (those which contain all 7-notes)

follows by determining the most likely set of notes.

In western music the closest counterpart to the task of raga similarity identification is iden-

tification of similarity between music genres. Perhaps due to the limited number of genres and

the inter-genre similarities are known, this problem has not been a primary concern to the main

stream MIR research. Still, we can see a few approaches for analyzing similarity between gen-

res which are developed primarily to help genre classification and related problems. With the

aim to reduce inter-genre confusion in genre classification, there are a few attempts to model

inter-genre similarity (Bagci and Erzin, 2009; Erzin et al., 2007). Inter-genre similarity model-

ing relies on timbral texture features. On finding that music stretching resistance has impact on

intra-genre cohesiveness and inter-genre discrepancies, Chen and Wang (2017) investigates on

identifying genre similarities from music stretching resistance of different genres.
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2.3 Coreference Resolution

coreference resolution has been researched for many years, where the initial approaches were

mostly knowledge-driven rule based approaches. These approaches continued to be dominate

till the advent of data-driven approaches. Along with discussing the existing approaches in rule-

based and data-driven paradigms, we will also be discussing the linguistic aspects of coreference

resolution. Discussions will also be extended to different modeling paradigms for the task of

coreference resolution and some existing work in mention detection.

2.3.1 Linguistic and Other Considerations

Linguistic factors such as syntactic constraints, semantic cues like gender, world knowledge and

knowledge of textual structure are of primary importance to resolution of coreference (Crawley

et al., 1990). Most of the widely discussed features which are found effective for the task,

are motivated by these factors. Interpretation of noun phrases in many cases depend on the

linguistic context, considering the discourse situation (Bean and Riloff, 2004). The domain of

interpretation is a key to finding relation between mentions.

Syntactic structure and syntactic preferences play a major role. Majority of the pronouns

and their antecedents occur in the subject position of the sentence. Kertz et al. (2006) discusses

parallel function preference stating that an anaphora and its antecedent tend to have the same

grammatical role. An anaphoric mention with a subject grammatical role is likely to have an an-

tecedent with subject role. This paper also discusses subject preference, where an antecedent is

likely to be having subject role, except for the cases when there is a gender or number mismatch.

Government and binding theory are key in constraining pronoun resolution especially for res-

olution between mentions in the same sentence (Chomsky, 1982). Hobbs (1978) discusses the

parse tree based constraints c-commands and s-commands. Barker and Pullum (1990) explores

tree based constraints like the check for whether the anaphora and antecedent are sister nodes,

or they are the subject/object of the same verb.

When different candidates compete to be the antecedent for an anaphoric mention satis-

fying most of the criteria, the candidate which has the most focus is given preference. This is

termed as centering. In the sentence Hari kept the cup on the table and broke it, it refers to

the cup which is the center of attention (Mitkov, 1999). Salience is also an important factor in

anaphora resolution. Mostly, the antecedent for an anaphora appears in the same sentence or in
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the previous sentence (Hobbs, 1978).

Resolving coreferent relations in some contexts depend on common sense knowledge. See

the difference in association of they in the following sentences.

The city council refused the women a permit because they feared violence.

The city council refused the women a permit because they advocated violence.

Here the verb determines the association of they (Webber and Joshi, 1998). Semantic parallelism

constraints the coreferent mentions to have the same semantic role and this has precedence over

syntactic parallelism. syntactic and semantic parallelism act as filters to filter out unsuitable

candidates (Kertz et al., 2006).

Morphological constraints including gender, number and person constraints are crucial to

resolution (Ehrlich and Rayner, 1983). For example, in the sentence John met Mary to discuss

his problem, his is referring with John and in the sentence John met Mary to discuss her problem,

her is associated with Mary. Here the resolution is governed by the gender of the mentions.

2.3.2 Mention detection

Mention detection finds the mention boundaries in the corpus, identifying named entities, nom-

inal and pronominal references. Mention detection is a crucial step in coreference resolution,

since its accuracy directly contributes to the accuracy of the coreference resolution system.

Zhekova and Kübler (2010) describes a method to identify mentions from named entities, pro-

nouns and noun phrases based on certain constraints. There has been a few supervised ap-

proaches for mention detection. Nicolae and Nicolae (2006) uses maximum entropy classifica-

tion to classify a noun phrase as mention or not, whereas Sikdar et al. (2015) uses a CRF based

approach for identifying whether each word is part of a mention. Both these approaches uses

simple lexical and syntactic features.

Mention detection is sometimes task dependent in order to bring in the peculiarities per-

taining to that particular task. Pradhan et al. (2007b) analyzes mention extraction from parse

trees by extracting noun phrase, pronoun, pre-modifier and verb. The difference in mention de-

tection accuracy when using gold standard trees and automatic parse trees is discussed in Yang

et al. (2011). Björkelund and Farkas (2012) depends on syntactic trees as well as named enti-

ties. Chen and Ng (2012) implements an extraction step, extracting named entities and other

mentions through language specific heuristics. This is followed by a pruning step consisting

language-specific heuristic pruning and language independent learning based pruning. Durrett
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and Klein (2014) discusses a joint model for coreference resolution, named entity identification

and entity linking, motivated by the interdependencies between these tasks.

2.3.3 Rule Based Approaches

Most of the initial approaches in coreference resolution were highly linguistic oriented till

the introduction of data-driven approaches. Winograd (1972) proposed a coreference reso-

lution system as part of an automated English understanding system, considering all preced-

ing noun phrase candidates for probable antecedent and rate them based on their syntactic

position. Hobbs (1978) discusses one of the earliest syntactic approaches; Hobbs algorithm.

For a pronominal mention, this algorithm utilizes constituency parse tree to identify the an-

tecedent. This method also incorporates syntactic constraints and semantic considerations

through rules.Rich and LuperFoy (1988) scores the probable antecedents after evaluating each

antecedent with a set of defined constraint sources. The final score of an antecedent candidate

is a function of score given by each constraint source and the confidence associated with the

constraint score.

CogNIAC system (Baldwin, 1997) resolves a subset of anaphoras without requiring much

of world knowledge and complex linguistic processing. The rules are constructed in such a

way that it reproduces the human way of pronoun resolution. These rules are formed taking

into consideration the nature of anaphora and antecedent and the nature of text containing the

mentions. For example, if anaphora is reflexive then pick the nearest antecedent from the cur-

rent sentence . Lappin and Leass (1994) explains a rule based approach, applying different

rules after generating syntax representation of text using McCords slot grammar parser (Mc-

Cord, 1990). Intra-sentential filter is responsible for identifying non-coreferential mentions

based on syntactic features including filtering out of mentions with incompatible agreement

features (gender, number etc.) and mentions argument of the same phrasal head. Other filters

include morphological filter to filter out incompatible pronoun, NP coreference, filter to identify

pleonastic pronoun. Kennedy and Boguraev (1996) presents modifications to this approach us-

ing POS tags and grammatical function of lexical items instead of syntactic parse information.

Mitkov (1998) presents a knowledge poor approach employing information available from a

part-of-speech tagger and with certain simple noun phrase rules. Here, for an anaphoric refer-

ence, search for the antecedent is restricted to the current sentence and 2 previous sentences.

The candidate noun phrases in these sentences which agree on gender and number with the
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anaphora, are scored with antecedent indicators.

Even after the introduction of data driven approaches in coreference resolution, there were

a few rule-based systems exhibiting matching performance compared to the state-of-the-art sys-

tems. Among these, the prominent one is the Stanford coreference resolution system (Raghu-

nathan et al., 2010) based on a multi-sieve rule-based approach. This applies deterministic

coreference models at different phases in the descending order of their strength in deciding

coreference. The initial passes resolve exact match, appositives, relative pronoun etc. The last

pass is dedicated to resolve pronouns.

2.3.4 Data-driven Approaches

Features for Coreference

Features provide the essential clues for checking coreferent relation between mentions in any

machine learning based approach. These features are strongly motivated by the linguistic clues

for coreference. Mostly the features are computed taking two mentions at a time; except for the

approaches where the belongingness of a mention to a cluster of mentions is evaluated.

As per Ng and Cardie (2002a), features are generally classified as lexical, grammatical (NP

type, NP property/relationship, syntactic pattern), semantic and positional. Uryupina (2006)

also illustrates a similar classification of features based on lexicographical similarity, syntactic

knowledge, semantic compatibility and discourse & salience. Semantically compatible fea-

tures attempts to incorporate semantic knowledge, where as discourse and salience features

checks for distance, salience based on linear order, hierarchy of semantic roles and centering

parameters. The perspective of categorization of features in Recasens and Hovy (2009) is dif-

ferent. Classical features captures the basic characteristics of two mentions to be coreferent.

This includes check for pronoun, proper noun, comparison with Wordnet for similarity analy-

sis. Language specific features take care of the language specific aspects of coreferent relation,

like in Spanish where elliptical subjects and grammatical gender are important for determining

coreference. Corpus specific features are dependent on the definition of coreference w.r.t the

corpus. For instance, AnCora corpus (Recasens and Martı́, 2010) considers identity relation

different from apposition and predication relations. Novel features proposed include features to

capture the joint behaviour including whether both the mentions are subjects in the sentences. It

includes features to check counter match, which prevents mentions having different numerals to
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corefer (ex. ‘134 million euros’ and ‘100 million euros’ does not corefer). Kobdani and Schütze

(2010) categorizes the features into two types viz., atomic features and link features. Atomic

features include sentence number of word, grammatical gender, POS tag, pronoun person cap-

turing the specificities of the word/phrase comprising the mention. Link features capture the

relation between the pair of mentions, including the features that checks for string similarity

between the mentions and whether the mentions are in the same sentence.

Lexical features are of high significance to coreference resolution (Recasens and Hovy,

2009). The string similarity can be a sole reason for the mentions to be coreferent. In this cate-

gory, the features to check if two mentions have high string similarity, if one mention is the alias

(eg. abbreviation) of the other are widely used (Ng and Cardie, 2002b; Rahman and Ng, 2009;

Soon et al., 2001; Zheng et al., 2011; Recasens and Hovy, 2009; Ponzetto and Strube, 2006).

Head match which checks for whether the mentions share the same head is also identified as

an essential feature. Certain modifications to string matching feature are discussed by Rahman

and Ng (2009) proposing checks for whether both the mentions are pronominal or proper noun,

along with the check for string similarity. Similarly, Ng and Cardie (2002b) discusses the same

set of features along with substring matching. Instead of strict string matching, edit-distance

variations are employed by many systems considering the nature of the text (Pradhan et al.,

2007b; Zheng et al., 2011; Strube et al., 2002; Stamborg et al., 2012).

Appositive feature helps to identify coreferent mentions which are coreferent due to the

attribution of one mention on the other (Recasens and Hovy, 2009; Soon et al., 2001; Rahman

and Ng, 2009). In the sentence “Ram Nath Kovind, the president of India made an important

decision.”, there is an appositive relation between the mentions ‘Ram Nath Kovind’ and ‘the

president of India’. Distance based features belongs to the commonly used set of features,

including sentence distance that computes distance between the mention in terms of number

of sentences in between them, word distance computing the number of words, and mention

distance computing the number of other mentions (Recasens and Hovy, 2009; Soon et al., 2001;

Rahman and Ng, 2011b; Ding and Liu, 2010). Features to check for the type of the mention

noun phrase (NP) are extensively experimented. This includes checks for definite noun phrase

(NP starting with ‘the’), indefinite noun phrase (NP starting with ‘a’, ‘an’) and demonstrative

noun phrase (NP starting with ‘this’, ‘that’, ‘these’, ‘those’). Likewise, the features to check for

whether a noun phrase is pronoun or proper noun are inevitable to any coreference resolution

system (Soon et al., 2001; Rahman and Ng, 2009; Recasens and Hovy, 2009). Gender and
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number agreement features have also been part of many coreference resolution systems (Soon

et al., 2001; Recasens and Hovy, 2009; Ng and Cardie, 2002b), except for certain domain-

specific systems where it is difficult to extract these features.

Grammatical role features helps to capture the relative relevance of mentions. It is very

likely that a pronoun will be coreferential with an antecedent having the same grammatical role

(Grober et al., 1978). Crawley et al. (1990) states that a pronoun has more chances of being

coreferential with the subject of the preceding clause. Information obtained from grammatical

role of the mentions, syntactic paralellism or collocation patterns by syntactic features are of

high significance to coreference resolution (Weissenbacher and Sasaki, 2013). Rahman and Ng

(2011c) discusses extraction of path based features by analyzing the nodes in between the men-

tion and potential antecedent in the syntactic parse tree. To analyze relation between mention

lying in different sentences, parse trees of different sentences are combined through a pseudo-

root node. Tree based features are made use in a tree kernel, forming a composite kernel with

flat features and tree based features training an SVM classifier. In the work by Lassalle and

Denis (2013) linguistic concepts such as governing category, apposition and dependency rela-

tionships are extracted from syntactic parse trees. Along with that features inspired by binding

theory which helps to find antecedent of a reflexive or reciprocal pronoun within the sentence

is discussed.

Coreference resolution is one of the problems in which pragmatics and world knowledge

play a key role (Recasens and Hovy, 2009). Bringing forth semantic knowledge and world

knowledge is one of the biggest challenges in coreference resolution. In this category, seman-

tic class agreement between the mentions turned out to be one of the most discussed feature.

Semantic classes encompass person, organization, location, date, time, money, percent, and ob-

ject (Recasens and Hovy, 2009; Soon et al., 2001; Rahman and Ng, 2009). Animacy feature

(Recasens and Hovy, 2009; Rahman and Ng, 2009), a generalized variant of semantic class is

simple to be extracted automatically . To automatically determine the semantic class, a named

entity recognizer or a Wordnet (Miller, 1995) based recognizer is employed (Rahman and Ng,

2009; Recasens, 2010; Nicolae and Nicolae, 2006). There also exist certain other Wordnet based

features viz., Wordnet distance (Recasens, 2010; Recasens and Hovy, 2009), similarity score

(Raghavan et al., 2012; Uryupina, 2006; Ponzetto and Strube, 2006), synonymhypernym rela-

tion (Hendrickx and Hoste, 2009; Ng, 2007a), word-sense agreement (Zhou and Kong, 2009)

etc. Wikipedia is another important source of external knowledge which has been widely used.
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Ponzetto and Strube (2006) discusses an extensive list of features derived from Wikipedia for a

pair of mentions. Among the two sets of features discussed, one set derives the relatedness be-

tween the mentions from the Wikipedia page content, and the other set computes the relatedness

from the closeness in the Wikipedia categories of the mentions. A few other approaches extract

information from Wikipedia to identify the linkage between the mentions (Durrett and Klein,

2014; Cheng and Voigt, 2015). Apart from these sources of world knowledge, there are some

attempts to utilize a few other knowledge sources. Rahman and Ng (2011a) proposed the use of

Yago (Suchanek et al., 2007) and Framenet (Baker et al., 1998), where Yago is used for extract-

ing is-a and is-also-known-as relations, and from Framenet information on co-occurrence of

predicates having similar semantic role labels are extracted. Bansal and Klein (2012) captures

features for coreference semantics from web resources through co-occurrence and contextual

clues.

Apart from these features, different coreference resolution systems have proved the use-

fulness of various other features. Stamborg et al. (2012) discusses incorporating linguistic phe-

nomena and discourse properties to the features. They discuss some novel features including

discourse and type of document . For coreference resolution in certain languages (eg. Spanish),

feature to check if a mention is an elliptical pronoun is crucial (Recasens and Hovy, 2009).

Rösiger and Riester (2015) discusses prosodic features for resolving coreference in spoken text.

Modeling Coreference Resolution

Since the decision of coreference involves many mentions in a text, there are different ways

the problem can be modeled. Mostly in all these methods, at the root level the comparison

is between the two mentions at a time. There were different attempts to model the problem of

coreference resolution. Some existing approaches experiment with different coreference models

to demonstrate the impact of their contribution.

Mention-Pair Model: Mention-pair model has a classification step followed by clustering.

Classification take into consideration two mentions at a time, classifying them as coreferent or

not. For an anaphoric mention mk, the classification step checks if a candidate antecedent mk

is coreferent (Rahman and Ng, 2009). Features are computed for each mention pair. In a super-

vised approach a training instance is created with a mention and its closest antecedent, and for

the same anaphoric mention negative instances are created by pairing with mentions occurring

before it and after its closest antecedent (Soon et al., 2001). During testing, the clustering step
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following the classification, identifies the best antecedent for an anaphoric mention. Clustering

picks the best antecedent from the candidate antecedents which are identified coreferent with

the anaphoric mention after classification. This forms distinct coreferent chains in a document.

Entity-Mention Model: When classification confines to a mention pair in the mention-

pair model, entity-mention model compares with previously identified partial clusters. The

classifier determines if a mention belongs to one among the partial clusters occurring before

this mention. Each training instance contains a mention and a cluster and the computed features

include cluster level features and features pertaining to the mention under consideration (Luo

et al., 2004; Yang et al., 2008).

Mention-Ranking Model: In this model the candidate antecedents of an anaphoric men-

tion mk are ranked. Instead of a classifier as in mention-pair model, a ranker learning algo-

rithm is chosen for this. A training instance i(mj,mk) represents mk and a preceding mention

mj . Sk represents the set of training instances ((mj,mk),mj ∈ candidateantecedents) for an

anaphoric mention mk. Each instance in Sk is given a class value which is the rank assigned to

the candidate antecedent in the instance. Rank of 2 is given if mj is the closest antecedent of

mk and 1 otherwise. After training, the mention-ranking model is applied to the test instances

(Denis and Baldridge, 2008; Rahman and Ng, 2009).

Cluster-Ranking Model: Cluster ranking model is a hybrid of mention-ranking model

and entity-mention model, which ranks preceding clusters for an anaphoric mention mk. A

training instance is created from a discourse-old mention and its preceding clusters, and cluster

level features are extracted. For a training instance i(cj,mk), class value of 2 is given if mk

belongs to the cluster cj , and 1 otherwise. Since the training instances do not contain discourse

new mentions, this method is not equipped to find discourse-new mentions. Since the training

instances involves only mentions having antecedent, this model fails in identifying discourse-

new mentions in a document. To get around this, the ranker has to be trained with instances

generated from discourse-old and discourse-new mentions (Rahman and Ng, 2011b, 2009).

Supervised Approaches

Supervised approaches gained popularity by mid-1990 in resolving coreference. Based on the

aforementioned ways to model the task of coreference resolution, the machine learning ap-

proaches can be broadly classified into two; one is a 2 step approach with a binary classification

followed by clustering and the second is a ranking approach (Zheng et al., 2011).
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One of the earlier statistical approaches is by Dagan and Itai (1990), where word co-

occurrences are taken into account to disambiguate pronouns, but restricted to the pronoun it.

For an it coming as subject of a verb, the mention among the candidate antecedents having

maximum co-occurrences with the same verb as subject is selected as the antecedent. In an-

other different attempt by Ge et al. (1998) proposed a statistical framework for resolution of

third person pronouns which learns a probabilistic model using Penn Wall Street journal Tree-

bank (Riezler et al., 2002). For a candidate antecedent to an anaphoric mention, this computes

probability values for certain factors (eg. distance, co-occurrence patterns etc.) based on the

probability values computed over the training data. These probabilities are multiplied to com-

pute the probability associated with a candidate antecedent.

Introducing mention-pair model, one of the widely used modeling paradigm for coref-

erence resolution, Aone and Bennett (1995) introduced a coreference resolution system for

Japanese coreference resolution. They experimented C4.5 decision tree classifier for mention

pair classification. Different variants of their approach are evaluated against their own previ-

ously designed solver based on manually selected knowledge sources. During the same time,

McCarthy and Lehnert (1995) and Connolly et al. (1997) came up with a machine learning based

approach for English. Following the same modeling paradigm of Aone and Bennett (1995),

Soon et al. (2001) built a machine learning based coreference resolution system focusing more

on the design of features. They employed C5 decision tree algorithm for mention pair classifi-

cation, and the system gives matching performance with the then existing rule-based systems on

MUC-6 and MUC-7 datasets. Extending this work, Ng and Cardie (2002b) introduced a deeper

set of features for coreference. Ng and Cardie (2002a) modified this approach by determining

the anaphoricity of a noun phrase as a pre-processing step. Bergsma et al. (2008) determines the

anaphoricity of a noun phrase through a method based on context distribution, Ram and Devi

(2012) discusses a CRF based approach for determining anaphoricity, and Ng (2009) proposes

a graph-cut based anaphoricity determination algorithm. Uryupina (2006) experimented with

different classifiers extending the feature set from the conventional set of features with more

linguistically motivated features. There has been several attempts to improve the discussed

methods through utilization of semantic knowledge from diverse sources. Along with intro-

ducing Ontonotes; the present widely used dataset for coreference resolution, Pradhan et al.

(2007b) introduced a baseline model with classifier as Support Vector Machine.

Several researches considered on finding alternatives to mention-pair model, leading to
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introduction of entity-mention model (Luo et al., 2004), mention-ranking model (Denis and

Baldridge, 2008) and cluster-ranking model (Rahman and Ng, 2011b). Experiments with ACE

2005 shows that entity-mention model do not give better performance over mention-pair model

with system mentions, but gives a small performance improvement with gold mentions. Mention-

ranking and cluster-ranking approaches give significant improvement over mention-pair model

in these experiments (Rahman and Ng, 2009).

The diverse knowledge sources required for resolving coreferent mentions motivated intro-

duction of many hybrid approaches combining a rule-based and machine learning approaches.

Hendrickx et al. (2007) combines a rule-based filtering mechanism having linguistically mo-

tivated positive and negative filters with machine learning for a Dutch dataset. The hybrid

approach by Chen and Ng (2012) incorporates lexical information through machine learning

technique which is combined with a multi-sieve rule-based approach. The CORUDIS sys-

tem (COreference RUles with DIsambiguation Statistics) (Hartrumpf, 2001) combines a ma-

chine learning based method with syntactico-semantic rules. Sobha et al. (2011) uses salience

based measures to resolve pronominal mentions and a CRF based method to resolve the non-

pronominal mentions. The hybrid approach investigated by D’Souza and Ng (2012) is for

coreference resolution in biomedical literature.

There are approaches which model coreference resolution as a graph problem where the

nodes represent mentions and the edges represent the relation between the mentions. In most

of these approaches, the classification confidence between the mentions is taken as the weights

and a graph partitioning algorithm finds the coreferent chains. Nicolae and Nicolae (2006)

devised a graph partitioning based method inspired by min-cut graph partitioning algorithm.

This approach starts with assuming that all mentions belong to the same entity and divides until

the stopping criterion is satisfied. The coreference confidence values which are represented as

the weights in the graph are obtained from a maximum entropy model trained on the training

documents. Martschat et al. (2012) discusses a greedy clustering, where the edge weights are

computed using simple descriptive statistics on training dataset. In their research on event

coreference resolution, Chen et al. (2013) present a modified random walk model to perform

graph partitioning, where mention pair classification is done by SVM with syntactic structures

incorporated through a convolution tree kernel.

Probabilistic models based methods helped in modeling the problem differently. As op-

posed to other approaches, the pair-wise decisions are not made independently to avoid incon-

39



sistencies. McCallum and Wellner (2005) proposed a probabilistic model defining a set entities

(E) to which the mentions refer to. The set of mentions (X) and their entity assignments (Y)

are taken as random variables and there is a random variable associated with the collection of

all attributes over all the entities (A). A conditional probabilistic model is trained to maximize

P(Y,A|X). They have tried different variants of this modeling. In a later work, Culotta et al.

(2007) followed similar approach enabling features over a set of noun phrases. They show

how first-order logic can be utilized for this modeling to compute features for a set of men-

tions. Wick et al. (2012) discusses a discriminative hierarchical probabilistic model, where an

entity is partitioned as a tree of latent sub-entities with the mentions as leaves and its associated

attributes. A similar approach is used for cross-document coreference (Singh et al., 2011).

Markov logic network (MLN) combines first-order logic with probabilistic graphical model,

associating a weight with each first-order logic formula (Richardson and Domingos, 2006).

Singla and Domingos (2006) use MLN for entity resolution with first-order logic rules, mainly

for word based similarities. To mitigate the inconsistencies while resolving pronoun and noun

phrases through a single process or two separate processes, Huang et al. (2009a) proposed an

MLN based solution to handle pronoun and noun phrases together through introduction of ap-

propriate first-order logic rules. Song et al. (2012) proposed an MLN based method for joint

learning, combining pairwise classification and mention clustering. In this work, the first-order

logic rules include separate formulas for pairwise classification and mention clustering.

Recently, there were a few studies on applying deep learning for coreference resolution.

The approach by Godbole et al. (2015) investigates how neural embeddings of words and sen-

tences can be utilized along with a set of baseline features. Clark and Manning (2016) compare

approaches based on two different clustering methods; mention-ranking and cluster-ranking,

giving the then best results with CoNLL 2012 shared task dataset. These approaches discuss

neural network models to learn representation for a mention pair and for a cluster pair, to be

used with the respective approaches. The most recent work proposing an end-to-end neural

coreference resolution system reports a significant improvement over the existing systems and

gives the best results till-date on CoNLL 2012 shared task dataset (Lee et al., 2017). The first

step in this approach learns a representation for the possible spans in a document with the help

of a bi-directional LSTM based neural network and the neural network designed for the second

step identifies the best antecedent for an anaphoric mention, scoring the anaphoric mention and

candidate antecedents pairs.
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2.4 Summary

This chapter presents a literature survey of three different tasks we have explored for extracting

music related information from audio as well as text content. As mentioned, in our research,

the task of motif detects extracts information from audio and coreference resolution extract in-

formation from text content. Different approaches are designed for raga similarity detection

to extract similarities from music notation data and textual discussions. Our discussion on the

existing approaches to motif detection covers detection from both audio and symbolic content.

Considering the novelty of the problem of raga similarity detection, the discussion on the exist-

ing work confines to the widely researched problem of raga recognition, and detection of simi-

larity between Western music genres. While discussing the existing approaches to coreference

resolution, we also discussed other aspects of the problem. We discussed different modeling

paradigms in coreference resolution along with the linguistic considerations relevant to the au-

tomation of the problem. We discussed approaches to mention detection, a crucial component

of any coreference resolution system.
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Chapter 3

Mukhda Detection

Melodic motifs form essential building blocks in Indian Classical music. As the pakads are

important to the identity of a raga, the main title phrase of a bandish; mukhda is decisive to

a bandish . A mukhda can be found recurring in a bandish performance. The occurrence of

mukhda has association with the rhythmic cycle; mukhda is rendered in a way that a particular

syllable of mukhda is always rendered at the strongly acccented down beat (sam) of the rhythmic

cycle. In the improvised section of the concert known as the bol-alap, the singer elaborates

within each rhythmic cycle of the tala using the words of the bandish interspersed with solfege

and held vowels, purposefully reaching the strongly accented first beat (the sam) of the next

rhythmic cycle on a fixed syllable of the signature. Even in the segments where the singer

makes his own improvisations like bol-alap and taan, the singer tries to deliver mukhda strictly

observing its rhythmic association. Here we discuss a method to automatically identify mukhda

instances in a bandish performance. The relation of mukhda to the rhythmic cycle serves as

a strong cue in this task. We focus on the melodic and rhythmic invariances to provide cues

for the automatic detection of all occurrences of the mukhda, provided one reference instance,

across the audio recordings of bandish of prominent artistes.

In this work, we consider the segmentation of audio signals with the available cues and

detecting the mukhda instances by computing similarity measures on time series of automati-

cally detected pitch values. Given the well-known difficulties with extracting low-level musical

attributes such as pitch and onsets from general polyphonic audio recordings, most of the work

in motivic analysis for Western music has been restricted to symbolic scores. Considering the

characteristics of Hindustani music, for this work, we depend on a predominant pitch detection

algorithm (Rao and Rao, 2010) to extract the melodic pitch contour from vocal concert record-
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ings. For a particular performance, candidate phrases are spotted from all the identified sam

occurrences with the help of information given on the mukhda duration and its relation with a

sam instance. For detecting mukhda phrases from these candidates, we experiment with differ-

ent similarity measures which are widely used for time series matching. The proposed motif

detection method is evaluated for within concert and across concerts (of the same bandish) de-

tection. Considering the importance of a mukhda phrase to its bandish, detection of mukhda has

applications to retrieval of bandishes.

The main focus of this chapter is on our method for mukhda detection. This starts with de-

scribing the dataset and the characteristics of mukhda in Section 3.1. Section 3.2 discusses the

main steps including extraction of predominant vocal pitch, candidate selection and similarity

modeling. The proposed method for candidate selection and different similarity measures con-

sidered are detailed in this section. Section 3.3 gives details on the experiments and, describe

the results and observations.

3.1 Dataset and Evaluation Methods

We selected four full-length CD-quality recorded concerts of well-known Hindustani khyal vo-

calists. In all cases, the accompanying instruments are tanpura (drone), harmonium and tabla.

The section of each concert corresponding to bandish-based improvisation (bol-alap) is ex-

tracted for this study. Table 7.1 shows the artiste names and bandish titles with other relevant

details including CD cover meta-data and the duration of the bol-alap section. All the perfor-

mances use the popular tintal rhythm cycle with 16 beats divided equally over 4 sections. The

beats are realized by the strokes of the tabla (percussion), with the first beat of each section con-

sidered to be stressed in 3 of the 4 sections. All the mukhda phrases which may occur around

any sam (first beat of the cycle) throughout the performance, are manually labeled. This serves

as the ground truth (positives) for the motif detection evaluation. The tempo indicated for each

piece is an average, with slow fluctuations in cycle length observed throughout the recordings.

Of the four recordings in Table 7.1, the first two correspond to the same bandish by different

artistes. The last recording is by a female vocalist. It was observed that this recording with its

slow tempo exhibits the largest variations in the duration of the mukhda even after accounting

for local variations in cycle length.

For further processing, the audio is converted to 16 kHz mono at 16 bits/sample. Figure
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Artiste Raga Tala Bandish
Tempo

(bpm)

Dur

(min)

#Phrases

Positive Negative

Bhimsen Joshi (BJ) Marwa Tintal Guru Bina Gyan 193 4.58 13 55

Ajoy Chakraborti (AC) Marwa Tintal Guru Bina Gyan 205 9.08 33 295

Bhimsen Joshi (BJ) Puriya Tintal Jana na na na 204 9.36 17 97

Kishori Amonkar (KA) Deshkar Tintal Piya Jaag 43 22.3 44 176

Table 3.1: Description of dataset

Figure 3.1: Top: spectrogram with superposed vocal pitch and mukhda in boxes; bottom: first

beat of each subcycle (S= sam) with aligned lyrics in vocal regions.
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3.1 shows the spectrogram (of the 3 kHz frequency range) for a duration slightly greater than 1

full rhythmic cycle extracted from the Piya Jaag recording by Kishori Amonkar. Superimposed

on the spectrogram is the detected pitch contour (as obtained by the method presented later

in Sec. 4). Beneath the spectrogram is an annotation block depicting the aligned tala cycles.

The first beat of the cycle is the sam (S) corresponds to the dha stroke of the tabla. In Figure

3.1, the first beat of each sub-cycle is labeled (dha (D) or tha (T)). The penultimate sub-cycle

before the S is the khali, as also evident from the absence of low frequency tabla partials in the

spectrogram of this segment. The mukhda segments corresponding to the utterance “Piya Jaag”

are enclosed in boxes. The mukhda segments are observed to be melodically similar and also

similarly aligned within the tala cycles. Note that the song syllable that coincides with the sam

(S) is sometimes left incomplete by the vocalist.

3.2 Automatic Mukhda Detection

The pitch contour depicted in Figure 3.1 can be viewed as a time series in which the desired

phrase segments are embedded. As such, finding segments in the overall contour that are similar

to a given phrase would involve matching the pitch at every time instant of the given phrase to

the pitch at every other time instant throughout the time series (Dannenberg and Hu, 2003). It

is of interest to explore methods to reduce the search complexity. In the present context, we can

exploit the additional knowledge about the rhythmic relationship. As discussed, the vocalist

embeds the mukhda phrase in the metrical cycle (tala) so that a fixed syllable coincides with the

sam instant. The metrical space of each cycle is occupied by improvisation culminating with the

mukhda. Motivated by this, we approach the automatic detection of the mukhda phrase from the

audio by first identifying a limited set of candidate phrases based on the detected rhythm cycle

structure, and then computing a melodic similarity distance between the reference template and

each of the candidates.

As in any classification task, it is necessary to design an appropriate data representation

and a suitable similarity model for the matching. In this section, we describe the steps involved

in mukhda identification as in Figure 3.2. Finally, candidate segments with distances from the

reference template lower than a threshold are the detected positives.
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Vocal pitch detection

Candidate selection

Similarity matching
Template 
motif

Identified mukhda instances

Audio

Figure 3.2: Steps in mukhda identification

3.2.1 Vocal Pitch Detection

In Hindustani classical vocal music, the accompanying instruments include a drone (tanpura),

tabla, and often, harmonium as well. The singing voice is usually dominant and the melody

can be extracted from the detected pitch of the predominant source in the polyphonic mix.

Melody detection involves identifying the vocal segments and tracking the pitch of the vocalist.

We employ a predominant-F0 extraction algorithm designed for robustness in the presence of

pitched accompaniment like drone and harmonium (Rao et al., 1999). This method is based

on the detection of spectral harmonics helping to identify multiple pitch candidates in each 10

ms interval of the audio. Next, pitch saliency and continuity constraints are applied to estimate

the predominant melodic pitch. The best of pitch detection methods achieve no more than

80% accuracy on polyphonic audio. An important factor limiting the accuracy is the fixed

choice of analysis parameters, which ideally should be matched to the characteristics of the

audio such as the pitch range of the singer and the rate of variation of pitch. In the regions

of rapid pitch modulation, characteristic of Indian classical singing, shorter analysis windows

serve better to estimate the vocal harmonic frequencies and amplitudes. Hence for better pitch

detection accuracy, it is necessary to adapt the window length to the signal characteristics.

This is achieved automatically by the maximization of a signal sparsity measure computed at

each analysis instance (every 10 ms) for local pitch detection (Rao et al., 2012). Finally, it is

necessary to identify the vocal regions in the overall tracked pitch. This is achieved by using the

peculiar characteristics of Hindustani music where the vocal segments are easily discriminated

from the instrumental pitches due to the different temporal dynamics (Rao et al., 2011).
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3.2.2 Motif Candidate Selection

Motivated by the characteristic of the mukhda, namely its alignment with the sam stroke of the

rhythm cycle which the artiste pays great importance to achieve, the search algorithm starts

by restricting candidate motifs to those that match rhythmically. This can be achieved via the

automatic detection of the beat instants in the audio. In the spectrogram of Figure 3.1, the

tabla strokes corresponding to the beats of the tala cycle are visible as vertical impulsive onsets.

While the sam stroke itself is not particularly distinctive, the dha strokes (including the sam)

can be detected as the highest onsets in the combined energies of two frequency bands: [5000,

8000] and [0, 1000] Hz. The former band is relatively free of interference from vocal partials,

while the latter band captures the low frequency partial of the dha stroke. The filtered output

power is subjected to a first-order difference and then half-wave rectified. Spurious peaks are

removed by a local threshold. The consistency of the spacing of detected onsets with the known

average tempo is considered further to identify the largest peaks as the dha stroke onsets. All

audio segments whose alignment around a detected onset matches that of the mukhda are treated

as potential candidates for mukhda detection. The extracted segment extends from the instant

(sam-t1) to (sam+t2) where t1 and t2 are nominal values (number of beats in the 16-beat cycle)

chosen based on the reference mukhda instance. The beat duration at a particular time instance

is computed from the duration between the sub-cycle beats in the vicinity. For tintal, since

there are 4 beats in a sub-cycle, the duration of a beat will be sub-cycle duration
4

. Such a data

representation is inherently robust to the slow tempo variations that occur during the concert.

Figure 3.3: Two positive and one negative phrases of Guru Bina Gyan S:sam T:non-sam sub-

cycle beat

The sequence of pitch values (in cents) obtained across the extracted candidate audio seg-

ment is a time series representation that is used further for similarity matching with a reference
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Figure 3.4: Three positive and one negative (bottom right) phrases of Piya Jaag S:sam b: beat

time series that is similarly obtained. Cents is used to express music intervals on a logarith-

mic scale. Figures 3.3 and 3.4 depict the pitch contours of a few candidate segments showing

examples of the melodic and timing variability across mukhda realization within concerts. We

observe that there are prominent differences in the melodic pitch contour, both in terms of fine

pitch variation as well as timing. The note (swara) sequence of the Guru Bina Gyan phrase is

seen to be [S, S, N, R, N, D]. However, since the word Gyan is often left unsung by the artiste,

the sam itself serves as the right limit (i.e. t1=5, t2=0) of the mukhda in our task. The swaras

corresponding to Piya Jaag are [D, P, G, P]. Here t1=1 and t2=2 were applied to delimit the

mukhda. Any pitch gaps within the boundaries correspond to pauses. These are filled by linear

interpolation or extrapolation of neighboring pitch values before similarity matching.

3.2.3 Similarity Modeling

Due to the beat-based method of candidate extraction, the segments tend to be of different

absolute durations depending on local tempo variations. Also, singing expressiveness manifests

itself in timing changes that can affect the total duration of the sung phrase. The sequence of

pitch values obtained at 10 ms intervals throughout the candidate audio segment can be viewed

as a non-uniform length time-series representation. We explore two distinct similarity measures
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for non-uniform length temporal sequences; Symbolic Aggregate approXimation (SAX) and

Dynamic Time Warping (DTW).

SAX

SAX reduces a time series of length n to a string of length w (w < n) through piecewise ag-

gregate approximation. Piecewise aggregate approximation has been used to obtain dimension-

reduced uniform length time-series for motif discovery in bio-informatics (Lin et al., 2003).

We apply this method to convert a non-uniform length time series of pitch in cents, computed

every 10 ms, to a uniform length, dimension-reduced sequence of symbols. The string length

w is varied to determine the optimum dimension of the data representation. A given time-series

(C = c1, c2, ....cn) is aggregated into w uniform length segments (C̄ = c̄1, c̄2, .....c̄w) each

represented by the averaged value of the segment. c̄i is computed as

c̄i =
w

n

n
w
i∑

j= n
w
(i−1)+1

cj (3.1)

The real-valued pitch in cents is retained as such, but we also consider quantizing pitch to

the nearest semitone. Since the tonic frequency is singer dependent in Indian music, the semi-

tone grid is anchored on the most prominent peak of an overall pitch histogram derived from

the vocal pitch track across the test audio. Since our present work is confined to within-concert

matching, a tonic detection error is inconsequential. Next, the Euclidean distance between the

two W-length sequences, the reference and the candidate, is used as a similarity measure.

DTW

Another widely used method to compare real-valued time series related to each other through,

possibly, nonlinear time-scaling, is the dynamic time-warping distance measure (Berndt and

Clifford, 1994). DTW effectively handles local stretches and shrinks to compute meaningful

distance between time series sequences (Fu et al., 2008). Given two time series sequences

(x1, x2, ....xn and y1, y2, ....ym), DTW finds the optimal warping path between them and the

accumulated cost matrix can be computed as
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DTW (i, j) = cost(xi, yj) +min


DTW (i− 1, j)

DTW (i− 1, j − 1)

DTW (i, j − 1)

 (3.2)

where cost(xi, yj) is the local distance measure between xj and yj (Muller, 2007). The distance

between the so aligned reference and candidate phrases is used as the similarity measure. Patho-

logical warpings are avoided by incorporating the Sakoe-Chiba constraint (Sakoe and Chiba,

1978) on the width of a diagonal band in the DTW path matrix. Sakoe-Chiba band defines a

global constraint restricting the warping to lie within a band surrounding the diagonal. The

absolute difference in cents between pitch values is used as the local distance in the DTW path

optimization. Any absolute difference within 25 cents (i.e. a quarter tone) is rounded down to 0

cents. This is found to help reduce the influence of practically imperceptible pitch differences

on the warping path and therefore any unnecessary stretching of the path.

3.3 Experiments and Results

Given the database described in Table 1, we evaluate the different data representations and

similarity measures on within-concert and across singer-concert motif detection tasks. Each

candidate phrase extracted from the detected onsets as presented in Section 3.2 is labeled posi-

tive or negative depending on whether or not it is the actual motif (i.e. mukhda phrase). Table

1 shows the number of such phrase segments available for the evaluation of the motif detection

methods. To maximize the use of the available annotated data, each labeled motif is considered

as the reference once with all other motifs serving as positive tokens and the remaining candi-

dates as negative tokens. Thus, the Piya Jaag motif detection task can be evaluated on 44×43

= 1892 positive pairs and 44×176 = 7744 negative pairs (i.e. each positive with all negatives).

Table 2 summarizes the experiments. The Experiment A considers motif detection from within

the Guru Bina recording of Bhimsen Joshi given a reference template from the same recording.

Similarly, the Experiments B, C and D consider the within-concert detection as specified in Ta-

ble 2. The Experiment E uses the positive tokens of Guru Bina by BJ to detect the mukhda in

the same bandish concert by a different vocalist, AC. As it turns out, the two male singers are

tuned to the same tonic. In each experiment, the rate of false alarms for a given hit rate (cor-

rect detections) is computed for each combination of similarity model and data representation.
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The similarity measures include SAX and DTW. The data representations chosen for the study

are either the continuous pitch values (i.e. 1200 cents per octave) indicated by q1200, or the

quantized versions (12 semitones per octave on an equi-tempered scale) indicated by q12.

Expt Bandish Singer
#Phrases

POS NEG

A Guru Bina BJ 156 715

B Guru Bina AC 1056 9735

C Jana na na na BJ 272 1649

D Piya Jaag KA 1892 7744

E Guru Bina BJ Vs AC 429 3835

Table 3.2: Description of experiments with number of positive and negative phrase candidates

available in each performance

Figure 3.5: DTW distances distribution for Piya Jaag recording

Figure 3.5 shows an example of the distribution of distances for positive-positive pairs

and positive-negative pairs. The recording is Piya Jaag (Experiment D) evaluated with DTW-

q1200. We observe that the distances between the positive phrases cluster closely relative to

the distances between the positive-negative phrase pairs. There is a limited overlap between
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the two distributions. That the spread of the negative distances is relatively wide indicates the

robustness of the distance measure in terms of its discrimination of melodic shapes. We also

note the presence of a small isolated cluster of positive distances. A closer examination revealed

that this stemmed from the wide timing variability across Piya Jaag phrases with its particularly

slow tempo. Thus there were at least two distinct behaviours within the set of positive phrases.

The inter-phrase distances between the longer duration phrases tended to be lower than the

distances involving shorter duration phrases. Figure 3.6 shows the ROC (hit rate versus false

alarm rate) derived from the distributions of Figure 3.5 by varying the decision threshold. We

observe two bends in the curves, consistent with the bimodal shape of the pdf.

Figure 3.6: ROC curves for Piya Jaag distribution

Table 3.3 summarizes the classification results across the experiments in terms of false

alarm rate (FA) for a fixed HR chosen near the knee of the ROCs of the corresponding data.

Given that the extracted candidate phrases have durations varying in the range of 2-4 sec (200-

400 length string), we vary the SAX string length around W=50 (corresponding to the aggre-

gation of 4-8 samples). Preliminary experiments revealed that, W substantially lower than this

value(i.e. more averaging) led to worsened performance. We note that the performance of SAX

improves with pitch quantization at a fixed string length of 50. Increasing or decreasing the

string length around this does not improve performance on the whole. The DTW system per-

forms substantially better than SAX in terms of reducing the FA at fixed hit rate. As in the case
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Method Experiment A Experiment B Experiment C Experiment D Experiment E

HR FA HR FA HR FA HR FA HR FA

SAX-q1200-W50 1 .096 .94 .019 .86 .239 .87 .130 .94 .035

SAX-q12-W40 1 .084 .94 .016 .86 .231 .87 .135 .94 .024

SAX-q12-W50 1 .071 .94 .015 .86 .216 .87 .124 .94 .029

SAX-q12-W60 1 .091 .94 .014 .86 .210 .87 .133 .94 .023

DTW-q1200 1 .044 .94 .007 .86 .044 .87 .032 .94 .015

DTW-q12 1 .053 .94 .008 .86 .042 .87 .025 .94 .014

Table 3.3: Performance of SAX and DTW motif detection under different configurations. WX =

SAX string dimension is X; qY= quantized pitch levels per octave; HR = hit rate; FA = number

of false alarms

of SAX, pitch quantization helps to improve performance further in some cases. That DTW

does relatively better indicates that non-uniform time warping is essential to achieve the needed

alignment between phrases before distance computation. This is consistent with what is known

about the tradition where the essential melodic sequence of the mukhda phrase is strongly ad-

hered to by the singer while metrical alignment is focused only on getting to the specific syllable

onset (e.g. Gyan in Figure 3.3 and Jaag in Figure 3.4) on the first beat of the cycle (the sam).

Further, comparing the Experiments E and B as a case of between-concert to within-

concert performance of the motif detection methods, we see that the FA is somewhat higher

in Experiment E which involves a reference motif from the concert of the same bandish by a

different artiste. This is consistent with the anticipated higher variability in motif contour across

artistes.

3.4 Summary

The methods are investigated in the context of detecting the signature phrase of Hindustani vo-

cal music compositions within and across performances. Mukhda identification being one of the

fundamental problems in Hindustani MIR realm, makes it relevant. Further, it has pedagogical

applications. The processing of the polyphonic audio signals needed to achieve a suitable data

representation was presented. Musical knowledge related to the metrical relation between the

mukhda motif and the underlying rhythmic structure was exploited to achieve a reduced search

space, using available similarity measures, and possibly more robust detection. Similarity mea-
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sures traditionally used in time-series matching have been shown to perform well in the context

of melodic motif detection in the improvised bandish of Hindustani vocal concert recordings.

We observed that, DTW gives a relative better accuracy over SAX. Non-uniform time-warping

of DTW helps. Tempo normalization alone is insufficient to capture the melodic invariance of

the motif. Also we observed that, quantization to 12 semitones does not reduce the accuracy.

The mukhda context considered in this work is relevant in both Hindustani and Carnatic vocal

music (in the bol-alap and niraval, respectively). In the future, extension of this dataset with

performances having highly varying mukhda instances, will enable to research on more robust

methods.
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Chapter 4

Pakad Detection

The essence of a raga is captured in a set of melodic phrases known as the pakad (catch phrases)

widely used in both compositions in the raga, and in improvisation where the identity of the raga

is revealed by the artiste through the use of the ragas melodic motifs. The set of phrases form

the building blocks for melodic improvisation by collectively embodying the ragas melodic

grammar and thus defining a ragas personality (Raja, 2005). The identity of a pakad lies in

the swara combination, the intonation of the swaras and the ornamentations. Preserving the

characteristics of a pakad, the artiste is granted the flexibility to improvise it. The task of pakad

identification is to discover instances of a pakad from a performance, despite the variations

present within the pakad instances.

In view of the central role played by raga-characteristic phrases in the performance of

both the Indian classical traditions, computational methods to detect specific phrases in audio

recordings can have important applications. Raga-based retrieval of music from audio archives

can benefit from automatic phrase detection, where the phrases are selected from a dictionary

of characteristic phrases corresponding to each raga (Chakravorty et al., 1989). Given that the

identity of a raga-characteristic phrase is captured by the swaras and gamakas that constitute

it, a melodic representation of the phrase would be crucial in any automatic classification task.

Phrase recognition can help in the automatic music transcription of Indian classical music which

is notoriously difficult due to its interpretive nature. Such phrase-level labeling of audio can be

valuable in musicological research apart from providing for an enriched listening experience

for music students.

In this work, we restrict ourselves to the problem of classifying pre-segmented phrases in

concert audio recordings within a closed set of characteristic phrases of one or more ragas. The
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primary focus is on the similarity computation method to enable better distinction between the

phrases from different pakad classes. We investigate on, how learning the global constraints

for DTW can be beneficial to this task. As discussed in Section 3 of the previous chapter,

continuous pitch contours corresponding to the raga-characteristic phrases are likely to serve

cognitively as the best units of melody. Here also we utilize the predominant pitch detection

algorithm to extract the pitch contour (Rao and Rao, 2010).

This chapter is organized as follows. To give a better idea about the task, we start with

description on dataset and annotation in Section 4.1. Section 4.2.1 discusses the pre-processing

of the audio content to extract the melodic representation of the phrases. Section 4.3 presents a

detailed analysis of the phrase-level characteristics of the pakads considered for the study. The

discussion on similarity computation in Section 4.4 describes the core idea including clustering

of the training phrases and learning the DTW global constraints. Section 4.5 discusses the

experiments and results.

4.1 Dataset and Annotation

Concert audio recordings were used to put together the raga motifs database. The dataset is

assembled from the bada khayal sections where the vistar is the improvised segment that oc-

curs within the constraints of the rhythmic cycle framework of the bandish. Sequences of

raga-characteristic phrases appear between occurrences of the mukhda (or refrain) of the com-

position. Several general properties of the melodic motifs are illustrated through examples from

these datasets.

For the pakad detection task, we choose the pakads of the raga Alhaiya Bilawal, a com-

monly performed raga of the Bilawal group, which includes ragas based on the major scale (Rao

et al., 1999). It is considered to be complex in its phraseology and is associated with a sombre

mood. While its notes include all the notes of the Western major scale, it has additionally the

komal Ni (n) in the descent (avaroha). Further Ma is omitted from the ascent. The typical

phrases used for raga elaboration in a performance appear in Table 4.1. A specific phrase may

appear in the bandish itself, or in the bol-alap and bol-taan (improvised segments). It may be

uttered using the words or syllables of the bandish or in aakar (melismatic singing on the syl-

lable /a/). What is invariant about the calana is its melodic form which may be described as a

particular-shaped pitch trajectory through the nominal notes (swaras) in Table 4.1. Raga Kafi,
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Raga

Characteristics
Alhaiya Bilawal Kafi

Tone Material S R G m P D n N S R g m P D n

Characteristic

Phrases

G∼ R G /P (GRGP)

D∼ n D \P (DnDP)

D \G

G m R G P m G

R g R m m P

g- m P m P

D m n \P g R

S n \P g R

Comments
’n’ is used only in the descent, and always in

between the two ’D’-s as D n D P

Movements are flexible and

allow for melodic elaboration

Table 4.1: Raga descriptions adapted from (Rao et al., 1999). The characteristic phrases are pro-

vided in the reference in enhanced notation including ornamentation. The prescriptive notation

for the phrases used for the present study appears in parentheses

whose description also appears in Table 4.1, is used in this work primarily as an anti-corpus, i.e.

to provide examples of note sequences that match the prescriptive notation of a chosen pakad of

Alhaiya Bilawal but in a different raga context (and hence are not expected to match the melodic

shape, or intonation). DnDP is a pakad in Kafi, but has different characteristics compared to

DnDP in Alhaiya Bilawal.

A total of eight selected audio recordings of Raga Alhaiya Bilawal and one recording of

Raga Kafi, by eminent Hindustani vocalists, from commercial CD and NCPA AUTRIM archive

for Music in Motion (Rao, 2013) have been used for the study. The common accompanying

instruments were tanpura (drone), tabla and harmonium, except one having sarangi in place of

harmonium. The concert sections of bandish with its vistar (only non-taan section) spanning

slow (vilambit) to medium (madhya) tempos. Although the size of the database is limited, it has

been designed to present a challenging scenario by including related phrases in raga Alhaiya

Bilawal that share a common nyas (focal or ending). From Table 4.1, these are DnDP and

GRGP. Additionally, the phrase mnDP which occurs in the mukhda in several of the recordings

is also used due to its similarity to DnDP in terms of shared swaras. Finally, the melodic

segments corresponding to the DnDP sequence from raga Kafi are included due to their shared

prescriptive notation with the raga-characteristic phrase in Alhaiya Bilawal. The phrases were

labeled by a musician (and later validated by another) using the PRAAT interface (Boersma
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and Weenink, 1992). A steady note or rest generally cues a phrase listened for the occurrence

of the P-nyas ending phrases in Table 4.1. Every recognized instance was marked with the

corresponding phrase name in corresponding location of the PRAAT textgrid layer. Alhaiya

Bilawal DnDP phrase was clearly distinguished from the DnDP sequence segments by the

phrase intonation and sometimes, preceding context. These sequence instances share the same

notation, but does not have the characteristics of the pakad DnDP. Note that there was no effort

to mark precise phrase boundaries; rather the phrase was just coarsely delimited via markers on

the waveform. The actual phrase boundaries were refined via automatic segmentation described

later. A count of the phrases of each category appears in Table 4.2.

SongID Artiste Tala Laya Bandish
Tempo

(bpm)

dur.

(min)

#Phrases

DnDP mnDP GRGP

Char. Seq

AB Ashwini Bhide Tintal Madhya
Kavana

Batariyaa
128 8.85 13 2 31 5

MA Manjiri Asanare Tintal Vilambit
Dainyaa

Kaahaan
33 6.9 12 1 13 6

SS Shruti Sadolikar Tintal Madhya
Kavana

Batariyaa
150 4.15 3 0 14 3

ARK Abdul Rashid Khan Jhaptal Madhya
Kahe Ko

Garabh
87 11.9 44 0 0 14

DV Dattatreya Velankar Tintal Vilambit
Dainyaa

Kaahaan
35 18.3 14 4 4 9

JA Jasraj Ektal Vilambit
Dainyaa

Kaahaan
13 22.25 19 18 0 29

AK1 Aslam Khan Jhumra Vilambit
Mangta

Hoon Tere
19 8.06 10 0 8 6

AK2 Aslam Khan Jhaptal Madhya
E Ha

Jashoda
112 5.7 7 0 0 3

AC Ajoy Chakrabarty Jhumra Vilambit
Jago Man

Laago
24 30.3 — 27 0 —

Total no. of Phrases 122 52 70 75

Table 4.2: Description of database with phrase counts in the musicians transcription; all concerts

are in raga Alhaiya Bilawal except the last (AC) in raga Kafi. Char. = characteristic of the raga;

Seq. = note sequence
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4.2 Audio Processing

In this section, we discuss the processing of the audio signal to extract the melodic representa-

tion of the phrase. The continuous pitch versus time is a complete representation of the melodic

shape of the phrase, assuming that volume and timbre dynamics do not play a role in motif

recognition by listeners.

Figure 4.1: Block diagram for audio processing

4.2.1 Audio Processing Stages

Melodic Contour Extraction

The singing voice usually dominates over other instruments in a vocal concert performance in

terms of its volume and continuity over relatively large temporal extents although the accom-

paniment of tabla and other pitched instruments such as the drone and harmonium or violin is

always present. Melody extraction is carried out by predominant-F0 detection methods (Rao

and Rao, 2010) as explained in the previous chapter, Section 3.2.1. These methods exploit the

local salience of the melodic pitch as well as smoothness and continuity over time to provide

a pitch estimate and voicing decision every frame. We use frame durations of 10 ms giving

us a continuous pitch curve (Hz versus time), sampled at 10 ms intervals, corresponding to the

melody.
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Normalization and Local Smoothing

The swara identity refers to the pitch interval with respect to the artiste-selected tonic. In order

to compare the phrase pitch curves across artistes and concerts, it is necessary to normalize the

pitches with respect to the chosen tonic of the concert. Thus the pitches are represented in cents

with respect to the detected tonic of the performance (Salamon et al., 2012). The pitch curve

next is subjected to simple 3-point local averaging to eliminate spurious perturbations that may

arise from pitch detection errors.

Segment boundary refinement

Since the scope of the present work is restricted to classification of segmented phrases, we

use the musicians’ labeling to extract the pitch curve segments corresponding to the phrases

of interest. Since the musicians’ labeling is carried out relatively coarsely on the waveform in

the course of listening, it is necessary to refine the segment boundaries in order to create pitch

segments for the training and testing sets of similarity computation especially in the case of

exemplar based matching. Thus phrase segmentation is carried out on the Hindustani audio

melodic contours in a semi-automatic manner by detecting the onset and offset of the starting

and ending notes respectively. An onset or offset of a swara is reliably detected by hysteresis

thresholding with thresholds of 50 and 20 cents within the nominal pitch value. Figure 4.2

shows the DnDP phrase segment where the phrase boundaries are eventually marked at offset

of the n (descending from S), and onset of the P-nyas.

The output of the audio processing block is the set of segmented pitch curves that corre-

spond to the phrases of interest as shown in Table 4.2. Thus each phrase is represented by a

tonic-normalized cents versus time continuous pitch curve. Figure 4.3 shows examples of the

pitch curves. These are of varying duration depending on the duration of the phrase in the audio.
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Figure 4.2: Illustrating swara onsets and offsets (colored vertical bars) in a DnDP phrase pitch

curve. Orange/red: exiting a swara by descending/ascending; Green/blue: approaching a swara

from below/above. Phrase boundaries are selected from these instants based on the starting and

ending swara s of the phrase

4.3 Phrase-level pitch curve characteristics

In this section, we present a detailed analysis of the characteristics of the pakads; DnDP and

mnDP in raga Alhaiya Bilawal. Though this analysis is limited to only two different pakads,

this analysis aims at getting insights into the variabilities and invariabilities of a pakad. We

also analyze intra-phrase class similarities through distance distribution of the pakad instances

from different performances of the same raga. Here the identity of a pakad in terms of its

invariabilities is also analyzed, comparing the distance distribution of DnDP pakad instances

with distance distribution of sequence DnDP instances which are not considered as pakad.

Figure 4.3 (Image 1) shows some representative pitch contours for DnDP phrases in var-

ious melodic contexts selected from different concerts in our dataset (Table 4.2). The contexts

typically correspond to the two possibilities: approach from higher and approach from lower

swara. The vertical lines mark the rhythmic beat (matra) locations whenever these were found

in the time region covered in the figure. We consider the phrase duration, indicated by the dark

vertical bars, as spanning from D-onset or m-onset (or rather, from the offset of the preceding

n through which swara the phrase is approached) to P-onset. The final P is a resting note and

therefore of unpredictable and highly varying duration. From the spacing between beat instant

markers in Figure 4.3, we note that the MA concert tempo is low relative to the others. However

the phrase durations do not appear to scale in the same proportion. It was noted that across the
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concerts, tempi span a large range (as seen in Table 4.2) while the maximum duration of the

DnDP phrase in any concert ranges only between 1.1 to 2.8 sec with considerable variation

within the concert. Further, any duration variations of sub-segments are not linearly related.

For example, it is observed that the n-duration is practically fixed while duration changes are

absorbed by the D swara on either side. There was no observable dependence of phrase in-

tonation on the tala. Apart from these and other observations from Figure 4.3, we note that

the raga Kafi phrases (in which raga, DnDP is not a characteristic phrase but merely an inci-

dental sequence of notes) display a greater variability in phrase intonation while conforming to

the prescriptive notation of DnDP (Rao et al., 2013). We investigated this in detail through 2

different experiments with the data mentioned in Table 4.2.

We observe the similarity in melodic shape across realizations of a given phrase in the

Alhaiya Bilawal raga. Prominent differences are obvious too, such as the presence or absence

of n as a touch note (kan) in the final DP transition in DnDP and varying extents of oscillation

on the first D. The similar comments apply to the different instances of mnDP shown in Figure

4.3. Variations within the phrase class may be attributed to the flexibility accorded by the raga

grammar in improvisation. Consistent with musicological theory on khayal music at slow and

medium tempi, (i) there is no observable dependence of phrase duration upon beat duration, (ii)

relative note durations are not necessarily maintained across tempi, and (iii) the note onsets do

not necessarily align with beat instants except for the nyas, considered an important note in the

raga.

4.3.1 Intra-phrase-class similarity

The prominent similarity characteristics are preserved among instances of a pakad without be-

ing dependent on the performance. We validate this invariance across concerts and artistes with

the melodic pitch contours extracted from audio recordings. The ability to distinguish a selected

raga-characteristic phrase from other phrases of the same raga and from the similarly notated

phrase in a different raga is examined.

For this experiment we compare the pitch curve similarity across DnDP phrases of the

raga-characteristic class with that of that across the non-characteristic phrase class. The DTW

distance measure is applied to all pairs created from two distinct DnDP phrases drawn from

the same class. If implemented for each concert audio, this could tell us something about the

variability of the DnDP phrase in that concert. To compensate for the shorter durations of some
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Figure 4.3: Pitch contours (cents vs time) of different phrases in various melodic contexts by

different artistes. Horizontal lines mark swara positions. Thin vertical lines mark beat instants.

Thick lines mark the phrase boundaries for similarity matching; 1.Alhaiya Bilawal DnDP, 2.Al-

haiya Bilawal mnDP, 3.Kafi DnDP
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of the concerts however, we group the 8 Alhaiya Bilawal concerts in Table 4.2 into 4 sets. The

resulting distribution of pair-wise phrase distances for each set is shown in Figure 4.4(a). The

number of pairs is given by N(N-1) where N is the count of DnDP phrases in that set (e.g. N=17

for AK1+AK2). Also shown is the distance distribution created out of DnDP phrase pairs from

raga Kafi.

(a)

(b)

Figure 4.4: Intra-phrase-class distance distributions for the different concerts listed in Table 4.2

(a) All DnDP sequences included (b) Non-characteristic DnDP excluded in the Alhaiya Bilawal

concerts.

Figure 4.4(a) shows that the intra-phrase-class distances in all Alhaiya Bilawal concerts

(except DV+JA) are narrowly dispersed about a mean value close to 12.0, indicating the low

variability in the intonation of the raga-characteristic phrase across the concert. In contrast,

the Kafi raga distribution has a mean near 20.0 and higher standard deviation, implying greater

variability in DnDP intonation. These observations are consistent with musicological knowl-
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edge about the strictness that applies to the melodic shape of raga-characteristic phrases as

opposed to that of non-characteristic phrases. The DV+JA concerts show a relatively greater

spread due to the presence of non-characteristic DnDP (as indicated in Table 4.2). When these

non-characteristic phrases are eliminated from the computed distances, we have the more con-

centrated distribution for DV+JA in Figure 4.4(b). Thus we see that the mean and spread of

the inter-phrase distance distribution clearly capture the raga characteristics with respect to the

given phrase. This experiment throws light to the fact that, inspite of the flexibility available to

artiste in rendering a raga-characteristic phrase, distinctiveness w.r.t other ragas is retained.

4.4 Similarity Computation

We present an improved DTW based pattern matching method to achieve the classification of

the test melodic segments, obtained as described in the Section 4.2.1. Here we learn the global

constraints for DTW instead of a fixed-band constraint like Sakoe-Chiba. The learned global

constraints capture the variabilities and invariabilities of a pakad class through variable con-

straining. For each pakad class, the constraints are learned with the phrases from a subset of

performances in the dataset taken as training dataset. Also for exemplar-based matching, refer-

ence templates for each phrase class of interest are automatically identified from the training set

of phrases. A DTW based distance measure is computed between the test segment and each of

the reference templates. The detected phrase class is that of the reference template that achieves

the lowest distance, provided the distance is below a pre-decided threshold. DTW distance

computation combines a local cost with a transition cost, possibly under certain constraints,

both of which must be defined meaningfully in the context of our task of melodic matching.

4.4.1 Classification of test segment

The test pitch curve obtained from the audio processing previously described is prepared for

DTW distance computation with respect to the similarly processed reference template as shown

in the block diagram of Figure 4.5. The phrases are of varying duration, and a normalization of

the distance measure is achieved by interpolating the pitch curves to the fixed duration of the

reference template that it is being compared with. The fixed duration of a reference template

is the average duration of the phrases that it represents. Before this, the short gaps within the

pitch curve arising from unvoiced sounds or singing pauses are linearly interpolated using pitch
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values that neighbor the silence region up to 30 ms. Zeros are padded at both the ends of the

phrases to absorb any boundary frame mismatches which has adverse effect on DTW matching.

To account for the occurrence of octave-transposed versions of phrases with respect to

the reference phrase, transposition of +1 and -1 octave creating 3 versions of the test candidate

for the similarity matching are computed. We also investigate the quantization of pitch in the

melodic representation. 12-semitone quantization to an equitempered scale (with respect to the

tonic) and 24 level quantization to quartertones are obtained for evaluation.

Test melodic segment

Fixed length interpolation and zero
padding

Pitch quantization (optional)

Generation of transposed versions

DTW distance computation and
thresholding

Detected phrase label

Reference Templates

Figure 4.5: Steps in pakad classification

DTW distance between each of the template phrases and the transposed versions of the

test pitch curve is computed. The template phrases comprise the codebook for the task and

together represent the phrase classes of interest. For example, in our task we are interested

in the recognition of DnDP and mnDP of raga Alhaiya Bilawal. The template phrases are

therefore representative pitch curves drawn from each phrase class of interest in the labeled

training dataset. Vector quantization (VQ), as presented in the next section on training, is used

to obtain the codebook of phrases. The detected phrase class is that of the reference template

that achieves the lowest distance, provided the distance is below a pre-decided threshold. From

an informal examination of the labeled pitch curves, it was felt that two templates per phrase

class would serve well to capture intra-class variabilities. Vector quantization also facilitates

identifying the phrase instances belonging to different categories within the same pakad class.

DTW global constraints are learned separately for each category that can potentially improve

retrieval accuracy.
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For a pakad class, while computing distance with a template phrase from a category, the

constraint learned for that category is applied. Figure 4.6 shows the steps in constraint training

and identification of template phrases for each category from the clustering of training phrases.

Next section gives a detailed description about the clustering and constraint learning.

Training phrases

Fixed length interpolation and zero
padding

Clustering 

Get DTW paths between phrases

Eliminate outlier paths

Get the outer bound as constraint 
boundary

Learned Constraint

Reference 
Templates

Figure 4.6: Steps for constraint training and identification of template phrases

4.4.2 Constraint Learning

Vector Quantization (Clustering)

As described, the clustering step segregates the phrases in the training set into categories. We

use k-means algorithm to perform this clustering with k=2. k is fixed at 2 based on the above

mentioned observation on intra-class categories within DnDP and mnDP pakads. A DTW

distance measure is computed between fixed-length pitch curves. In each iteration of the k-

means procedure, the centroid for each cluster is computed as the mean of corresponding pitches

obtained after DTW time-aligning of each cluster member with the previous centroid. Thus we

ensure that corresponding subsegments of the phrase are averaged.

Figures 4.7 and 4.8 show sample pitch curves from the clusters obtained after vector quan-

tization of DnDP and mnDP phrases respectively. We observe that a prominent distinction be-
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tween members of the DnDP phrase class is the presence or absence of the n-kan (touch note)

just before the P-nyas. (Note that the P-nyas swara is not shown in the figure since it is not

included in the segmented phrase as explained earlier). In the mnDP class, the clusters seem to

be separated on the basis of the modulation extent of the initial m swara. Visually, the cluster

centroids (not shown) are representative of phrase pitch curves of the corresponding cluster.

Thus VQ of pitch curves serves well to capture the variations observed in phrase intonation.

For each pakad class and for each category, the phrases closest to the cluster centroid are taken

as template phrases. All the phrases in each cluster are considered for training the constraints

for the corresponding category.

Figure 4.7: Examples from each of the two VQ clusters obtained for the DnDP instances from

the AB and MA concerts (all phrases interpolated to uniform length of 1.3 seconds)

Constraint Learning

Global path constraints applied in DTW distance computation can restrict unusually low dis-

tances arising from pathological warping between unrelated phrases especially those that have

one or more swaras in common. The global constraint should be wide enough to allow for the

flexibility actually observed in the phrase intonation across artistes and concerts. As noted in

Section 4.3, the elongation or compression observed in one instance of a phrase with respect

to another is not uniform across the phrase. Certain sub-segments actually remain relatively

constant in the course of phrase-level duration change. Thus it is expected that the ideal global

constraint would be phrase dependent and varying in width across the phrase length. Apart
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Figure 4.8: Examples from each of the two VQ clusters obtained for the mnDP instances from

the AB and MA concerts (all phrases interpolated to uniform length of 1 second)

from the global path constraint, we are also interested in adjusting the local cost (difference of

corresponding pitches of reference and test templates) so that perceptually unimportant pitch

differences do not affect the DTW optimal path estimate. That is, we would like the path to be

biased towards the diagonal transition if the local distances in all directions are comparable. We

utilize the same training phrases to decide on local cost bound.

We consider two performances from the dataset (AB and MA) for the training set, to

determine the local cost threshold and to learn the constraints. For a given pakad class and

VQ cluster (category within phrase class), we obtain the DTW paths for all possible pairs of

member phrases. To decide on the local cost, the differences between all the corresponding

(DTW aligned) pitch values over all the paths are computed. This local cost distribution for

each of the DnDP and mnDP phrase classes is shown in Figure 4.9. We observe that the error

is largest near to 0 and falls off quite rapidly beyond 25 cents. We therefore use this value as a

local cost lower bound, choosing the diagonal transition whenever the local cost of the diagonal

match is within 25 cents of the horizontal and vertical matches for a given location on the path.

For learning the constraints, the DTW paths obtained earlier are recomputed with the

local cost bound in place. This means that while computing local cost in DTW, any distance

within 25 cents is taken as 0. An outer bound that includes most paths, leaving out only the
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Figure 4.9: Local error distribution between corresponding pitch values after DTW alignment

of every pair of phrases within each cluster across DnDP and mnDP phrase classes from the

AB and MA concerts.

obvious outliers, is taken as the global path constraint for the given phrase class and category.

Figure 4.10 shows the global path constraint for each of DnDP and mnDP (first category of

each class only). We observe that the global path is wider at the boundaries and displays a

narrowing towards the middle in both cases. A closer examination revealed that the narrow

region corresponds to the n in DnDP, and to the m→n glide in mnDP. This suggests that the

phrases display near constant durations of these sub-segments under overall phrase duration

changes. The overall duration changes affect the relatively steady swara sub-segments (D and

m) near the phrase boundaries the most. The learned global constraints are compared with

standard fixed-width constraints in the experiments.
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(a) (b)

Figure 4.10: Learned global constraint obtained by bounding the DTW paths for (a) DnDP

Cluster 1 with 15% of paths rejected as outliers; (b) mnDP Cluster 1with 10% of paths rejected

as outliers

4.5 Experiments and Results

We report the results of pakad detection experiments carried out as discussed in the previous

sections on Hindustani dataset. Evaluation results are presented in terms of retrieval accura-

cies measured for each of a set of selected phrases on the test data comprised of several phrase

classes. We consider the retrieval of DnDP and mnDP phrases given reference templates ob-

tained by vector quantization on the training set of the same phrase classes from the AB and

MA concerts of Table 4.1. The test set includes all the phrases of the corresponding class drawn

from the remaining concerts of Table 4.2, plus all phrases not in that class across all the con-

certs. From Table 4.2, the Hindustani test dataset comprises phrase classes that share the ending

P-nyas swara. Further, some phrases have several swara s in common e.g. mnDP and DnDP.

The test data also includes the DnDP segment from Kafi raga (similarly notated but perceptually

different), expected to differ in phrase intonation from the raga-characteristic DnDP of Alhaiya

Bilawal. Thus the design of the Hindustani test data, although small, is challenging. We study

the dependence of retrieval accuracy on the choice of pitch quantization and on the DTW global

constraint.

The retrieval performance for a given phrase class is measured by applying a threshold

to the distribution of DTW distances obtained. Each test phrase contributes a distance value

corresponding to the minimum distance achieved between the test pitch curve and the set of
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reference templates for the phrase class of interest. In order to increase the evaluation data, 3

rounds of the same test phrases are carried out, each using a different set of reference templates

drawn from the training data. The different reference templates are selected from among the

training set phrases that lie relatively close to the VQ obtained centroid pitch curves. Figure

4.11 shows such a distribution of the test pitch curve distances across all the reference template

sets for the DnDP phrase class for chosen reference templates and learned global constraint.

Based on the ground-truth labels of the test phrases, two distributions are plotted, viz. one

corresponding to positive (true) phrases and the other to negative (i.e. all other phrases including

non-raga characteristics). We note that the positive distances are concentrated at low values. The

negative distances are widely spread and largely non-overlapping with the positive distances,

indicating the effectiveness DnDP s of our similarity measure. The negative distribution shows

clear modes which have been labeled based on the ground truth of the test phrases. As expected,

GRGP phrases are most separated while mnDP , with more shared swara s, is close to the DnDP

distribution. Finally, the non-phrase DnDP overlap most with the positives and are expected to

be the cause of false alarms in the raga-characteristic DnDP phrase detection.

Figure 4.11: Distributions of distances of P -nyas phrases from the DnDP raga-characteristic

templates. Green: raga-characteristic DnDP ; Red: all other phrases

Since an important application of raga-characteristic phrase detection is the retrieval of

music based on raga identity, a low false alarm rate would be desirable. Tables 4.3 and 4.4 show

the hit rate achieved at a range of acceptable false alarm rates for the DnDP and mnDP phrases
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FA Rate Hit Rate

No Constraints Learned Constraints Sakoe Chiba

15-5% 20-10% 15-5% 20-10%

0.10 0.817 0.822 0.825 0.833 0.828

0.12 0.858 0.882 0.893 0.852 0.872

0.14 0.918 0.921 0.923 0.932 0.934

0.16 0.948 0.948 0.950 0.951 0.945

0.18 0.956 0.956 0.959 0.954 0.951

0.20 0.967 0.967 0.975 0.961 0.969

Table 4.3: Phrase detection accuracies for DnDP under various global constraints. (x-y% in the

column refers to Cluster-1 constraint rejecting x% and Cluster-2 constraint rejecting y% of the

corresponding set of paths).

FA Rate Hit Rate

No Constraints Learned Constraints Sakoe Chiba

20-10% 30-20% 20-10% 30-20%

0.010 0.804 0.979 0.983 0.934 0.965

0.012 0.913 0.988 0.989 0.977 0.982

0.014 0.988 0.993 0.994 0.986 0.990

0.016 0.996 0.995 0.996 0.993 0.994

Table 4.4: Phrase detection accuracies for mnDP under various global constraints. (x-y% in the

column refers to Cluster-1 constraint rejecting x% and Cluster-2 constraint rejecting y% of the

corresponding set of paths).

73



respectively. The false alarm rates depicted for DnDP are higher due the more challenging test

dataset for this phrase that includes similarly notated test phrases. We compare the DTW simi-

larity measure obtained with various global constraints, versus that without a constraint. Global

constraints obtained by learning as presented in the previous section are compared with the

similarly derived Sakoe-Chiba constraint with its constant width (Sakoe and Chiba, 1978). The

different global constraints correspond to the fraction of learned paths rejected as outliers based

on the maximum distance of a path from the diagonal. Since the clusters were of different sizes,

the percentage of paths rejected turned out to be different for the similar extent of deviation

from the diagonal. In all cases, the 25 cents error bound was applied in order to bias the DTW

towards the diagonal direction.

FA Rate Hit Rate

Unquantized q12 q24

0.10 0.825 0.863 0.849

0.12 0.893 0.888 0.896

0.14 0.923 0.904 0.921

0.16 0.950 0.923 0.939

0.18 0.959 0.937 0.951

0.20 0.975 0.956 0.962

Table 4.5: Phrase detection accuracies for various quantized representations for DnDP. The

learned constraint (20-10%) is used here.

FA Rate Hit Rate

Unquantized q12 q24

0.010 0.983 0.976 0.959

0.012 0.989 0.988 0.977

0.014 0.994 0.990 0.987

0.016 0.996 0.994 0.994

Table 4.6: Phrase detection accuracies for various quantized representations for mnDP. The

learned constraint (30-20%) is used here.
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We observe that retrieval performance of DTW with global constraints clearly surpasses

that without constraint. The learned constraints provide for superior or similar hit-rate across all

FA rates (except one in case of DnDP). Tables 4.3 and 4.4 use unquantized pitch for the melodic

representation. Tables 4.5 and 4.6 compare the performances with various pitch quantization at

the fixed best-performing selected global constraint. We observe that unquantized pitch works

best for most conditions.

4.6 Summary

In this work on pakad detection, we addressed the classification of segmented phrases. Given

the lack of a basis for note segmentation, the continuous pitch curve obtained by pre-dominant

pitch detection of vocal music audio was treated as a time series. Similarity modeling with

DTW based distance showed promising results on our datasets. The observed variability in

within-class phrase intonation is captured by supervised learning of the DTW global constraints

from training data. Considering that the flexibility available to the artiste in rendering a raga-

characteristic phrase is constrained partly by the need to retain its distinctiveness with respect to

other ragas, it would be worthwhile to learn the melodic representation by training on a larger

corpus of the same raga including an anti-corpus of different ragas where the similar phrase

occurs.

Further work should incorporate volume and timbre dynamics so that the exploration of

the constancy of raga-characteristic phrases. Tempo is known be a strong determiner of melodic

shape, and the study of phrase intonation at high tempos is needed. Moving on from the time-

series representation, a more event-based representation of the phrase in terms of basic melodic

shapes is likely to be less affected by the allowed improvisational changes in phrase intonation.

The potential of including more explicit music knowledge in motif detection will be explored

in future. Finally, the important sub-task of melodic segmentation must be considered. Cues to

melodic phrase ending often, but not always, include the occurrence of a final resting note. The

modeling of the perception of closure associated with phrase ending is a hitherto unexplored

problem.
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Chapter 5

Raga Similarity Detection from

Composition Notation

Raga being one of the most prominent categorization aspect of Hindustani music, detecting sim-

ilarities between ragas can be useful to many Hindustani music specific tasks like music search,

music recommendation, automatic analysis of large-scale musical content etc. Generally sim-

ilarity between ragas is inferred through attributes associated with the ragas. For instance, in

Hindustani music, one classification of ragas is based on the tonal material involved and termed

as thaat. There are 10 thaats in Hindustani music (Chakraborty et al., 2014). Emotion, time of

day, jati, vadi, samvadi etc. are the other important attributes. Most of the accepted similarities

between ragas encompass the similarities in many of these attributes. But these similarities can-

not always be derived exclusively from these attributes. Quantifying raga similarity becomes

extremely challenging as it demands assimilation of both intrinsic (viz., notes, tempo) and ex-

trinsic (viz. raga singing-time, emotions conveyed) properties of ragas. In other words, the

similarities between ragas is not always a function of their attribute-wise similarities.

We investigate on extracting raga similarity from two distinct data sources, viz. compo-

sition (bandish) notations and textual discussions on Hindustani ragas. Both the methods learn

representation for each raga, and the similarity between the representations is taken as the sim-

ilarity between the ragas. This chapter discusses the approach with melodic content available

as bandish notation and the latter is discussed in the next chapter. We do not intent to extract

the same similarity information from both the data sources; but similarities from two different

perspectives. For the same reason, we do not compare the results of both. Even though there are

many overlaps, the similarities captured from discussions are considered different from simi-
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larities captured from melodic content. Most of the similarities a trained musician can perceive

may not always be identified from melodic content. Many of the available online discussions

and books will have an account on it. But text content does not serve to extract similarities for

which melodic attributes are the prime.

In Hindustani music, notation provides an abstract framework for a composition perfor-

mance. The approach designed for extracting raga similarity from bandish notation directly

relies on melodic attributes available in the notation. Based on the hypothesis that notes in a

particular raga are characterized by the company they keep, we design and train several deep

recursive neural network variants with Long Short-term Memory (LSTM) units to learn dis-

tributed representations of notes in ragas from bandish notations. We refer to these distributed

representations as note-embeddings. Note-embeddings, as we observe, capture a raga’s identity,

and thus the similarity between note-embeddings signifies the similarity between the ragas.

This chapter is organized as follows. The discussion begins with the motivation and central

idea in Section 5.1. The neural network architecture for learning note-embeddings and extract-

ing similarities from these representation are discussed in Sections 5.2 and 5.3. The baselines

to compare with our approach are described in Section 5.4. The bandish notation dataset is

described in Section 5.5, followed by pre-processing of data in Section 5.6. Sections 5.7 and

5.8 discuss the experiments and results.

5.1 Raga Similarity Based on Notation: Motivation and Cen-

tral Idea

A raga-similarity method solely based on notational (melodic) information can be quite relevant

to computational music tasks involving Indian classical music. While the general notion of raga

similarity is based on various dimensions of ragas like thaat, prahar, jati, vadi, samvadi etc.,

the similarities perceived by humans (musicians and expert listeners) is predominantly based

upon the melodic structure.

Theoretically, the identity of a raga lies in how certain notes and note sequences (called

phrases) are used in its compositions. We hypothesize that capturing the semantic association

between different notes appearing in the composition can possibly reveal the identity of a raga.

Moreover, it can also provide insights into how similar or dissimilar two ragas can be, based

on how similar or dissimilar the semantic associations of notes in the compositions are. We
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believe, notes for a specific raga can be represented in distributed forms (such as vectors),

reflecting their semantic association with other notes in the same raga (analogous to words

having distributed representations in the domain of computational linguistics (Mikolov et al.,

2013a)). These representations could account for how notes are preceded and succeeded by

other notes in compositions.

Formally, in a composition, a note x ∈ V (where V represents a vocabulary all notes in

three octaves) can be represented as a d dimensional vector that captures semantic-information

specific to the raga that the compositions belong to. Such distributed note-representations,

referred to as note-embeddings can be expected to capture more information than other forms

of sparse representations (like presenting notes with unique integers). A raga can, thus, be

characterized by a |V |×d embedding matrix in which each row represents a d dimensional note-

embedding for a single note. We propose a bi-directional LSTM (Hochreiter and Schmidhuber,

1997) based architecture that is motivated by the the work of Huang and Wu (2016) to learn

note-embeddings characterizing a particular style of music. We learn note-embeddings for each

raga separately from the compositions available for the raga.

How can note-embeddings help capture similarities between ragas? We hypothesize that

embeddings learned for a given note for similar ragas will have more similarity. For example,

the representation for note Ma-elevated (equivalent note F# in C-scale) in raga Yaman can be

expected to be very similar to that of Yaman Kalyan as both of these ragas share very similar

melodic characteristics.

5.2 Neural Network Architecture for Learning Note-Embeddings

We design a deep recurrent neural network (RNN), with bi-directional LSTMs as recurrent

units, that learns to predict the forth-coming notes that are highly likely to appear in a bandish

composition, given input sequences of notes. This is analogous to neural language models built

for speech and text synthesis (Mikolov et al., 2011). While our network tries to achieve this

objective, it learns distributed note representations by regularly updating the note-embedding

matrix. The choice of this architecture is due to the facts that (a) for sequence learning prob-

lems like ours, RNNs with LSTM blocks have proven useful (Sutskever et al., 2014; Eck and

Schmidhuber, 2002), and (b) in Hindustani music a note rendered at a moment has dependence

on patterns preceding and succeeding it, motivating us to use bi-directional LSTM.
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Figure 5.1: Bi-directional LSTM architecture for learning note-embeddings
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The model architecture is shown in Figure 5.1. Supposing that a sequence in a composition

has n notes (n to be kept constant by padding wherever necessary), denoted as x1, x2, x3, ..., xn,

where ∀i ∈ n, xi ∈ V . The note xi can be represented in one-hot format, with the jth component

of a |V | dimensional zero-vector set to 1, if xi is the jth element of vocabulary V . Each note

is input to a note-embedding layer W of dimension |V | × d where d is the note-embedding

dimension. W is initialized randomly and is updated via back-propagation during training. The

output of this layer is a sequence of embeddings ei of dimension d, obtained by performing a

matrix multiplication between xi with W . The embedding sequences e1, e2, e3, ..., en are input

to two layers of bi-directional LSTMs.

For each time-step (i ∈ n), the context-representations learned by the outer-bidirectional

LSTM layer (Ci) is passed through a softmax layer that computes the conditional probability

distribution of all possible notes given the context representations given by LSTM layers.

For each time-step, the prediction of the forthcoming note in the sequence is done by

choosing the note that maximizes the likelihood given the context i.e.

x̂ = argmax
j∈|V |

P (xi+1 = vj|Ci) (5.1)

where Ci is the merged context representations learned by the forward and backward sequences

in the bi-directional LSTM layers. Probability of a note at a time-step is computed by the

softmax function as,

P (xi+1 = vj|Ci) =
exp(Uj

TCi + bj)∑|V |
k=1 exp(Uk

TCi + bk)
(5.2)

where U is the weight matrix in the softmax layer and bj is bias term corresponding to note

vj .

The embedding layer is initialized randomly and during training, errors (in terms of cross-

entropy) are back propagated upto the embedding layer, resulting in the updation of the embedding-

matrix. Cross-entropy is computed as,

1

M × T

M∑
i=1

T∑
t=1

cross entropy(yit, ŷ
i
t) (5.3)

cross entropy(y, ŷ) = −
|V |∑
p=1

yp log ŷp (5.4)

WhereM is the number of note sequences in a raga and T is the sequence length. yit denotes the

expected distribution of ith note sequence at time-step t and ŷit denotes the predicted distribution.
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5.3 Raga Similarities from Note-Embeddings

For each raga our network learns a |V | × d matrix representing |V | note-embeddings. We

compute (dis)similarity between two ragas by computing pairwise cosine distance between em-

bedding vectors of every note in V and then averaging over all notes. This is based on the

assumption that distributed representations of notes (as captured by the embeddings) will be

similar across ragas that are similar. The choice of cosine similarity (or cosine distance) for

computing the similarity between the note-embeddings is driven by its robustness as a measure

of vector similarity for vectors and its predominant usage for measuring word embedding simi-

larity (Mikolov et al., 2013c). Appropriate distance measures have been adopted for non-LSTM

based baselines.

5.4 Baselines for Comparison

We compare our approach with a few baseline approaches to confirm the validity of our ap-

proach.

5.4.1 N-gram based approach

The N-gram based baseline creates an n-gram profile based on the count of each n-gram from

the available compositions in a raga. We compute the n-gram for n ranging from 1 to 4. The

distance between two ragas is computed using the out-of-place measure described in Cavnar

et al. (1994). Out-of-place measure depends on the rank order statistics of the two profiles. It

computes how far 2 profiles are out-of-place w.r.t the n-gram rank order statistics. The distance

is taken as the L2 − norm of all the n-gram rank differences, normalized by the number of

n-grams. Intuitively, the more similar two ragas are, more would the N-gram profiles overlap,

reducing the L2− norm.

5.4.2 Pitch Class Distribution (PCD)

This method computes the distribution of notes from the count of notes in a raga’s bandish

dataset. 36 notes (across 3 octaves) are considered separately for computing PCD. As the

method describes, sequence information is not captured here. The similarity distance between

two ragas is computed by taking the euclidean distance between the corresponding pitch class
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distributions; the assumption is that each pitch class two similar ragas will share similar proba-

bility value, thereby reducing the euclidean distance. For the raga recognition task by Chordia

(2006), euclidean distance is used for computing the distance between pitch class distributions

in one of their approaches. This baseline is to verify the relevance of sequence information in

capturing raga similarity.

5.4.3 Uni-directional LSTM

The effectiveness of a bi-directional LSTM for modeling Hindustani music is verified with this

baseline. The architecture is same as described in Figure 5.1, except for the replacement of

bi-directional LSTMs with uni-directional LSTMs. Since there is only forward pass in uni-

directional LSTM, the merge operation in bi-directional LSTM design is not required here.

5.5 Dataset

Our experiments are carried out with the Hindustani bandish dataset available from swarganga.org,

created by Swarganga music foundation. This website is intended to support beginners in Hin-

dustani music. This has a large collection of Hindustani bandishes, with lyrics, notation, audio

and information on raga, tala and laya. Figure 5.2 shows a bandish instance from swarganga.

The name of this bandish is ‘jaane naa jaane haree’ in raga Adana and in tintal (16 beats cycle).

The first row contains the bol information which details the tabla strokes corresponding to the

tala of the bandish. Other rows have lyrics (bottom) along with the notes (top) corresponding to

the lyrical sections. Each row corresponds to a tala cycle. A note followed by a single quotation

at the right shows it is in the higher octave and a single quotation at the left implies lower octave.

Notes mentioned within parenthesis are kan notes (grace notes). Each column represents a beat

duration.

#bandishes #ragas #notes
#kan swaras

(grace notes)

2955 144 2,95,411 50,749

Table 5.1: Dataset
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Figure 5.2: A bandish instance from swarganga website.

From this dataset we have considered 144 ragas for our study which are represented well

with sufficient number of bandishes. Table 7.1 presents dataset statistics.
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5.6 Data Pre-processing

We take all bandishes in a raga for training the note-embeddings for the raga. Kan notes are also

treated in the same way as other notes in the composition, since the kan notes also follow the

raga rules. The notes are encoded into 36 unique numbers. The notes corresponding to a tala

(rhythm) cycle is taken as a sequence. The input sequence length is determined by taking the

average length of the sequences in a raga dataset; zero-padding (to the left) and left-trimming

of sequences are applied to sequences shorter and longer than the average length respectively.

If the length of a sequence is more than double the defined sequence length, it is split into 2

separate sequences.

5.7 Experiments

We now share our experimental details.

5.7.1 Evaluation Methods

We rely on 2 different evaluation methods to validate our approach. The first one is based on

perplexity that evaluates how well a note-sequence generator model (neural-network based, n-

gram based etc.) can predict a new sequences in a raga. Since note-embeddings are an integral

part of our architecture, a low-perplexed note-sequence generator model should learn more

accurate note embeddings. The second method relies on clustering of ragas based on different

raga-similarity measures computed using our approach and baselines.

Perplexity: Perplexity for a language model (Bahl et al., 1983), is computed based on the

probability values a learned model assigns to a validation set (Clarkson and Robinson, 2001).

For a given model, perplexity (PP) of a validation set with notes N1, N2, ..., Nn is defined as

PP (N1, N2, ..., Nn) = n

√
1

P (N1, N2, ..., Nn)
(5.5)

where P (N1, N2, ..., Nn) is the joint probability of notes in the validation set. A better perform-

ing model will have a lower perplexity over the validation set. For each raga dataset, perplexity

is measured with a validation set (∼100 notes) taken from the dataset. For the LSTM based

methods, the learned neural model provides the likelihood of a note, whereas the n-gram base-

line uses the learned probabilities for different n-grams.
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Thaat Ragas

Kalyan Shuddha Kalyan, Yaman Kalyan, Yaman

Marwa Marwa, Puriya, Sohni

Bilawal Alhaiya Bilawal, Bihag, Shankara

Kafi Kafi, Bageshree, Bhimpalasi

Bhairav Bhairav

Asavari Jaunpuri

Table 5.2: Thaat based grouping of the selected ragas

Clustering: For this evaluation, we take 14 ragas for which similarities between all the ragas

and subsets of these ragas are known. These similarities are determined with the help of a

professional Hindustani musician. The selected ragas are Shuddha Kalyan, Yaman Kalyan,

Yaman, Marwa, Puriya, Sohni, Alhaiya Bilawal, Bihag, Shankara, Kafi, Bageshree, Bhimpalasi,

Bhairav and Jaunpuri. The first clustering (Clustering 1) checks if all the 14 ragas are

getting clustered according to their thaat. Thaat wise grouping of these 14 ragas are shown in

Table 5.2. Since there are 6 different thaats, k is taken as 6 for this clustering. For the other

clusterings, different subsets of ragas are selected according to the similarities to be verified.

Other similarities and the ragas chosen (from the 14 ragas) to verify that are as listed below.

• Clustering 2: Sohni is more similar to Yaman and Yaman Kalyan compared to ragas

in other thaats because they share the same characteristic phrase (MDNS). To verify this,

Sohni, Yaman, Yaman Kalyan, Kafi, Bhairav are considered taking k=3 and we expect

the first 3 ragas to get clustered together and, Kafi and Bhairav in 2 different clusters.

• Clustering 3: Within Kafi thaat, Bhimpalasi and Bageshree are more similar com-

pared to their similarity with Kafi because of the similarity in these ragas’ characteristic

phrases (mDnS, mPnS). To verify this, these 3 ragas are considered for clustering tak-

ing k=2 and we expect Bhimpalasi and Bageshree to get clustered together and Kafi in

another cluster.

• Clustering 4: Raga Jaunpuri is more similar to Kafi thaat ragas because they differ

only by a note. To verify this, Jaunpuri, Kafi, Bageshree, Bhimpalasi, Bhairav, Shuddha

Kalyan, Puriya, Bihag are considered taking k=5. We expect Jaunpuri to be clustered
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together with Kafi, Bageshree and Bhimpalasi, and the other ragas in 4 different clusters.

We apply these four clustering methods on our test dataset and evaluation scores pertaining to

each clustering method is averaged to get a single evaluation score.

5.7.2 Setup

For the experiments, we consider notes from 3 octaves, amounting to a vocabulary size of 37

(including the null note). The common hyper-parameters for the LSTM based methods (our

approach and one of the baselines) are kept the same. The number of LSTM blocks used in the

LSTM layer is set to the sequence length. Each LSTM block has 24 hidden units, mapping the

output to 24 dimensions. For all our experiments, embedding dimension is empirically set to 36.

We use tensorflow (version: 0.10.0) (Abadi et al., 2016) for the LSTM implementations.

While training the network, the perplexity of the validation set is computed during each

epoch and used for setting the early-stopping criterion. Training stops on achieving minimum

perplexity and the note-embeddings at that instance are taken for our experiments.

For the clustering baseline, we employ one of the hierarchical clustering methods, ag-

glomerative clustering (linkage:complete). In our setting, a hierarchical method is preferred

over K-means because, K-means work well only with isotropic clusters (Nagy, 1968) and it

is empirically observed that our clusters are not always isotropic. Also when experimented,

the clustering scores with K-means are less compared to agglomerative clustering for all the

approaches. For implementing the clustering methods we use scikit-learn toolkit (Pedregosa

et al., 2011).

5.8 Results

Before reporting our qualitative and quantitative results, to get a feel of how well note-embeddings

capture raga similarities, we first visualize the 37 × 36 note-embedding matrices by plotting

their heatmaps, higher intensity indicating higher magnitude of the vector component. Figure

5.3 shows heatmaps of embedding matrices for three ragas viz. Yaman Kalyan, Yaman and Pilu.

Yaman Kalyan and Yaman are more similar to each other than Pilu. This is quite evident from

the embedding heatmaps which appear similar for the first two, and different for the third one.

The results of quantitative evaluation is now reported with the evaluation methods de-

scribed in Section 5.7.1. Further, a manual evaluation is done with the help of trained Hin-
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Figure 5.3: Note-embeddings visualization of (a) Yaman Kalyan (b) Yaman (c) Pilu

dustani musician considering all the 144 ragas mentioned in the dataset, to better understand

the distinctions between bi-LSTM and uni-LSTM. Table 5.3 shows perplexity values (averaged

Experiment Perplexity

N-gram 6.39

uni-LSTM 6.40

bi-LSTM 2.31

Table 5.3: Results: Comparison with perplexity on validation set (Best performance in bold)

across all the ragas in the dataset) with the validation set for our approach (bi-LSTM) and the

baseline approaches with n-gram and uni-directional LSTM (uni-LSTM). Lower the perplexity,

better the performance. We can not report perplexity for the PCD approach as the likelihood of

the notes (and hence, the perplexity of the model) can not be determined with PCD. We observe

that the perplexity values of n-gram and uni-LSTM are quite similar. The lower perplexity value

with bi-LSTM shows its capability in generating a new notes sequence adhering to the raga

rules. This shows the performance advantage of bi-LSTM over the baselines on note-sequence

generation task, thereby providing indications on the goodness of the note-embeddings learned.

Moreover, the bi-LSTM model, having the lowest perplexity, is able to capture the semantic

association between notes more accurately, yielding more accurate note-embeddings.

Table 5.4 shows the results of clustering using a standard set of metrics for clustering, viz.

homogeneity, completeness and V-measure (Rosenberg and Hirschberg, 2007). The clustering

scores with n-gram and PCD baselines show their inability towards identifying the known sim-

ilarities between the ragas. The bi-LSTM approach performs better compared to the baselines;
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Experiment Homogeneity Completeness V-measure

N-gram 0.3973 0.4036 0.4004

PCD 0.6430 0.6488 0.6451

uni-LSTM 0.7828 0.7858 0.7843

bi-LSTM 0.9008 0.9069 0.9038

Table 5.4: Results: Comparison of clustering results with different clustering metrics (Best

performance in bold)

the performance of uni-LSTM baseline is comparable with bi-LSTM approach. On analyzing

each individual clustering, we observed,

• N-gram approach does not do well for all the individual clusterings, resulting in poor clus-

tering scores compared to other approaches. A relatively better performance is observed

only with Clustering 4.

• PCD has better scores compared to n-gram as it out-performs n-gram with a huge margin

in Clustering 1. PCD’s performance in Clustering 1 is superior to the LSTM

approaches as well. However, its performance is quite inferior to that of other approaches

in the other three clustering settings. PCD’s ability in modeling notes distribution effi-

ciently helps in thaat based clustering (Clustering 1), because thaat based classifi-

cation quite depends on the distribution of tonal material.

• uni-LSTM performance is better than bi-LSTM in Clustering 1 where the ragas are

supposed to be clustered according to the thaat. But it fails to cluster Sohni, Yaman and

Yaman Kalyan in the same cluster, leading to poor performance in Clustering 2.

• Even though bi-LSTM gives slightly lower scores with Clustering 1, it does per-

fect clustering for the other three clustering schemes. This gives an indication on the

capability of bi-LSTM approach for identifying melodic similarities beyond thaat.

Overall, these observations show the practicality of both the LSTM based methods to learn

note-embeddings with the aim of identifying raga similarity.

Figures 5.4 show Multi-Dimensional Scaling (MDS) (Borg and Groenen, 2003) visual-

izations showing the similarity between note-embeddings of the selected 14 ragas (same color
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Figure 5.4: MDS visualization of bi-LSTM note-embeddings similarities

specifies same thaat) with bi-LSTM approach. These visualizations give an overall idea on how

well the similarities are captured. The finer similarities observed in the clustering evaluations

are not clearly perceivable from these visualizations.

We have also carried out separate experiments by including note duration information

along with the notes by pre-processing the data, but the performance is worse compared to the

reported results. Chordia (2006) has also reported that weighting by duration had no impact on

their raga recognition task.

To confirm the validity of our approach, one expert musician checked the MDS visual-

izations of similarities between all 144 ragas with bi-LSTM and uni-LSTM approaches. The

musician identified clusters of similar ragas in both the visualizations matching with his musical

notion. A few observations made are: Asavari thaat ragas appear to be closer to each other with

bi-LSTM compared to uni-LSTM. Also Miyan ki todi, Multani, Gujari Todi which are very

similar ragas are found closer in bi-LSTM. But the same thaat ragas Marwa, Puriya and Sohni

are found to be more similar to each other with uni-LSTM.

5.9 Summary

In this chapter we discussed our approach to detect similarities between ragas from bandish

notation. The discussed approach learns a representation for each raga in the form of note-
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embeddings. The learned representation capture the identity of a raga and the similarities

between the representations give the similarities between the corresponding ragas. The re-

sults shows the effectiveness of the methods in revealing the similarities between ragas. Per-

plexity based evaluation shows the superior performance of bi-directional LSTM method over

unidirectional-LSTM and other baselines. The clustering based evaluation also confirms this,

but it also shows that the performance of uni-directional approach is comparable to the bi-

directional approach for certain cases.

As future work, we plan to design a network to handle duration information effectively

for better learning of note-embeddings. The current experiments take one line in the bandish

as a sequence. We plan to experiment with more meaningful segmentation schemes like lyrical

phrase delimited by a long pause. The utility of this approach is not confined only to raga

similarity; it can also be extended to verify if a given bandish complies with the raga rules.

This immensely benefits to Hindustani music pedagogy; for instance, it helps to select the right

bandish for a learner.
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Chapter 6

Raga Similarity Detection from Textual

Discussions

This chapter continues the discussion presented in the last chapter with an approach to extract

raga similarities from text discussions. As mentioned, many of the perceived raga similarities by

musicians are beyond the raga attributes and the similarities directly extractable from melodic

content. Most of these perceived similarities are expressed in discussions available as books

and online articles. The proposed approach here, takes textual discussion as data source and

utilizes distributional hypothesis to learn representation for a raga word. When the former

approach learns representation for the notes in a raga from the notes context, this approach

learns representation for a raga word in the form of word vector from the context information

in the text.

Many text resources with description on ragas available in the form of books, websites,

forums, etc (Parrikar, 2000; Swarganga, 2004; van der Meer, 2012) have excellent depictions

of raga similarities. The textual discussions based approach targets extraction of similarities

which are generally accepted by musicians and likely to appear in text discussions. Ragas per-

ceived as similar can be found closer in text discussions, and also other common words which

occur along with raga names can be same for similar ragas. Here we learn word vectors for

the raga words from textual descriptions and discussions on Hindustani ragas. Word vectors are

continuous vector representations of words, learned with very large datasets capturing the sim-

ilarity between the words (Mikolov et al., 2013a). In this approach, we propose a modification

to Mikolov’s word vector learning method, to learn raga word vectors efficiently from scarce

resources. The method learns word vectors of raga words (absent in the general pool of word
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vectors) with the help of this specific dataset and pre-trained word vectors trained on general

English corpus like Google word vectors.

This chapter is organized as follows. Section 6.1 describes the concept of distributional

semantics which forms the foundation of Mikolov’s approach to word vector learning. Section

6.2 discusses Mikolov’s approach and our modification to this approach for learning domain-

specific word vectors. Section 6.3 describes the datasets for the experiments. The experiments

and results are discussed in Section 6.4 and Section 6.5 respectively. The applicability of this

approach for any domain is discussed in Section 6.6.

6.1 Distributional Semantics

Distributional semantics aim at learning semantic representations for words from the meaning

of the words. This representation depending on the context-based representation is relevant

to NLP tasks for which probability analysis of linguistic distributions is valid (Lenci, 2008).

Here the combinatorial behaviour of a word decides its meaning or in other words, words in

similar contexts have similar meanings (Goldberg and Levy, 2014). This learning is dependent

on the word usage statistics got from a very large corpus. Any approach to learn word semantic

representation take the co-occurrence matrix from the text content and transform them to better

representation after performing required normalization and dimensionality reduction. There has

been a few attempts to learn semantic representation for words (Pennington et al., 2014; Eckart

and Young, 1936; Deerwester et al., 1990; Bullinaria and Levy, 2007), but the introduction of

neural network based approaches (Bengio et al., 2003; Collobert and Weston, 2008; Mikolov

et al., 2013b) brought in revolutionary changes in the use of word representations for NLP

tasks. Mikolov’s method realized through the word2vec program is widely used because of

its efficiency and the significant performance improvement it brought to many NLP tasks (Levy

et al., 2015).

6.2 Neural Network Architecture

6.2.1 Mikolov’s Architecture

In order to capture the semantic similarity between the words, the word vectors learning ap-

proach by Mikolov et al. computes continuous vector representation of words from large cor-
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pus. The network architecture is designed to predict the word/words in a sequence given the

context words or a word in the sequence. The continuous bag-of-word model predicts the tar-

get given the context words, whereas the skip-gram model predicts the context words given the

target word. (Mikolov et al., 2013a; Rong, 2014)
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Figure 6.1: Mikolov’s approach neural network model (Rong, 2014)

Figure 6.1 shows Mikolov’s architecture. This is a feed-forward neural network, with input

layer, one hidden layer and output layer. The size of the input layer is V (size of vocabulary) and

hidden layer size is N (word vector dimension). The weights between input and hidden layer is

represented as WI ∈ RV×N and weights between hidden layer and output layer is represented

as WO ∈ RN×V . For word vector training in Mikolov’s approach, the weight matrices are

randomly initialized and WI is taken as the word embeddings for the V words post training.

6.2.2 Proposed Approach

For generating raga names word vectors, we utilize textual resources having discussions on

Hindustani ragas and available pre-trained word vectors like Google word vectors. Here, re-

trained word vectors employed for this is referred to as base word vectors. Google word vectors

are 300 dimensional vectors trained with 3 million words and phrases. The size of available text

discussing ragas is not sufficient enough to learn word vectors with the original word2vec

approach. To address this, our approach introduces a modification to the training of neural

network architecture by Mikolov.

In the proposed method, WI and WO are pre-loaded with base word vectors for the

words available in the base word vectors. For the rest of the words including raga names,

corresponding WI and WO vectors are randomized as done in Mikolov’s approach. A list
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of raga names are made available and while training the word vectors, only the WI and WO

vectors corresponding to the raga names are updated.

The word vectors learned for the common words from a larger context bear the expected

meaning of the word which do not differ much in this specific domain text. But word vectors

for common words trained from a small dataset may not encompass the actual meaning and will

eventually affect the training of dataset specific rare words. The proposed modification to word

vector training helps to prevent the common word vectors from getting changed and eventually

affecting the raga names word vectors.

6.3 Datasets

Table 6.1 shows the details of the datasets. The datasets are used in combination for different

experiments. Swaraganga (Swarganga, 2004) and Parrikar Parrikar (2000) has raga related

information extracted from 2 different websites on Hindustani music. Wikipedia dataset has

Wikipedia pages on Hindustani ragas and Hindustani Music In the 20th Century is a book by

Wim van der Meer (van der Meer, 2012). Swarganga and Wikipedia have description of the

ragas in a more formal way explaining the main attributes and some relations, whereas Parrikar

and Hindustani Music In the 20th Century have more subjective description from musicologist’s

point of view. The first 2 datasets being small in size are used in combination and the rest 2 of

significant size are added to this in the other experiments. 154 Hindustani ragas are considered

for this study.

Dataset Size (#words)

Swarganga website (sganga) 17912

Wikipedia (wiki) 24094

Hindustani Music In the 20th Century (meer) 99252

Parrikar website (parrikar) 115796

Table 6.1: Details of Datasets
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6.4 Experiments

As discussed, our method updates word vectors for specific words in a dataset, preserving com-

mon words present in pre-trained word embeddings. In this work, the dataset-specific words are

the raga words. word2vec1 (as per Mikolov’s approach) released by Google (Goldberg and

Levy, 2014) is modified to accommodate the proposed design. We evaluate the performance

of this method based on the quality of similarity between ragas observed through raga word

vectors. The cosine similarity between word vectors is taken as the measure of similarity. Many

of the tasks involving word vectors have identified cosine similarity as the effective similarity

measure (Mikolov et al., 2013c). Experiments are performed with combinations of datasets

mentioned in Table 6.1. For all our experiments with Mikolov’s approach (baseline) and our

approach, parameters are set to default values2 except for min-count, which defines the mini-

mum frequency required for a word to be considered. min-count is set to less than 4 for the

experiments involving raga datasets to ensure the inclusion of meagerly occurring raga names

and related words to the vocabulary. All the experiments are performed only with word em-

bedding dimension of 300. This is constrained by the embedding dimension of the pre-trained

word vectors from Google. Since we preload the Google word vectors which are available only

in dimension 300, the word vectors learned by our incremental approach also have to be 300.

To make the experiments comparable, all the other experiments which are not dependent on

Google word vectors also have to follow the same dimension.

Two baseline methods are devised with Mikolov’s approach. First baseline (BL-1) gen-

erates word vectors from raga datasets alone, whereas the second baseline (BL-2) combines

general English corpus with raga datasets. The general English corpus is formed combining DB-

Pedia short abstracts and long abstracts, Europarl English monolingual corpus (Koehn, 2005),

news commentary corpus (released for WMT 2011 shared task). Table 6.2 shows the results of

the baseline experiments.

6.4.1 Quantitative Evaluation

The non-availability of ground truth for this task makes the evaluation challenging. We designed

an evaluation method considering one strong attribute of similarity between ragas, the thaat.

1http://word2vec.googlecode.com/svn/trunk/
2word2vec parameters: window=10, iter=3 and negative=10
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This evaluation method is based on the assumption that majority of the ragas identified similar

to a particular raga will belong to the same thaat (Rao and Rao, 2014b). The evaluation method

described in Algorithm 1, takes 10 most similar ragas to each raga and computes the score based

on the number of similar ragas belonging to the same thaat as that of input raga (r). For our

experiments this serves as suitable metric for comparison.

Algorithm 1 Compute evaluation score
Require: list of raga names (ragas), word vectors

Ensure: score

1: score← 0

2: total no← 0

3: for all r in ragas do

4: sim ragas← 10 most similar ragas to r based on cosine similarity between raga word

vectors

5: t← thaat of r

6: score+ =
∑

rs ∈sim ragas belongs to(rs, t)

7: total no+ = length(sim ragas)

8: score← score/total no

6.4.2 Qualitative Evaluation

Qualitative evaluation is also done with the help of a trained Hindustani musician, to evaluate

to what extent the identified similarities align with perceived similarities by the musicological

community.

6.5 Results

This section describes the results of quantitative and qualitative evaluation.

Quantitative Evaluation

Table 6.2 shows the baseline results with raga datasets combinations and aforementioned gen-

eral English corpus. Table 6.3 compares the accuracy of different min-count with different

dataset combinations taking the base word vectors as Google and general English Corpus (Gen
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Datasets Score

BL-1 BL-2

sganga + wiki 0.0813 0.0945

sganga + wiki + meer 0.1063 0.1023

sganga + wiki + meer + parrikar 0.1016 0.1117

Table 6.2: Results: Baseline experiments (score: obtained with the described evaluation

method, min-count=1).

English) with our approach. The experiment with all the datasets combined shows best accuracy

and min-count= 1 gives better accuracy through out.

Experiment Base word

vectors

Score

min-count=1 min-count=2 min-count=3

sganga+wiki

Google

0.0867 0.0695 0.0664

sganga+wiki+meer 0.1141 0.0828 0.0844

sganga+wiki+meer+parrikar 0.1172 0.1039 0.0977

sganga+wiki

Gen English

0.1016 0.0648 0.0672

sganga+wiki+meer 0.1078 0.0945 0.0977

sganga+wiki+meer+parrikar 0.1140 0.0992 0.1047

Table 6.3: Results of our approach with different base word vectors and min-count (score:

obtained with the described evaluation method).

Compared to the baseline experiments (Table 6.2), our approach shows better accuracy for

all the dataset combinations. BL-1 performance is affected due to insufficient text. Baseline BL-

2 is better comparable with the experiments taking Gen English as base word vectors in Table

6.3, since it uses this same general English data combined with raga datasets. Our approach

has clear performance improvement over BL-2 with Gen English experiments. Baselines are

executed with min-count=1. One key observation here is, word vectors generation done with

min-count=1 adversely affects the common word vectors which in turn affects the raga word

vectors (as in BL-2). Our method rectifies this with the two-step word vectors training with
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variable min-count (min-count=10 for generating base word vectors and min-count < 4 in the

incremental generation step).

6.5.1 Qualitative Evaluation

Qualitative evaluation is done with the help of 2 Hindustani musicians. One is trained profes-

sional musician in Hindustani music and the other is an amateur with basic understanding of

Hindustani music. The main analysis produced here is done by the professional musician and

the amateur musician did overall analysis confirming many of the former’s observations. The

musicians were provided with a t-SNE visualization (Van der Maaten and Hinton, 2008) of the

raga word vectors and text listing 10 closest (based on cosine similarity) ragas to each raga.

This visualization with some of the observed similarities magnified, is shown in Figure 6.2.

The musicians evaluated for all 3 dataset combinations.

sganga+wiki+meer+parrikar and sganga+wiki +meer are found to be superior to sganga+wiki

w.r.t the similarities captured. Among them, sganga+wiki+meer+parrikar has more relations

captured. This observation has a direct correlation with the results in Table 6.3 proving the

validity of the quantitative evaluation method. Overall many of the close ragas in the visual-

ization belong to the same thaat in all the 3 cases. Since thaat based similarity corresponds to

melodic similarity and is considered to be prime among the other raga attributes, the identified

similarities sound meaningful.

Ragas from Kafi, Asavari, Bhairavi thaats are closely placed. These thaats have a minor

scale with a change in a single note. A few ragas which are perceived as similar and have

less commonalities w.r.t raga attributes are identified similar (eg. Patdeep, Nanad and Tilak

Kamod, Komal Rishabh Asavari). These are perceived similar because of the similarities in

their characteristic phrases. Between Patdeep and Nanad, the main characteristic phrase differ

by a note. Certain pentatonic ragas viz., Bhoop, Gunkri, Arabhi, Shivaranjani and Malkauns

are found close to each other (refer (b) in Figure 6.2). Certain clusters are observed with ragas

similar w.r.t group (eg. Malhar group ragas are found together) and prahar. (c) in Figure 6.2

shows 2 different clusters of malhar group ragas. (d) shows that the misra ragas Lalit bhatiyar,

Jogkauns, Nat Bihag, Nat Bhairav, Asa Mand, Puriya Kalyan, Puriya Dhanashree, Bhupal Todi,

Basanti Kedar are placed closer. Some of the ragas adopted from Carnatic music are identified

closer to each other.

From the 2D visualization, the amateur musician made an interesting observation that
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many of the ragas belonging to the same thaat lie in a diagonal strip on the plane, with a

negative slope. Also frequently sung ragas are found closer to the center of the visualization,

where as rare ragas are seen away from the center.

Along with these positive observations there are a few undesired similarities appearing. A

few pair of ragas which are supposed to be far apart are seen closer (eg. (Basant, Bageshri),

(Poorvi, Hameer) ). Most of the clusters of similar ragas identified, are found to be grouped

together based on one of the attributes, which the musicological community also considers

relevant for that grouping. The low number of invalid similarities compared to missing valid

similarities, shows high precision of the system.
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Figure 6.2: TSNE visualization of raga similarity with valid similarity clusters shown in mag-

nified windows. Relevant raga names in a magnified window are shown in bold.
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6.6 Applicability of the Approach to Other Domain-Specific

Datasets

So far, we performed our experiments on Hindustani raga related text. To evaluate our approach

better, we also experimented with generating word vectors for 2 different datasets viz. US po-

litical tweets (Joshi et al., 2016) and CoNLL 2003 NER (Tjong Kim Sang and De Meulder,

2003) datasets. With this evaluation, we try to see the applicability of our approach in learning

word vectors for domain-specific words in any domain with insufficient data. In these exper-

iments, for a set of words defined as dataset-specific words in the datasets, we learn the word

vectors with our approach. Clustering based evaluation is employed to see how good these

dataset-specific words get clustered according to their known classes.

From US political tweets, position words belonging to 6 different political issues (eg. gun

laws, immigration, insurance etc.) are considered as dataset-specific words. From CoNLL

2003, all the entities belonging to 4 named entity classes are taken as dataset-specific words.

Here the evaluation is done by analyzing how well these words get clustered according to their

known classes. In the US political tweets dataset, the position words are expected to be clustered

according to the issues they belong to and in CoNLL 2003 dataset the entities are expected to

be clustered according to their named entity classes.

Dataset Experiment Homogeneity Completeness V-measure Rand
Mutual

Information

US political

tweets

BL-1 0.4185 0.5439 0.4730 0.1619 0.2802

BL-2 0.3124 0.3519 0.3310 0.1425 0.1506

Our Approach 0.4583 0.5069 0.4813 0.1719 0.3215

CoNLL 2003

NER

dataset

BL-1 0.0088 0.0088 0.0088 0.0201 0.0085

BL-2 0.0025 0.0197 0.0045 0.0088 0.0022

Our Approach 0.0120 0.0250 0.0163 0.0464 0.0117

Table 6.4: Results of clustering evaluation with 2 different datasets (best results shown in bold).

Word vectors for these words are learned using the baseline approaches and our approach.

K-means clustering is employed, defining k as the number of word categories. Our approach is

compared with the baselines by evaluating the clustering of words using a set of standard metrics
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for clustering. Table 6.4 shows that our approach performs better for both the datasets w.r.t all

the metrics, with a single exception. Along with affirming the applicability of our approach

for any dataset with rare words, this evaluation also helped to perform a strong validation with

tasks having solid ground truth.

6.7 Summary

The approach discussed in this chapter for extracting raga similarities from text discussions

learn word vectors for the raga words. To learn word vectors efficiently from the available

scarce dataset, we proposed a modification to Mikolov’s approach for learning word vectors.

Quantitative and qualitative evaluations substantiates that the similarities between the raga word

vectors emulate perceived raga similarities. Comparison with the baseline methods confirms the

utility of this method to learn representation for raga words. Further validation of the method is

done by clustering evaluation performed with two other datasets. This confirms the practicality

of the approach to learn word vectors for any dataset-specific words. As future work, we plan

to improve this method by considering the relative importance of context words variably, as

certain word categories are more important for this task.
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Chapter 7

Information Extraction from Music

Discussion Forums: Relevance of

Coreference Resolution

In the context of MIR, information extraction from text helps in extracting meta information

from the large available online content to enrich the music information knowledge base along

with information extracted from audio content. Some discussion forums and blogs are rich

sources of information pertaining to Indian classical music. While serving as the common plat-

form for discussions, many of the discussion forums turn into a one-stop source for versatile

information in their respective domains. This chapter discusses the task of coreference resolu-

tion, motivated by the requirement of resolving anaphoric mentions for improved knowledge

extraction from discussion forums on Indian classical music. The task of coreference resolution

resolves the anaphoric mentions against the entities it refer to. A mention is a word or a phrase

in the text referring to an entity (Doddington et al., 2004). Even though coreference resolution

is a widely researched problem, we investigate on this problem considering the nature of the

text in discussion forum and the domain of music. Among the classical music followers in In-

dia, the Carnatic music community is more involved in web based discussions and information

dissemination. Rasikas.org (ras, 2017) is one among the prominent discussion forums pertain-

ing to Carnatic music topics comprising of ragas, talas, artistes, etc. Instead of a discussion

forum on Hindustani music for our study, we consider Rasikas.org which is a discussion forum

on Carnatic music because of its popularity and the amount of content available. Also, both the

traditions have similar concepts and terminologies.
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In this chapter, we discuss our approach for coreference resolution on posts from Rasikas.org.

The commonly used mention-pair paradigm (Aone and Bennett, 1995) is followed for model-

ing the problem. Here the focus is on feature engineering and mention-pair classification. Our

dataset has taken posts from forums of different sub-topics on Carnatic music from Rasikas.org.

As in any data-driven approach, the selection of features is imperative here as well. We design

new features and apply modifications to certain features to cater to the requirements of the

dataset. Further, we discuss our experiments on mention pair classification with different clas-

sifiers. Lack of annotated data in the initial phase of this research motivated the use of Bayesian

network as classifier with hand-engineered network structure. With the extension of our dataset

with more annotated data, Bayesian network was no longer the best. Considering the diverse

knowledge required for the coreference classification, we also discuss how a hybrid approach

can help mention pair classification.

The focus of this chapter is on introducing the problem modeling and feature engineering

along with the classification approaches. A detailed description of the dataset is given in Sec-

tion 7.1. Our approach to modeling the problem is discussed in Section 7.2. The discussion

on features including the novel features introduced and modifications tried are in Section 7.3.

Section 7.4 discusses our approach to mention detection. The classification approaches with

Bayesian network and hybrid approach are discussed in Sections 7.5 and 7.6. This is followed

by experiments and results in Section 7.7

7.1 Dataset: Rasikas.org

The coreference annotated dataset contains forum posts from Rasikas.org. This is a prominent

discussion forum on Carnatic music. The main topics of discussion in the forum includes raga

(Bhagyalekshmy, 1990), tala (rhythm), vidwans & vidushis (musicians), vaggeyakaras (com-

posers), kutcheri (concert), reviews & recordings, album reviews, etc. This forum is a rich

source of information, including music listeners’ opinions in the mentioned topics. Table 7.1

shows the details of this dataset.

Each thread in a forum topic discusses on a sub-topic in that category. For instance,

in the forum on musician, each thread deals with a particular musician. Posts in forums are

written in informal language with pronominal and alias mentions referring to the main topic of

discussion or to another related entity mentioned in the discourse. Efficient extraction of relation
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Forum #Posts #Sent. #Mentions

Raga & Alapana 300 2093 3631

Vidwans & Vidushis 587 3045 10884

Vaggeyakaras 325 2339 4421

Table 7.1: Details of annotated posts.

is dependent on finding the exact antecedent of pronominal and nominal mention, when it refers

to another entity. It is commonly observed that the main topic of a post is referred frequently.

A post from the forum is given below. Coreferent mentions are marked with the same color.

Sri Ragam is the asampoorna mela equivalent of K Priya acc

to MD’s school. Thyagaraja gave life to K.Priya with his

excellent compos, where as MD never touched this raga. In

Sri ragam we have plenty of compos by the trinity incl the

famous Endaro Sri Ranjani is a lovely janya of K Priya with

plenty of compos by both T & MD.

Table 7.2 shows the mention type statistics of annotated mentions in Rasikas dataset. The

annotation also includes singleton mentions leading to relatively large number of proper nouns

within annotated mentions. Singleton mentions are mentions which are not corefered by any

other mention in the document, contributing to chains with single mention in it.

Mention Type Count

Proper nouns 11819

Pronouns 5664

Definite phrases 863

Indefinite phrases 236

Demonstrative phrases 354

Total 18936

Table 7.2: Mention type statistics of Rasikas dataset

The text content is very much similar to asynchronous or synchronous online communi-

cation style. The similarity of the forum content with spoken language makes it distinct. The
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content comprises mixture of written and spoken discourse, reflecting the orality of online com-

munication styles. This is attributed also with a few grammatical errors, less structuring and

spelling discrepancies especially with the named entities. Each forum post is a short discourse

text comprising 4-5 sentences on an average. The short discourse of text in these forums with

distinct characteristics makes it imperative to have a dedicated coreference resolution system

designed for this dataset.

The manual annotations are done by an annotator with proficiency in English. GATE

(Cunningham et al., 2011), a package with annotation capabilities is employed to help the an-

notator. GATE also has solutions for different stages of text processing. Prior to annotation,

sentence tokenization and word tokenization are done automatically with the functionalities

available with GATE. The annotation tool having color coding features make the visual verifi-

cation easier while annotating. The annotations are further processed to convert it to CoNLL

format. This is a tabular format with one line per token. CoNLL format is a widely accepted

format for coreference annotated dataset because of its capabilities in incorporating different

layers of information including named-entity class, constituency parse tree, dependency parse

tree etc (Pradhan et al., 2012). The annotations done by an annotator is verified by the author of

this thesis. Along with the mentions which are part of a coreferent chain, some of the relevant

singleton mentions are also annotated for a document.

7.2 Our Approach

We follow a supervised learning approach, formulating the problem using mention-pair model

(explained in Chapter 2, Section 2.3.4), where the coreference classification decision is made

for the mention pairs followed by clustering, forming distinct chains of coreferent mentions

(Recasens and Hovy, 2009; Aone and Bennett, 1995; McCarthy and Lehnert, 1995). In the

classification step, features for mention pairs are computed. After training is done with the

mention pair instances from the training documents, mention pair instances from test documents

are classified as coreferent or not. Coreference clustering forms coreferent chains of mentions

using the mention pairs classified as coreferent. For clustering, we use best-first clustering (Ng

and Cardie, 2002b). For an anaphoric mention, best-first clustering takes the candidate classified

with highest confidence as the antecedent, from the candidate antecedents. Mentions which are

classified as coreferent with the anaphoric mention in the mention pair classification step are
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taken as candidate antecedents. The probability estimate value associated with the classification

is taken as the classification confidence score.

Form training mention pairs(+ve, -ve)

Annotated Corpus
(CoNLL format)

Train the classifier

Extract features for mention pairs

Learned model

(a)

Learned 
model

Mention detection

Unannotated Corpus
(CoNLL format)

Form mention pairs

Mention pair classification

Clustering

Output CoNLL

Extract features for mention 
pairs

(b)

Figure 7.1: (a) Training (b) Testing steps in our approach following mention-pair model

Figure 7.1 gives an overview of the steps in training and testing of our approach. The

training step forms coreferent mention pairs (positive instances) with mentions within corefer-

ent chains and non-coreferent mention pairs (negative instances) with mentions from different

coreferent chains for training the mention pair classifier. Training depends on gold mentions

(annotated mention boundaries), whereas testing depends on automatically detected mentions

identified by automatic mention detection step. For some of our experiments, we have reported

results with gold mentions as well. Testing mention pairs are formed with all possible combi-

nations of mentions available in a test document. The number of such mention pairs formed are

controlled with certain heuristics. As mentioned, testing involves mention pair classification

followed by clustering.

7.3 Knowledge Source for Coreference Resolution

Features are computed for a mention pair. Each mention pair comprises of a candidate an-

tecedent mention and an anaphoric mention. Design of the features are influenced by the do-
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main considerations. Some novel features are introduced and some of the existing features are

modified accordingly. We make use of a subset of conventional features including the features

described in Soon et al. (2001). Here we explain the selected conventional features and the

data-specific modification if any. All features are explained for a mention pair (mi,mj), where

mj is the anaphoric mention and mi is the candidate antecedent.

String match (STR MATCH): This feature checks for string similarity between the mention

strings. Different from the existing implementations of this feature, we use fuzzy string match-

ing instead of strict string matching. We use an edit distance method, Levenshtein distance

(Levenshtein, 1966) for fuzzy string matching. This is to handle proper nouns spelled variably

at different places within a forum post. For example, the raga name ‘Huseni’ is also spelled

as ‘Huseini’. This feature is true, if the Levenshtein distance between the mentions is within

a defined threshold. It is also observed that English as well as Indian honorifics such as ‘Mr’,

‘Mrs’, ‘Shri’, ‘Smt’, are used along with person names. To make the string similarity checking

independent of this, pre-processing is done to remove these addressing terms.

Alias (ALIAS): This feature checks if one mention is an alias for the other. If one mention string

is the abbreviation of the other or a part of the other mention string, it is considered to be an alias

of the other. The aforementioned Levenshtein distance is applied here to check for the partial

match, comparing the shortest among the mentions with each token of the longer mention. Here

also we do the pre-processing to eliminate the honorifics from the mention string.

Definite noun phrase (m1 DEF, m2 DEF): This feature checks if the mention is a definite noun

phrase. A noun phrase starting with the is a definite noun phrase (eg. the song). m1 DEF does

this check for the antecedent mention (mi) and m2 DEF for the anaphoric mention (mj).

Indefinite noun phrase (m1 INDEF, m2 INDEF): This feature checks if the mention is an

indefinite noun phrase. A noun phrase starting with a, an is an indefinite noun phrase (eg. a

performance). This feature is also computed for both the mentions independently.

Demonstrative noun phrase (m1 DEM, m2 DEM): This feature checks if the mention is a

demonstrative pronoun. A noun phrase starting with this, that, these and those is a demonstra-

tive noun phrase (eg. this raga). This feature is also available for both the mentions indepen-

dently.

Pronoun (PRN): This feature checks if the anaphoric mention is a pronoun.

Proper noun (m1 PRPN, m2 PRPN): This feature checks if the mention is a proper noun. A

mention is considered for this check, only if it is not a pronoun, definite phrase or a demonstra-
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tive phrase. If a mention string starts with a honorific term as mentioned above, it is considered

as a proper noun. If all the letters of the mention are in caps or the mention string is title cased

(first letter of all the words in capital), then also the mention is taken as a proper noun. This

feature is available for both the mentions independently.

Same sentence (SAME SENT): This feature checks if both the mentions are in the same sen-

tence.

First sentence (FIRST SENT): This feature checks if the antecedent mention (mi) is in the first

sentence of the forum post. In a forum post, most of the discussion pertains to the main topic

which is likely to appear in the first sentence of the post.

Sentence distance (DIST SENT): This features computes the distance between mentions in a

pair, in terms of number of sentences present between them.

Word distance (DIST WORD): This features computes the distance between mentions in a

pair, in terms of number of words present between them.

Addressing mention (ADDR): This feature checks if the first mention in the pair is addressing

someone. The mention John in John, Where are you? is an addressing mention. This feature

is relevant for a discussion forum because of the presence of sentences with addressing other

forum users.

First person personal pronoun (FIRST PER PRN): This feature checks if the mention is a

first person personal pronoun. First person personal pronoun includes I, me, mine. This feature

is relevant considering the frequency of usage of first person personal pronouns in the forums.

Second person personal pronoun (SECOND PER PRN): This feature checks if the mention

is a second person personal pronoun. Second person personal pronoun includes you, your. This

pronoun type is also found often in forum posts.

Considering the nature of the dataset, number agreement and gender agreement features

are difficult to be extracted. The number agreement feature is not relevant for this dataset,

since there are not many plural entities. Even though gender feature is important, the existing

resources are not helpful for identifying the gender of Indian names.

7.3.1 Grammatical Role Features

Though the discussed features are significant for showing the coreferent characteristics of a

mention pair, features involving the grammatical role of a mention in a discourse are also im-

portant to coreference identification. In a short discourse where the mentions lie in close vicin-
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ity, the grammatical role is an important player in deciding coreference, when compared to long

discourse having coreferent mentions far apart. Table 7.3 describes the basic grammatical role

features.

Feature Description

First mention subject (m1 SUBJ) True, when mi is a subject of any verb in the sentence

Second mention subject (m2 SUBJ) True, when mj is a subject of any verb in the sentence

First mention object (m1 OBJ) True, when mi is an object of any verb in the sentence

Second mention object (m2 OBJ) True, when mj is an object of any verb in the sentence

Table 7.3: Basic grammatical role features

Apart from analyzing whether a mention in the pair is a subject or an object in a sentence

as discussed in literatures (Ng and Cardie, 2002b; Lappin and Leass, 1994; Recasens and Hovy,

2009), we also analyze the role of other mentions coming in between the mentions of the pair

under consideration. This helps to figure out the existence of any other potential antecedent

for the anaphora in the mention pair (mi,mj). The existence of a potential antecedent should

decrease the probability of the mention pair considered, to be coreferent. The role of a mention

is determined with the help of dependency parse of a sentence. The coreferent relation between

two mentions is also dependent on other mentions occurring around the mentions under con-

sideration. So we designed a few other features to capture the behavior of other neighboring

mentions, in order to supplement or weaken the coreferent relation between the mentions in the

pair under consideration.

Subject mention between (SUBJ BET): This feature is true when there is another mention in

between mi and mj , having subject dependency relation to a verb in the occurring sentence.

This feature is intended to reduce the probability of a mention pair becoming coreferent when

there is a potential candidate present in between. Consider this example

KR Kedaranathan is the topic of this thread. Smt Meera

Kedaranathan, wife of late Sri KR Kedaranathan passed away on

the evening of 12 January 2014. She was also a disciple of

Semmangudi Srinivasa Iyer and has trained a number of students

in music.
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Here the pair (KR Kedaranathan, She) is not coreferent. The existence of Smt

Meera Kedaranathan make it clearly non-coreferent. This feature helps to reduce the

chances of KR Kedaranathan getting classified as coreferent with She, because of the pres-

ence of the subject Smt Meera Kedaranathan in between.

Subject mention associated with root verb between (ROOT SUBJ BET): The root verb is

the main verb in a sentence or a clause. This feature is a complement to the previous one,

checking for existence of a mention between mi and mj having a subject dependency relation

with the root verb of the sentence. Such a mention has higher probability of being antecedent

to the current anaphoric mention.

First mention subject of root verb (MEN1 ROOT SUBJ): This feature checks for whether

the first mention in the pair is associated with the root verb in the occurring sentence. This

increases the chance of this mention being referred in the subsequent sentences more often.

7.4 Mention Detection

Mention detection is an important step to identify the potential mentions in a text prior to per-

forming coreference resolution (Soraluze et al., 2012). In a realistic setting, while the training

step depend on gold mentions from the annotated training data, the testing takes the predicted

mentions identified by the mention detection step. The accuracy of mention detection is very

critical to the accuracy of the coreference resolution system (Stoyanov et al., 2009; Hacioglu

et al., 2005; Zhekova and Kübler, 2010). Many of the existing mention detection approaches

depend on constituency parsers to extract the noun phrases from a sentence. Further, appropri-

ate filters are applied to refine the noun phrases according the general nature of mentions in the

dataset (Kummerfeld et al., 2011; Haghighi and Klein, 2010; Broscheit et al., 2010; Chen and

Ng, 2012).

For our dataset, an approach based on constituency parser is likely to perform bad, due

to the presence of grammatical errors and ill-structured sentences. Also, the annotated men-

tions in our dataset do not include long noun phrases. This exclusion is driven by the nature of

potential relations extractable for the task of relation extraction from the forum. Taking these

into account, all the noun phrases identified by a constituency parser are not potential mentions

in our dataset. A rule-based chunker is deployed to extract mentions, limiting the extraction
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to predefined part-of-speech tag patterns which are identified from observations on annotated

mentions. To improve the accuracy of mention detection, certain heuristics are also applied to

correct the omissions. Errors in POS tagging cause some pronouns, nominals and proper nouns

(especially Indian terms) to get unidentified. Post processing following the pattern based identi-

fication, checks for missed pronouns and proper nouns. The following description explains the

problems of the mention detection approach and the corresponding heursistics implemented to

resolve it.

• Certain pronouns are found unidentified. The heuristic to solve it checks if some pronouns

are missed. This check is done with the help of a gazetteer of pronouns.

• Some proper nouns are found unidentified. The heuristic to solve it depends on an English

dictionary. If a word does not appear in the English dictionary, it is most likely to be a

proper noun.

• There are cases where verbs are identified as proper nouns. This is corrected with the help

of a secondary POS tagger. A secondary POS tagger; spacy1 is employed. Spacy is a deep

learning based NLP library which is identified to be good in disambiguating certain tags.

All the proper nouns are subjected to a double check with this secondary POS tagger.

• The words having possessive endings are clearly nouns (eg. songs) which are potential

mentions. There is a check to identify if words with possessive endings are not identified

as mentions because of the problems with the POS tagging.

7.5 Bayesian Network for Small Dataset

This investigation was done in the initial phase of this research on coreference resolution, when

the available annotated dataset was small. To deal with data insufficiency we try with Bayesian

network for mention pair classification. This is evaluated with a defined network structure de-

signed to capture known dependencies between the features. In this approach, we employ a

simple network structure designed with the help of prior knowledge on the dependencies be-

tween the features. Antal et al. (2004) claims that, when the data is scarce and we know the de-

pendencies between features, Bayesian network performs better. We experiment with Bayesian

1http://spacy.io
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network structure with hand-engineered dependencies between the features. We observe that,

the performance of Bayesian network with hand-engineered network structure performs better

compared to other classifiers. On availability of sufficient annotated data, we observed that

Bayesian network no longer performs better compared to other classifiers. We propose this as a

classification approach for building a coreference resolution system when the annotated dataset

is small.

7.5.1 Bayesian Network

A Bayesian network is a probabilistic graphical model representing dependencies between a

set of random variables. The nodes in a Bayesian network represent the random variables and

the directed arcs between them represent the dependencies between the variables. Given a

Bayesian network with n nodes (X1, X2, ....Xn), the joint probability distribution with specific

values assigned to each random variable is represented as P (X1 = x1, X2 = x2, ....Xn = xn).

Using chain rule this is factorized as

P (x1, x2, ...xn) = P (x1)× P (x2|x1)× ....× P (xn|x1, x2...xn−1)

=
∏
i

P (xi|x1, x2, ...xi−1)
(7.1)

Based on Markov property of Bayesian networks, each variable is conditionally indepen-

dent of its non-descendants, given its parents. The probability of a particular node is conditional

only on the probability of its parent nodes (Korb and Nicholson, 2010). So this can be factorized

as

P (x1, x2, ...xn) =
∏
i

P (xi|Parents(xi)) (7.2)

When Bayesian network is employed for classification task, we have a random variable

for class (C) along with the other random variables representing the features (A1, A2, ...An).

Here the joint distribution can be represented as P (C,A1, A2, ...An). For a data instance with

features (a1, a2.....an), the Bayesian network classifier based on a specific network structure

returns the class c that maximizes the posterior probability P (c|a1, a2.....an) (Friedman et al.,

1997).
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m1_SUBJ m1_OBJ
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ALIAS

FIRST_SENT
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m2_PRPN

SENT_DIST

CHAR_DIST

STR_MATCH

m1_DEM_NP

Figure 7.2: Hand-engineered Bayesian network

7.5.2 Bayesian Network Design

Figure 7.2 shows the dependencies between the features. The node ‘Coref’ represents the ran-

dom variable for the coreference class. Here we experiment with most of the features discussed

in Section 7.3. Following is a description on some of the important relations encoded into the

network. STR MATCH and ALIAS features are influenced by BOTH MEN PRPN, because

these features are relevant only when both the mentions are proper nouns. A mention can take

the grammatical role of either subject or object. This results in a relation between M* SUBJ

and M* OBJ. Same is the reason for the relations between M* DEF and M* INDEF. When

one of the mentions is a proper noun, the decision of coreference also depends on the distance

between the mentions. This is realized by a relation from CHAR DIST to M* PRPN.

7.6 Hybrid Approach

The human process of coreference resolution involves heterogeneous classification tasks de-

pending on the type of mention to be resolved. The knowledge applied for resolving a proper

noun anaphoric mention is different from the knowledge applied for resolving a pronominal

anaphoric mention. These observations led to a hybrid approach combining rule-based ap-
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proach and machine learning (ML) based approach, segregating the classification of mention

pairs which are better classified by rules.

Our hybrid approach combines a rule based sieve with a machine learning based classi-

fier. The hybrid approach is motivated by the domain specificities and the amount of annotated

data. The rule based sieve primarily takes care of mention pair classification requiring lexical

similarity based features. The requisite features for such mention pairs is limited and can be

better classified with a set of rules. Segregation of these classifications help the machine learn-

ing based classifier (the latter part of the hybrid approach) to learn better for other mention pair

categories.

While training the ML classifier of the hybrid system, the mention pairs in which both the

mentions are proper noun are excluded from the training data. These data instances are very

likely to be classified by the rule-based sieve. As mentioned, the main reason for the mentions

in these mention pair instances to be coreferent is the lexical similarity between the mention

strings. Even though other features are irrelevant, making this a part of the training data to

ML classifier may affect the classification of data instances which depend on other knowledge

sources. So this exclusion helps to improve the ML classifier in classifying the data instances

passed to the ML classifier in the hybrid system during testing.

Rule based sieve

ML classifier

Mention pairs

classification

Figure 7.3: Hybrid approach

There are a few existing hybrid approaches for coreference resolution. Chen and Ng

(2012) combines the strengths of rule based and learning based methods for English, Chinese

and Arabic. Nilsson (2010) proposed a hybrid approach for Swedish text, understanding the

differentiation between the subtasks involved in coreference resolution. The hybrid approach

by Hendrickx et al. (2007) combines rule based filtering with machine learning based method.

Linguistically motivated positive and negative filters form the rule based filter. In the hybrid

solution proposed for Hindi, rule based module make use of dependency structures to resolve
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coreferences and a decision tree based classifier classifies the unattended mentions using gram-

matical and semantic features (Dakwale et al., 2013).

7.6.1 Coreference Evaluation

Coreference evaluation checks for matching between the coreferent chains formed by the exper-

imental system and the coreferent chains in the gold standard corpus. At present, there are three

widely accepted coreference metrics, viz. MUC, B3 and CEAF . All these metrics report results

in terms of precision, recall and F-measure. CoNLL shared task on coreference resolution in

2011 introduced CoNLL score to combine these F scores by taking the average of F-scores of

these metrics. MUC (Vilain et al., 1995) compares the system response with the gold standard

input by counting the minimum number of links to be inserted or deleted between the mentions.

MUC does not evaluate the system’s ability to separate out the singleton mentions (mentions

not belonging to any coreferent chain). B3 (Bagga and Baldwin, 1998) overcome this shortcom-

ing by computing the accuracy based on mentions instead of links. But B3 fails in handling the

mentions which are there in system response but not in the gold standard. The metric CEAF

(Luo, 2005) is proposed to solve the the problem of B3 counting the entities more than one time.

CEAF applies a similarity metric to compute the best alignment between a set of mentions (Cai

and Strube, 2010).

7.7 Experiments & Results

In this section, we discuss the results of coreference resolution with the classification ap-

proaches discussed. Before this, we also discuss the results of our mention detection approach

and present an evaluation of the features for coreference.

7.7.1 Mention Detection

Mention detection depends on defined POS tag patterns. We use the regular expression based

chunking functionality available with NLTK2 for this. POS tagging is done by Stanford POS

tagger (Toutanova and Manning, 2000). Spacy toolkit3 is used as the secondary POS tagger to

resolve the confusing tags.

2Natural language Toolkit: http://www.nltk.org/
3http://spacy.io
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ID Pattern Example

1 <DT>?<NN>*<NNS>*<NNP>+<NN>

*<NNS>*<FW>*<NNPS>*<POS>*

a Carnatic composition, Muthuswami

Dikshithar, the asapoorna mela equiva-

lent

2 <NN>*<POS> raga’s, performer’s

3 <DT>*<NNS>*<NN>*<FW>+<NN>

*<NNS>*<NNPS>*<POS>*

the raga performance, keertana

4 <PRP>|<PRP$> he, she, it, his

Table 7.4: Mention detection: POS tags patterns

Table 7.4 shows some of the defined patterns with corresponding examples. Pattern 1

identifies all mentions involving a proper noun. Pattern 3 is also similar to this, but to identify

mentions having a word tagged as foreign word (FW). Pattern 2 identifies possessive nouns

and pattern 4 identifies all pronouns. Adding more patterns to improve the mention detection

recall may lead to increase in false positives. Therefore instead of adding more patterns, certain

heuristics are also employed to detect more mentions. Table 7.5 shows the accuracy of mention

detection.

Precision Recall F1

65.89 78.11 71.48

Table 7.5: Mention detection accuracy (in %)

7.7.2 Bayesian Network for Small Dataset

In this experiment we see the effectiveness of Bayesian network with hand-engineered network

structure over other classifiers for a small dataset. This is a subset of the larger dataset men-

tioned in Table 7.1. Details of this smaller dataset is shown in Table 7.6.

We compare Bayesian network results with Naive Bayes, SVM (RBF) and a simple feed-

forward neural network. We also compare with Bayesian network with learned network struc-

ture. We use libpgm4 python package for implementing Bayesian network. We use scikit-learn
4http://pythonhosted.org/libpgm/
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Forum #Posts #Sent. #Mentions

Raga & Alapana 143 893 2091

Vidwans & Vidushis 180 1219 2749

Table 7.6: Details of small dataset. (#Posts= No. of posts #Sent= No. of sentences in the forum.

#Mentions= No. of annotated mentions)

(Pedregosa et al., 2011) for Naive Bayes and libSVM5 for SVM implementations. The selection

of parameters for SVM classifier is done with a small development set taken from the training

data. We use Keras for the neural network implementation.

Experiments MUC B3 CEAFe
CoNLL

Score

P R F P R F P R F

Naive Bayes 31.79 30.48 30.81 42.88 47.84 44.95 28.33 51.46 36.19 37.32

SVM (RBF) 42.25 54.59 47.36 42.07 58.64 48.97 37.36 58.03 45.06 47.13

Neural net 37.13 63.21 46.72 38.32 64.36 48.03 42.88 57.26 48.90 47.89

Bayes net

(Learned)
32.11 28.69 27.86 43.85 47.49 44.35 28.43 52.37 35.88 36.03

Bayes net

(Hand-engineered)
45.48 57.88 50.77 42.44 60.48 49.87 36.77 57.77 44.64 48.42

Table 7.7: Results with small dataset. P:precision, R:recall, F:F-measure. Learned: Learned

network structure Hand-engineered: Hand engineered network structure

Table 7.7 reports results in MUC, B3 and CEAFe metrics. CoNLL score averages F-scores

of these metrics. Bayesian network with hand-engineered network structure outperforms other

classifiers on this small dataset. The accuracy of neural network is close to this. Even though

neural network gives the best recall with all the metrics, the low precision leads to lower F-

measure. Bayesian network with learned network structure shows the worst performance.

For all other experiments including feature evaluation, we use the extended dataset men-

tioned in Table 7.1.

5http://www.csie.ntu.edu.tw/ cjlin/libsvm
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Experiments MUC B3 CEAFe
CoNLL

Score

P R F P R F P R F

Naive Bayes 37.53 37.58 37.55 50.17 53.08 51.58 39.52 50.65 44.39 44.50

SVM (RBF) 50.25 59.48 54.47 51.64 63.60 57.00 49.86 57.78 53.53 55.00

Neural net 54.50 61.69 57.87 54.30 65.27 59.28 50.45 60.38 54.97 57.37

Bayes net

(Hand-engineered)
51.67 56.28 53.88 50.52 61.67 55.54 45.78 56.88 50.73 53.38

Table 7.8: Results with extended bigger dataset. P:precision, R:recall, F:F-measure. Learned:

Learned network structure Hand-engineered: Hand engineered network structure

7.7.3 Feature Evaluation

We analyze the feature importance of all the features using decision tree. Gini importance

obtained from training the decision tree is utilized for identifying feature importance. Gini

importance is derived from Gini index. Gini importance captures the relevance of a feature by

computing the separation obtained by selecting that feature (Venkataraman et al., 2010). Figure

7.4 shows the feature importance in the descending order (from top).

As reported in other existing literature, STR MATCH is the most discriminating feature.

ALIAS which is another important lexical feature is also identified as one of the important

features. Grammatical role features are also found relatively of higher importance. OBJ m1

is next to STR MATCH, and SUBJ m2 and SUBJ MEN BET are within the first half. But

ROOT SUBJ BET and MEN1 ROOT SUBJ are identified as features of no importance. These

grammatical role features with Gini importance 0 are not considered for the subsequent experi-

ments.

Table 7.9 shows the results in CoNLL score with different categories of features. Here we

experiment with 3 broad categories of features with the 2 best-performing classifiers. The first

category (CAT-I) contains only the lexical features (STR MATCH, ALIAS, SAME HEAD),

second category (CAT-II) includes most of the other features pertaining to other categories ex-

cept for the grammatical role features. To check the relevance of grammatical role features

for coreference resolution in short texts, we experiment them as a different category (CAT-III).

CAT-III includes SUBJ m1, SUBJ m2, OBJ m1, OBJ m2, ANY MEN BET, SUBJ MEN BET.

Each category features are incrementally added in these experiments with the best performing
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Figure 7.4: Feature importance using GI
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classifier from the results in Table 7.8.

Experiments CoNLL Score

SVM (RBF)

CAT-I 46.05

CAT-I + CAT-II 51.57

CAT-I + CAT-II + CAT-III 55.00

Neural net

CAT-I 46.14

CAT-I + CAT-II 54.62

CAT-I + CAT-II + CAT-III 57.76

Table 7.9: Results with different feature categories

Since there are many mentions which are coreferent to each other because of their string

similarity, lexical features contributes significantly to the accuracy. This accuracy is almost the

same with both the classifiers. With both the classifiers, CAT-II features improves the CoNLL

score by a significant number. Inspite of the few number of features present in CAT-III, the

improvement it achieves is comparable to the improvement by CAT-II. The same evaluation

is done with Ontonotes dataset (Pradhan et al., 2012) to see the impact of grammatical role

features on a dataset with longer documents. The average size of documents in Ontonotes is

˜50 sentences, which makes the documents bigger compared to our dataset. Table 7.10 shows

the results with different feature categories on Ontonotes dataset. The addition of CAT-III

features including grammatical role features is not giving improvement over CAT-II with both

the classifiers. This demonstrates the importance of grammatical role features to coreference

resolution in shorter documents as opposed to longer documents.

7.7.4 Hybrid Approach

Here we discuss the results with hybrid approach discussed in Section 7.6. As mentioned, hy-

brid approach helps to segregate the classification, thus improving the selection of right knowl-

edge sources. Table 7.11 compares the results of hybrid approach with non-hybrid approach for

different classifiers discussed earlier. The non-hybrid approach results reported here the same

as in Table 7.8.

Across all the classifiers hybrid approach has a better accuracy over the pure machine
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Experiments CoNLL Score

SVM (RBF)

CAT-I 61.85

CAT-I + CAT-II 77.82

CAT-I + CAT-II + CAT-III 77.71

Neural net

CAT-I 61.85

CAT-I + CAT-II 78.18

CAT-I + CAT-II + CAT-III 77.74

Table 7.10: Results with different feature categories on Ontonotes dataset

Experiments MUC B3 CEAFe
CoNLL

Score

P R F P R F P R F

Naive Bayes
ML 37.53 37.58 37.55 50.17 53.08 51.58 39.52 50.65 44.39 44.50

Hybrid 50.75 47.37 49.00 56.01 57.85 56.92 45.11 60.65 51.74 52.55

SVM (RBF)
ML 50.25 59.48 54.48 51.64 63.60 57.00 49.86 57.78 53.53 55.00

Hybrid 52.77 61.08 56.62 53.71 64.32 58.54 50.99 60.00 55.12 56.76

Neural net
ML 54.50 61.69 57.87 54.30 65.27 59.28 50.45 60.38 54.97 57.37

Hybrid 55.10 62.56 58.59 54.69 65.51 59.61 50.90 60.75 55.39 57.87

Table 7.11: Results comparing hybrid approach with ML based approach. P:precision, R:recall,

F:F-measure.
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learning based approach. Neural network classifier gives the best CoNLL score. We also eval-

uate the hybrid approach with gold mentions. Figure 7.5 describes the improvement of hybrid

approach over pure ML across all classifiers with gold mentions.

NB SVM NN
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Figure 7.5: Results (CoNLL score) with gold mentions across different classifiers (NB: Naive

Bayes NN: Neural network)

Categorical error analysis is done with Cort error analysis tool (Martschat et al., 2015b;

Martschat and Strube, 2014). Errors are categorized by the type of the anaphoric mention

(nominal, pronoun, demonstrative and proper noun). Figures 7.6 compares the recall errors

between hybrid approach and pure ML approach (referred as ML in the figures) for Naive Bayes,

SVM and neural network classifiers and Figure 7.7 compares precision errors. Recall errors

account for the missing coreference links, whereas precision errors account for the undesired

coreference links in the system output.

There is a small reduction in recall errors contributed by the proper noun anaphoric men-

tions with the hybrid approach, revealing the effectiveness of rule based sieve in handling men-

tion pairs involving proper noun anaphoric mentions except for Naive Bayes classifier. But

Naive Bayes improves on precision with the proper noun anaphoric mentions. The reason for

the improvement with this category is that, proper noun anaphoric mentions are mostly resolved

by the rule-based sieve. With this assumption, we expect the reduction of errors in this mention

category to be higher. But the ML classifiers are also efficient in handling mention pairs involv-

ing both proper nouns. Here, the lexical similarity feature helps the classifier to a large extent.

Errors with nominal anaphoric mentions are also more with ML. This is mainly contributed by

the indefinite anaphoric mentions.

Though the hybrid approach handles the classification involving proper noun anaphoric
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Figure 7.6: Categorized recall errors for different anaphora types with different mention-pair

classifiers (NOM:nominal PRO:pronoun DEM:dem phrase NAM:proper noun) (a) Naive Bayes

(b) SVM (c) Neural network

124



NOM PRO DEM NAM
Type of anaphor

0

500

1000

1500

2000

2500

Nu
m

be
r o

f E
rro

rs

ML
Hybrid

(a)

NOM PRO DEM NAM
Type of anaphor

0

500

1000

1500

2000

2500

Nu
m

be
r o

f E
rro

rs

ML
Hybrid

(b)

NOM PRO DEM NAM
Type of anaphor

0

500

1000

1500

2000

2500

Nu
m

be
r o

f E
rro

rs

ML
Hybrid

(c)

Figure 7.7: Categorized precision errors for different anaphora types with different mention-

pair classifiers (NOM:nominal PRO:pronoun DEM:dem phrase NAM:proper noun) (a) Naive

Bayes (b) SVM (c) Neural network
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mentions better, there is a significant reduction in recall errors for pronoun category also. This is

observed across classifiers. When the proper noun anaphoric mentions are handled by the rule-

based sieve, the robustness of the ML classifier part of the hybrid approach improves, leading to

better classification of pronoun anaphoric mentions. This is more prominent with Naive Bayes

classifier, where errors due to pronoun anaphoric mentions are reduced considerably in hybrid

approach. Though the major contribution for the improved accuracy in the hybrid approach

comes from rule based sieve, the reduction in diversity of mention pairs handled by the ML

module also contributes to the improvement.

With Naive Bayes and SVM there is a noticeable reduction in precision errors with nom-

inal, pronoun and proper noun anaphoric mention categories, where as Neural network gives

reduction in precision errors only with demonstrative anaphoric mentions. Inspite of the over-

all reduction in recall errors with Neural network, the increase in precision errors makes the

CoNLL score improvement gained by the hybrid approach marginal with this classifier.

7.7.5 Results with an Existing Approach

Here we experiment our dataset with one of the existing coreference resolution approaches Cort

(Martschat et al., 2015a), which is one among the systems those give state-of-the art results with

Ontonotes dataset (Pradhan et al., 2007b).

Experiments MUC B3 CEAFe
CoNLL

Score

P R F P R F P R F

Pred 69.78 26.38 38.28 35.48 35.92 35.7 16.61 48.96 24.8 32.93

Gold 93.00 33.42 49.17 98.67 63.80 77.49 59.64 89.29 71.51 66.06

Pred§ 64.96 29.48 40.56 63.80 46.92 54.07 37.29 65.38 47.49 47.37

Table 7.12: Results with Cort. Pred: with predicted mentions Gold: with gold mentions Pred§:

with predicted mentions by our mention detection approach

We experiment with predicted mentions identified by Cort system itself (Pred), gold men-

tions (Gold) and predicted mentions identified by our mention detection approach (Pred§). The

Pred§ experiment make the system independent of the problems with Cort’s mention detection

on our dataset. This is to show that the accuracy improvement by our approach is not just by
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the virtue of our mention detection approach. For easy comparison the best performing results

with our approach on predicted and gold mentions are given in Table 7.13.

Experiments MUC B3 CEAFe
CoNLL

Score

P R F P R F P R F

Pred 55.10 62.56 58.59 54.69 65.51 59.61 50.90 60.75 55.39 57.87

Gold 74.06 75.30 74.54 83.79 86.50 85.03 81.19 80.27 80.63 80.06

Table 7.13: Best performing results with our approach. Pred: with predicted mentions Gold:

with gold mentions

The results show that our approach performs better on all the mention configuration. There

is a major difference w.r.t predicted mentions and gold mentions. Even though Pred§ experiment

get rid of the glitches in Cort’s mention detection, the accuracy is inferior to our approach.

7.8 Summary

Information retrieval from music related text is an integral part of MIR augmenting audio con-

tent based MIR. We investigate the task of coreference resolution identifying its relevance to

improve relation extraction from music related discussion forums. In this chapter, we intro-

duced a coreference resolution approach for forum posts in Rasikas.org discussion forum fol-

lowing a supervised mention-pair model. We discussed the features for coreference resolution

including the novel introductions and the modifications, considering the domain and nature of

text. Bayesian network with hand-engineered network structure was found better for mention

pair classification with a smaller dataset, and not with an extended dataset with sufficient data.

The hybrid approach for classification gave better accuracy over pure machine learning based

classification. We also discussed an approach for mention detection considering the nature of

mentions in this dataset. The results with one of the state-of-the-art approaches clearly show the

importance of a specific approach for coreference resolution for this dataset in specific domain

and of different nature.
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Chapter 8

Improved Best-First Clustering

As mentioned in the previous chapter, we follow mention-pair model for coreference resolu-

tion. Mention-pair model comprises two steps; mention pair classification and mention clus-

tering. Clustering step in the mention-pair paradigm forms the chain of coreferent mentions

from the mention pairs classified as coreferent in the classification step. Pair wise classification

decisions are utilized for partitioning coreferent mentions in clustering (Ng, 2010). Best-first

clustering, the widely used coreference clustering technique, takes the candidate antecedent

with the highest classification confidence as the antecedent for an anaphoric mention. As most

of the other coreference clustering methods, this method also considers only the classification

confidence between the anaphoric mention and the candidate antecedent (Ng and Cardie, 2002b;

Aone and Bennett, 1995). All our previously reported coreference resolution results are with

best-first clustering. Our observations affirms the relevance of the relation between the candi-

date antecedents to coreference clustering. If there is a strong relation between two candidate

antecedents, then one of them is more likely to be the antecedent of the anaphoric mention,

compared to other candidates which have no relation between them. Based on this, we propose

a modification to best-first clustering which considers the classification confidence between the

candidate antecedents along with classification confidence with the anaphoric mention for clus-

tering decision.

There are a few existing approaches for clustering. When the best-first picks the candidate

antecedent with the highest classification confidence as the antecedent for an anaphoric men-

tion, the closest-first approach selects the closest preceding coreferent mention in the discourse

(Soon et al., 2001). Aggressive-merge approach selects all coreferent mentions to the anaphoric

mention and make it part of the same coreferent chain (McCarthy and Lehnert, 1995). Our easy-
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to-implement modification to best-first clustering intends to improve coreference resolution on

Indian classical music forums. We observe a modest but statistically significant improvement

over the best-first clustering for this dataset. Our discussion starts with describing best-first

clustering in Section 8.1. This is followed by our approach in Section 8.2 discussing the for-

malized approach and the variants experimented. Section 8.3 discusses the experiments and the

results of our approach and its variants, comparing them with the best results obtained so far.

8.1 Best-First Clustering

In the mention-pair model, for each anaphoric mention (mana), mention pairs are formed with

the candidate antecedent mentions preceding the anaphoric mention. Mention pair classification

classifies these mention pairs as coreferent or not. From the coreferent mention pairs, best-first

clustering selects the mention pair having the highest classification confidence score, and takes

the candidate antecedent from that mention pair as the antecedent. The probability estimate of

the mention pair classification serves for the confidence score.

mant = argmax
mc∈candidate antecedents

P ((mc,mana)) (8.1)

Where P ((mc,mana)) denotes the classification probability estimate associated with the men-

tion pair (mc,mana).

For instance consider this sample forum post with mentions in bold.

Snehapriya is the topic of this thread. Has this forum discussed rAga snEhapriya. There

is one composition in this raga AFAIK, kamalabhava sannuta by citraveeNa ravikiraN. Is this

raga known by another name vaiShNavi ?

Snehapriya raga snehapriya
kamalabhava

sannuta
citraveena
ravikiran

this raga

Figure 8.1: An example scenario of antecedent selection taken from a forum post

Figure 8.1 shows the anaphoric mention this raga in this text (last sentence) and the can-

didate antecedents classified as coreferent with it during mention pair classification step (dotted
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line→coreference relation). In this example, if the pair associated with the candidate antecedent

kamalabhava sannuta has the highest probability estimate value, it will be taken as the an-

tecedent for this raga.

The modification to best-first clustering proposed here, modifies the confidence score as-

sociated with a mention pair (mc,mana), based on the cues obtained from other candidate an-

tecedents in support to this coreferent decision. Other candidate antecedents which support the

coreferent relation of this mention pair are called support mentions.

8.2 Improved Best-First Clustering

This method is motivated by the fact that when an anaphoric mention is found coreferent with

multiple candidate antecedents, the candidate mentions which are coreferent to each other are

more likely to be the antecedent, compared to any other mention having no coreferent relation

with other candidates. The following is an alternative description to the motivation. A chain of

coreferent mentions in a document mostly has many mentions in it. If an anaphoric mention is

coreferent with one among them, it is very likely that it is also coreferent with other mentions

preceding it in the same chain.

Figure 8.2 shows the coreferent relations from the above discussed example. The only dif-

ference with Figure 8.1 is that it also shows coreferent relations between candidate antecedents

which are considered in our method to identify the best antecedent (dotted line→coreference

relation, bold line→strong coreference relation). The strong coreference relation between the

candidates Snehapriya and raga snehapriya makes them better candidates over Kamalabhava

Sannuta inspite of the highest probability estimate value associated with the the latter’s clas-

sification. Here for the candidate Snehapriya, mention raga snehapriya is a support mention,

making it a highly probable antecedent to this raga. While clustering, a candidate antecedent

having a coreferent relation with other candidate antecedents of an anaphoric mention makes it

a better candidate. This is the basement of the proposed modification to best-first clustering.

While best-first clustering depends solely on probability estimate associated with men-

tion pair classification to determine confidence score, we propose to look for a method which

finds the support for a candidate antecedent from other candidate antecedents and utilize this for

computing confidence score along with probability estimate. Candidate antecedent having sup-

port from other candidate antecedents has better chances of getting accepted as the antecedent
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Snehapriya raga snehapriya kamalabhava
sannuta

citraveena
ravikiran

this raga

Figure 8.2: An example scenario of antecedent selection taken from a forum post

of the anaphoric mention (like Snehapriya in the example). The mention pair involving the

candidate antecedent and support mention (another candidate antecedent) is termed as support

mention pair. A mention is considered for support only if the classification confidence between

the mention and the candidate antecedent is greater than the defined threshold (conf thresh).

For raga snehapriya to be a support to Snehapriya while resolving the antecedent for this raga,

the classification confidence of the pair (Snehapriya, raga snehapriya) has to be greater than

conf thresh.

As mentioned, our mention pair classification follows a hybrid approach combining a

rule-based approach with a machine learning based approach. The rule-based sieve classifies

mention pairs which can be easily classified with a set of defined rules like coreference due to

lexical similarity. Rest of the mention-pairs depends on machine learning based classification.

Rule-based classifications are done with a higher confidence and a high confidence value (1)

is assigned to these classifications as probability estimate value. Such mention pairs play a

crucial role in this approach, as support decision is dependent on the classification confidence

between the candidate antecedent and the support mention. In the example, the mention pair

(Snehapriya, raga snehapriya) is classified by the rule-based sieve with a probability estimate

value 1, making it a strong support mention pair for this case.

This clustering method identifies all such support mentions for a candidate antecedent and

computes the support score (refer Algorithm 2). The new confidence score (non-probabilistic

value) associated with a mention pair, combines the classification confidence (probability es-

timate) and the support score. This is computed as the linear combination of classification

probability estimate and the support score associated with this mention-pair (refer Equation

8.2). This confidence score replaces the probability estimate in Equation 8.1 to find the best

antecedent for an anaphoric mention.
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8.2.1 Algorithm

Algorithm 2 Compute coreferent support score
Require: mention pair for which support score has to be computed((mant,mana)),

coreferent mention pairs from the document(all mpairs), confident mention pair

threshold(conf thresh)

Ensure: Support score(supp)

1: supp← 0

2: confident mpairs ← mention pairs in all mpairs classified coreferent with prob. est.

> conf thresh

3: for all (mi,mj) in all mpairs do

4: if (mj == mana) AND (((mi,mant) ∈ confident mpairs OR (mant,mi) ∈

confident mpairs ) then

5: supp← supp+ P ((mi,mant))

Algorithm 2 describes the method to compute the support score of a candidate antecedent

for an anaphoric mention (mana). The support score (supp) is computed for all candidate an-

tecedents of this anaphoric mention. The method takes a mention pair involving a candidate

antecedent (eg. (Snehapriya, this raga) ) and all the coreferent mention pairs in the document as

input. Mention pairs with a probability estimate greater than pre-defined threshold are consid-

ered for identifying the support (step 2). Step 4 defines the condition to be satisfied for a coref-

erent mention pair to be considered as a support mention pair for the candidate antecedent (eg.

Snehapriya). The condition says that, the second mention of the pair must be mana. The latter

part of the condition (after first AND) makes sure that mi is coreferent with mant with classifi-

cation probability estimate greater than the defined threshold (conf thresh), by checking if this

pair belongs to confident mpairs. Support score (supp) is the sum of the classification proba-

bility estimate associated with all such support mention pairs (P ((mi,mant)) or P ((mant,mi)))

. In the example, taking the candidate antecedent as Snehapriya, the former part of the condi-

tion assures the identified support mention is coreferent with this raga. raga snehapriya is one

candidate that satisfies this. All the other 3 mentions shown in Figure 8.2 also satisfy this. Lat-

ter part checks whether raga snehapriya has a coreferent relation (> conf thresh) with the

candidate antecedent Snehapriya. This is satisfied for this instance; hence raga snehapriya is a

support mention to candidate antecedent Snehapriya for the anaphoric mention this raga.
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The confidence score is now computed using

confidence score = λPe + (1− λ)supp, λ ∈ (0, 1) (8.2)

where Pe is the probability estimate associated with the mention pair classification and supp

is the support score associated with the mention-pair. λ decides the weightage of Pe in the

confidence score.

8.2.2 Dynamic λ

Here we present a modification to the discussed clustering method. The confidence score com-

putation is modified to have different λ values depending on the mention pair instance. This

is based on the assumption, λ is directly proportional to the classification confidence associ-

ated with the mention pair. The method in Equation 8.3 takes the probability estimate value

associated with the mention pair classification as its classification confidence.

λ = kPe, k ∈ (0, 1) (8.3)

where k is a constant. An alternate method is devised to decide classification confidence for the

purpose of dynamic λ. Here classification confidence is computed using n different classifiers

on the test data. Training data is partitioned to train these n classifiers. Testing is done on

the actual test data and the variance of the classification result on a test mention pair instance

is considered as its confidence of classification. Intuitively, higher variance should adversely

affect classification confidence, hence λ is computed as

λ =
1

1 + clsf var
(8.4)

where clsf var is the variance of classification results from n classifiers. To maintain λ between

0 and 1, 1 is added to clsf var in the denominator.

8.3 Experiments & Results

As discussed, our system follows the mention-pair model with a hybrid classification approach.

Conventional features and the features which are found to be more important for this domain

are employed (refer Section 7.3 in Chapter 7). Experiment setup is same as discussed in the
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Experiments MUC B3 CEAFe
CoNLL

Score

P R F P R F P R F

SVM (RBF)

BF 52.77 61.08 56.62 53.71 64.32 58.54 50.99 60.00 55.12 56.76

supp-BF 53.19 61.54 57.06 53.84 64.90 58.85 51.10 60.14 55.25 57.06

supp-BF-1 53.17 61.52 57.04 53.84 64.88 58.85 51.10 60.13 55.25 57.05

supp-BF-2 53.12 61.44 56.98 53.81 64.74 58.77 51.05 60.08 55.20 56.98

Neural Net

BF 55.10 62.56 58.59 54.69 65.51 59.61 50.90 60.75 55.39 57.87

supp-BF 55.36 62.85 58.87 54.80 65.97 59.87 51.00 60.87 55.50 58.08

supp-BF-1 55.37 62.85 58.87 54.80 65.94 59.86 51.00 60.87 55.50 58.08

supp-BF-2 55.09 62.54 58.57 54.72 65.75 59.73 50.91 60.77 55.40 57.90

Table 8.1: Results with different classifiers (P,R,F)→ (P:Precision, R:Recall, F:F-measure),

CoNLL score of significant improvements are in bold.

previous chapter. Results are reported with k-fold (5 folds) cross validation on predicted men-

tions. Results are averaged across different folds. The consistency of the methods is validated

across 2 different classifiers which were found performing better in our previous experiments,

viz., Support Vector Machine with RBF kernel (SVM) and multi-layered Feed-Forward Neural

Network (Neural Net). Results are reported with MUC (Vilain et al., 1995), B3 (Bagga and

Baldwin, 1998) and CEAFe (Luo, 2005) metrics. The average of F-measures from all these

metrics is taken as CoNLL Score.

Table 8.1 compares the accuracy between the modifications to best-first clustering method

on predicted mentions. ‘BF’ shows the result with best-first clustering with no modification,

‘supp-BF’ with the proposed modification, ‘supp-BF-1’ and ‘supp-BF-2’ with the dynamic λ

variations of our method. The results are reported with the best performing values for the

parameters; supp-BF: λ =0.5 conf thresh=0.8 supp-BF-1: k: 0.5 conf thresh: 0.8 supp-BF-

2: n classifiers =9 conf thresh: 0.8. Parameter tuning is done taking neural network as the

mention-pair classifier with the development set.

With the two classifiers, supp-BF produces a noticeable improvement in accuracy com-

pared to best-first clustering (BF). supp-BF-1 and supp-BF-2 produce no improvement over

supp-BF, but gives better CoNLL score compared to the baseline BF.

Figure 8.3 compares recall errors between supp-BF and BF experiments with both the

classifiers. With both the classifiers, there is a reduction in errors with pronoun anaphoric type
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Figure 8.3: Categorized Recall errors for different anaphora types with different mention-pair

classifiers (NOM:nominal PRO:pronoun DEM:dem phrase NAM:proper noun) ( (a) SVM (b)

Neural network)

and there is no difference in errors with other anaphoric types. As mention-pairs involving

proper noun (NAM) anaphoric mentions are handled by the rule-based sieve with higher classi-

fication confidence, there is no improvement with supp-BF on this anaphora type. The precision

errors plotted in Figure 8.4 from the same experiment also shows that the reduction in errors is

only with pronoun anaphoric category. These analysis are produced with Cort error analyzer

(Martschat et al., 2015b).
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Figure 8.4: Categorized precision errors for different anaphora types with different mention-

pair classifiers (NOM:nominal PRO:pronoun DEM:dem phrase NAM:proper noun) ( (a) SVM

(b) Neural network)
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The significance of the accuracy improvement is tested with a paired t-test on CoNLL

scores (Cai and Strube, 2010). Paired t-test is relevant here, since the metrics for computing the

accuracy are specific to the task of coreference resolution. Paired t-test check for the consistency

in accuracy improvement across different samples from the test dataset. For this, the test set is

divided into 20 sub-samples and CoNLL score is computed for each sub-sample. There is a

significant improvement in CoNLL score for all the variants of our method over the baseline

(p < 0.05) with SVM and neural network. Evaluation is also done with gold mentions of the

same dataset. Here also, there is a significant improvement in accuracy with supp-BF.

8.4 Summary

While following a mention-pair model, coreference clustering is as important as mention pair

classification, which makes this investigation on clustering relevant. This chapter discussed

an approach that refines best-first clustering, utilizing the candidate antecedent’s relation with

the other candidate mentions. In a way, this approach utilizes cues from the context in dis-

course, rather than just depending on the candidate mentions for coreference decision. This

proposed method gives better accuracy on the Rasikas.org dataset which is statistically signifi-

cant, whereas the variations give improvement over the baseline, but not over the basic variant.

Even though this method is motivated by the cases in our dataset, this may apply to any dataset

with similar nature.

In this method, the mentions considered for finding a support for a candidate antecedent

confines to other candidate antecedents. For future, we plan to explore how other mentions and

words in the context can be utilized better for improved clustering.
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Chapter 9

Semantic Class Identification

Understanding the semantics play a crucial role in the resolution of pronouns and nominals.

Semantic class (named entity class) is a form of semantic knowledge, the identification of which

is crucial for NLP problems like coreference resolution, where semantic compatibility between

the entity mentions is imperative to coreference decision. To a larger extent, semantic class

compatibility can help to reduce the confusions in resolving a mention. For rasikas.org dataset

also, semantic class is an important feature for coreference resolution. In generic domain data,

these semantic classes include person, location, organization, geo-political entity (GPE) etc. For

this domain of data, it is required to introduce a new set of classes along with the conventional

named entity classes for improved semantic compatibility checking. Since the term ‘semantic

class’ appears more frequently in coreference resolution literature, we will stick on to that term

instead of ‘named entity class’.

The aim of this task of semantic class identification is to classify a named entity into one

out of the defined semantic classes. As the case with our dataset, short and noisy text containing

the entity makes it challenging to extract the semantic class of the entity through the context. We

introduce a method for semantic class identification for a given entity, using the web when the

entity boundaries are known. This must be distinguished from named entity recognition which

involves determination of named entity boundary, followed by identification of its class. The

input for semantic class identification is a string indicating a named entity, while the output is

one among the semantic classes. In other words, our formulation of semantic class identification

for a specific domain assumes that the entity boundaries are given. Certain domains, however,

may have specific named entity classes in addition to or excluding some of these classes. For

instance for information extraction from biomedical text, domain specific classes like protein,

137



DNA, RNA , cell are introduced (Kazama et al., 2002). In case of such specific domains, there

may be several challenges: (i) There may be insufficient or no annotated data available for

training a named entity recognition system (ii) The text may be noisy making it difficult to

consider context, or (iii) the semantic classes include domain-specific classes.

The proposed method will be beneficial for specialized domains where data and class label

challenges exist. Apart from person and location included in standard semantic classes, here we

also consider raga, song, instrument and music concept. We present three approaches to use the

web: (a) a baseline; rule-based approach that uses a structured web repository, (b) a supervised

approach that uses search engine results and topic models, and (c) a supervised approach that

improves upon (b) with task-specific hierarchy of classifiers.

The rest of the chapter is organized as follows. Section 9.1 describes the relevance of

semantics to the problem of coreference resolution and discuss existing attempts to utilize se-

mantics for coreference resolution. This section also introduces our approach and discuss the

closest existing approaches in named entity recognition. Section 9.2 discusses the semantic

classes related to the domain of Indian classical music. The approach and the baseline with

Freebase are discussed in Section 9.3. Section 9.4 details the experiments and results on se-

lected entities comparing the baseline and our approaches. Section 9.5 shows the results on

improvement in coreference resolution accuracy when semantic class is integrated as a feature.

9.1 Semantics for Coreference Resolution

It has been identified that pragmatics and world knowledge are of prime importance to coref-

erence resolution (Recasens, 2010; Mitkov, 1999). The challenges in integrating this to coref-

erence resolution system is a major bottle neck to improving coreference resolution accuracy.

There has been several attempts to bridge this gap. Ji et al. (2005) tries to incorporate semantic

information for coreference resolution with the aid of an ontology describing relations between

entities. The proposed Relational Coreference Model (RCM) takes the semantic relation be-

tween the context entities along with the participating mentions. The approach by Poesio et al.

(2004) utilizes Google and Wordnet to compute the semantic distance between the mentions.

Modjeska et al. (2003) devises a method to use semantic knowledge from web through lexico-

syntactic patterns to resolve anaphoric mentions with ‘other’ or ‘another’ modifiers. Ponzetto

and Strube (2006) investigates on features computed from semantic knowledge sources includ-
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ing Wordnet (Miller, 1995) and Wikipedia along with information from semantic role labeling.

Bean and Riloff (2004) and Martschat et al. (2012) also depend on Wordnet for identifying

semantic class of a mention. The corpus and web based technique for analyzing semantic com-

patibility between mentions, checks for the likelihood of a candidate antecedent to occur in the

same context of the anaphoric mention (Yang et al., 2005). With the above discussed approaches

using information from external sources, it is easier to identify ‘North Korea’ as a country, or a

mention ‘the animal’ corefer with another mention ‘the big cat’.

Among the different semantic information useful for coreference resolution, semantic

class is crucial and has been experimented in different approaches for coreference resolution

as a feature. Soon et al. (2001) discusses semantic class agreement feature which classifies a

mention into one of these semantic classes; female, male, person, organization, location, date,

time, money, percent and object. Here semantic class identification is done through senses of a

mention extracted from Wordnet. A learning based approach for classifying a noun phrase into

its semantic class is discussed by Ng (2007a). They observed an improvement in the corefer-

ence resolution results with this approach, compared to heuristically determined semantic class.

In another work, Ng (2007b) developed a named-entity recognizer giving good performance

with MUC-6 dataset, for computing semantic class feature. Another learning based approach is

discussed by Huang et al. (2009b) making use of Stanford named entity recognizer and Wordnet

for semantic features.

Our method consists of three steps, and leverages on web as a knowledge repository, in

order to perform the target classification. The utility of our method lies during setting up a

semantic class identification system for new, specific domains. In such cases, coreference res-

olution task may require to have specific semantic classes for proper distinction between the

entities. Also, in many cases, the context of the named entity whose class needs to be deter-

mined, may not be available. It is in such cases that the the capability of search engines and

other online knowledge bases to retrieve relevant information for a named entity, is beneficial.

This motivates the idea of using search engines for gathering documents for identifying the se-

mantic class of an entity. Google has more than 30 trillion web pages indexed (statisticbrain,

2016), making it a rich source of information for any domain. The main distinction of this task

as compared to named entity recognition is the absence of entity boundary detection.

Existing approaches for named entity recognition (NER) combine entity boundary identi-

fication and named entity class identification. There exists quite a large number of supervised
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learning approaches for NER. Most of these approaches rely on an annotated dataset from sim-

ilar domain for training the system. SVM based NER discussed in Isozaki and Kazawa (2002)

classifies every word in a sentence through features related to the word and the preceding and

succeeding words. This system is trained with CRL (Communication Research Laboratory)

data prepared for IREX (Information Retrieval and Extraction Exercise (Sekine and Eriguchi,

2000)). MUC-6 and MUC-7 dataset served for training in the HMM based approach in Zhou

and Su (2002), which used word features, semantic features and gazetteer based features. CRF

based method in McCallum and Li (2003) used CoNLL-2003 English shared task data for train-

ing.

Web is used as a resource in some of the researches for NER and NER related tasks. The

unsupervised approach for an NER related task in Etzioni et al. (2005) describes a web based

approach to bootstrap for identifying more candidates in particular classes, given some seed

candidates as input. Whitelaw et al. (2008) proposed an approach to perform named entity

recognition on entire web through a supervised approach. A bootstrap based method is em-

ployed in this approach to generate training data from the web. The unsupervised approach

discussed in Nadeau et al. (2006) generates a large gazetteer list from web and this is then used

during disambiguating and classifying entities in a given document using simple heuristics, tak-

ing context of each entity into account. Similar approaches use web resources like Wikipedia

for building an extensive gazetteer list for NER (Ratinov and Roth, 2009). Karaa (2011) pro-

posed a method to gather training data from web with the learning examples for each class. The

major distinction of our approach with the existing approaches is the utilization of web instead

of the context of an entity while finding the named entity class of the entity.

9.2 Semantic Classes in Indian Classical Music Domain

In our dataset with forum posts from Rasikas.org, the discussion content is related to Carnatic

music. Therefore there are entities present which are specific to this domain. Unlike data from

general English domain, this domain-specific dataset requires the entities to be classified into

domain-specific classes along with conventional named entity classes for better resolution of

coreference. Consider the following forum post.

Sri Ragamraga is the asampoorna mela equivalentmusic concept of

K Priyaraga acc to MD’sperson school. Thyagarajaperson gave life
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to K.Priyaraga with his excellent compos, where as MDperson never

touched this raga . In Sri ragamraga we have plenty of compos

by the trinity incl the famous Endarosong. Sri Ranjaniraga is a

lovely janya of K Priyaraga with plenty of compos by both Tperson

& MDperson.

In this post instance, the noun phrases highlighted in yellow are the entities. The semantic

class of the entities are subscripted. Here, knowing the semantic class of the mentions in the

text, make it easier to resolve the anaphoric mentions his and this raga. Provided the semantic

class information, his can only be associated with Thyagaraja or MD, and this raga with K

Priya or Sri Ragam.

Considering the content of the forum posts, we decided to have the following semantic

classes viz. person, raga, song, music instrument (hereafter ‘instrument’), music concept (here-

after ‘concept’). Table 9.1 shows some instances of each class from the dataset.

Class Examples

Person Sri Tyagaraja Swami, M. S. Subbulakshmi

Raga Mayamalavagowla, Surabhi

Song dEvAdi dAva sadAshiva, Isha paahimaam

Instrument Veena, Mridangam

Concept Arohana, Janya

Table 9.1: Named entity classes and examples

As mentioned, forum posts have noisy content in the form of a few grammatical errors,

less structuring and spelling discrepancies. Spelling discrepancies are found more with named

entities where the entities are spelled variably in different posts. For example ‘Muthuswami

Dikshitar’, ‘Dikshithar’ and ‘diksitar’ refer to the same person.

The context of occurrences of certain entities have nothing much to tell about the class

of the entity. Also, the context can be very similar for classes like song, raga, concept. In the

following example, it is difficult to infer balahamsa as a raga and mysore vAsudEvacharya as a

person.

w.r.t balahamsa, IMO it seems to be characterised (nowadays

at least) mainly by variations of one prayoha - r/mgs ?
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I heard a recording of the mysOre vAsudEvacharya krithi

"mahAtmulE teliyalEru" sung by SK Vaagesh (probably from an AIR

program) at a friend’s place few years back.

Also, the extensive usage of Indian terms in text makes it harder to infer class from the

context. There are instances where an entity appears alone as a separate sentence. This usually

happens with composition names, followed by description in the subsequent sentences. The

afore-mentioned characteristics of this dataset affirm the need for depending on the web for

semantic class identification.

9.3 Devising a Web-Based Mechanism & Setting Up Classifi-

cation Mechanism

Web serves as a general knowledge repository, that can be effectively harnessed for the task

at hand. This particularly holds true in case of specific domains such as ours, where general-

purpose knowledge repositories may not contain the required information.

We present three approaches for named entity class identification.

9.3.1 Baseline: Heuristic-Based Approach That Uses Freebase

Freebase is a vast repository of world knowledge extracted from popular wikis and stored as a

database of structured knowledge (Bollacker et al., 2008). It is rich with information from spe-

cific domains like Indian classical music. Figure 9.1 shows information on Carnatic composer

Thyagaraja on Freebase. This motivates the first heuristic-based approach for identifying the

semantic class with the help of certain information fields in Freebase database 1.

Figure 9.1: A Freebase page on Carnatic composer Thyagaraja (Relevant portion of the page)

1Freebase.com was officially shut down on 2 May 2016.
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Algorithm 3 Semantic class identification through Freebase (approach 1)
1: procedure NE CLASSID FREEBASE(entity) . NE class of entity

2: Get Google suggestions for entity

3: sel suggestion← argmax
gs∈suggestions

sim(entity, gs) . gs with highest similarity with entity

4: Search sel suggestion in Freebase to identify the type of entity

5: If the Freebase entity does not have type information is a pattern is searched in Freebase

description to know the type return semantic class

This approach is described in Algorithm 3. We try to minimize spelling discrepancies

using Google Suggest and among the suggestions, we consider the suggestion with the highest

similarity with input entity string for the subsequent steps. The robustness of Google Suggest in

handling spelling discrepancies is put to use here to obtain better search results. Jaro-Winkler

distance (Winkler, 1999), a type of string edit distance is employed to get the similarity, capable

of giving more importance to the initial part of the entity words. The similarities at the beginning

of the string are more significant than the ones towards the end. The entity strings from the

forum are less likely to have spelling discrepancies at the initial part.

The selected string from Google Suggest suggestions is searched in the Freebase. The

type (/common/topic/notable types) of the selected entity obtained from Freebase is taken as

the semantic class of the input entity. This type is mapped to one of the semantic classes

defined for this domain, except for a few which are considered as ‘other’. If type is not present

for an entity, we search for ‘is a’ pattern in the description available with Freebase. Mostly raga

entities are identified through this pattern in the description.

9.3.2 Supervised Classification Based on Web Search

This method relies on documents returned by the search engine for identifying the semantic

class of an entity. Given the fact that Bing/Google has a large number of indexed pages, the

chances of getting relevant pages for an entity even from a narrow domain is quite high. A

classifier is pre-trained for classifying documents returned by the search engine to the relevant

semantic class. Algorithm 4 describes the procedure for training the model and classification of

an entity string.

The classifier is trained with handpicked documents for each semantic class. The doc-
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Algorithm 4 Semantic class identification through web search (approach 2)
1: procedure SEMANTIC CLASSID WEB TRAIN

2: Get documents for each semantic class

3: Get word clusters using LDA-based topic models from all the documents

4: Train the bag of words classifier with the document set for each semantic class

5: return Learned model

6: procedure SEMANTIC CLASSID WEB TEST(entity, learned model)

7: Get top k web search results for entity string

8: Get the web content of the top k results

9: Combine the retrieved content into single document and then classify with the

learned model

10: return semantic class

uments for person, raga and instrument classes come mostly from Wikipedia2, whereas song

and music concept related documents are from other sources. The classifier uses bag-of-words

model for document classification. We use probabilistic models based on LDA (Blei et al.,

2003) to discover clusters of words called topics. Using LDA we get the top 10 topic words

for each class of documents. All the associated words with these topics collectively forms the

feature vector (bag of words). These topics represent the themes underlying in the dataset. To

avoid named entities getting into the bag of words, all the proper nouns in the text are masked

before applying LDA.

The semantic class identification procedure gets the top k web search results for the

searched entity string. The main web content of these k results are extracted3. The content

extracted from these websites are merged to form a single document. This document is classified

as one of the semantic classes with the pre-trained model (output of semantic classid web train).

9.3.3 Hierarchical Hybrid Classification Based on Web Search

As the third approach, we consider a hierarchical classification approach. In this case, we

segregate classification of concepts and songs using a rule-based method. In this approach, the

learned supervised classifier will classify only the entities which are not classified by the rule-

2https://en.wikipedia.org
3Python library Boiler Pipe is used for main html content extraction.
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based classifiers for song and concept. The method is depicted in Figure 9.2. An input entity

string is given to song classification module to identify the entity as song or not. A few different

heuristics are tried for song classification. One method checks for if the majority of the web

search results are links to music websites. The exhaustive list of 143 music websites is used to

check for if a returned link is a music website or not. A simplified version of this method is

tried to check if the first link returned by Google search is a music website or not.

Song  ?

Concept ?

NoYes

Classify into raga, 
instrument, 
person

No
Yes

Concept

Song

Entity

Figure 9.2: Separation of concept and song classification from the rest using hierarchical clas-

sification.

The entities which are classified as not song by the song classifier are passed on to the

concept classifier. The concept classifier follows a gazetteer based approach with a gazetteer

covering most of the concepts in Carnatic music. The entities having a Jaro-Winkler distance

based similarity above a defined threshold value are classified as concepts. The entities which

are not classified as concepts are passed on to the document classifier for getting classified as

one among person, raga and instrument classes. There are 138 music concepts in the concepts

gazetteer.

9.4 Experiments and Results

9.4.1 Experiment Setup

We consider 5-class classification for our experiments. Our classes are: person, raga, song,

instrument, and concept. Since there is only a few occurrences of location class instances, we

do not consider location as a label.
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9.4.2 Comparison of Methods

Table 9.2 shows the performance of the baseline heuristic-based method. Out of 619 test enti-

ties, this method assigns no semantic class to 254 entities. The reported result takes into account

only the entities classified by the method. Considering the classified entities, the overall preci-

sion is 0.77, recall 0.43 and F-score 0.55.

Class Precision Recall F1 Support

Concept 1.00 0.01 0.02 87

Instrument 0.83 1.00 0.91 5

Person 0.72 0.77 0.74 118

Raga 0.81 0.39 0.52 124

Song 0.19 0.42 0.26 31

avg / total 0.77 0.43 0.55 365

Table 9.2: Results of Freebase based identification

In addition, the confusion matrix for this method is shown in Table 9.3. We see that

even among the entities for which semantic class is identified, the mis-classification is high.

Concept instances are getting mis-classified always, since a meaningful type could not be seen

in Freebase corresponding to any concept instance. The ‘other’ class mentioned in the confusion

matrix includes the instances which are classified to types (ex. film) which cannot be mapped

to the defined classes.

concept instrument person raga song other

concept 1 36 17 11 22 0

instrument 0 0 0 0 0 5

person 0 21 91 0 5 1

raga 0 32 15 48 29 0

song 0 14 4 0 13 0

Table 9.3: Confusion matrix: Freebase based identification

The supervised approach described in algorithm 4 depends on a pre-trained model for clas-

sifying an entity. Table 9.4 describes the training documents selected for each class to train the
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pre-trained model. Documents for person, raga, instrument and concept are mostly taken from

Wikipedia whereas, documents for the song class are handpicked from other websites. While

searching, the word ‘Carnatic’ (our entities are from the domain of Carnatic music) is appended

to the search string for improved disambiguation. For these experiments, the top-5 (k=5) web

search results are taken for an entity searched. Two popular search engines Google and Bing

are used for searching the entity string. The results of the method is given in Experiment A of

table 9.5.

Class #Documents #Words

Person 150 121777

Raga 141 53969

Song 102 84722

Instrument 121 51747

Concept 50 55440

Table 9.4: Training documents

The drop in accuracy is majorly due to the confusions with concept and song classes. The

confusion matrix in table 9.6 shows that the music concept and song classes are getting heavily

confused with person and raga classes. The accuracy for person, raga and instrument classes

is high compared to concept and song classes. Large overlap of the words in webpages related

to music concept and raga classes is the primary reason for the confusions between them. The

songs are getting mostly classified as person and raga. The web content available on searching

a song name are media links or pages having lyrics, notation and other information related to

the song which is not helpful in classification to song class. The content of these websites have

raga and singer information as well tending to classify them as raga or person.

Experiment B in table 9.5 shows the results of the third approach that uses hierarchical

classification. Though the concept and song instances which are missed by the respective clas-

sifiers lead to low accuracy, the results are better compared to approach 2. Confusion matrix

in 9.7 shows that, though the mis-classifications of concept class instances remain almost the

same, the improvement in song classification leads to better overall accuracy.
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Experiment A Experiment B

Class Precision Recall F1 Precision Recall F1 Support

Concept 0.75 0.05 0.09 0.75 0.05 0.09 182

Instrument 0.86 0.86 0.86 0.86 0.86 0.86 7

Person 0.64 0.92 0.75 0.71 0.90 0.80 145

Raga 0.52 0.94 0.67 0.54 0.92 0.68 211

Song 0.62 0.11 0.18 0.86 0.65 0.74 74

avg / total 0.63 0.57 0.60 0.68 0.63 0.65 619

Table 9.5: Results of web search based identification

concept instrument person raga song

concept 9 1 34 136 2

instrument 0 6 1 0 0

person 0 0 133 11 1

raga 1 0 10 198 2

song 2 0 31 33 8

Table 9.6: Confusion matrix: web search based identification (Experiment A)

concept instrument person raga song

concept 9 1 31 141 0

instrument 0 6 1 0 0

person 1 0 131 10 3

raga 1 0 10 195 5

song 1 0 11 14 48

Table 9.7: Confusion matrix: web search based identification (Experiment B)
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9.4.3 Error Analysis

In this section we analyze the errors of our method that uses hierarchical classification.

Person: Few person instances are confused with raga. For example singer ‘Ilayaraja’

when searched after appending word ‘carnatic’ returns irrelevant pages having only a few infor-

mation about this composer. This may be happening because Ilayaraja has more contributions to

Indian popular music compared to Carnatic. In the case of singer ‘Rajalakshmi’, pages having

her songs get retrieved with a fair occurrences of the term ‘raga’.

Raga: Many raga names are confused with person and song. The raga names having am-

biguity with person names or other entities are likely to get classified as person. ‘Snehapriya’,

‘K Priya’ (short form of Karaharapriya), ‘Ranjani’ which are likely to be confused with Indian

person names are classified as person. The search results of certain raga names return mostly

links to music websites causing the song classification to classify them as song.

Song: Song names not meeting the song classification criteria tend to get categorized as

one of the other classes. Song names like ‘Bhairavi krithi’, ‘Thyagaraja krithis’ having a raga

name or a person name as a part of it are not classified as song. Song names for which search

engine return websites with lyrics are also not classified as song.

Concept: The gazetteer based approach fails to identify many concepts which are com-

bination of other concepts as in ‘madhyama sruti’, ‘shuddha rishabam’, ‘raga alapan’. There

also exists many Indian terms related to music but not music concepts like ‘shishya’, ‘bhakti

rasa’, ‘Kelvi gnanam’ marked as concepts in the ground truth. These terms are not classified

as concepts. Also, the absence of many concepts in the gazetteer is another reason for the poor

performance.

9.5 Coreference Results with Semantic Class Feature

This section discusses the results after adding semantic class feature to the existing set of fea-

tures for coreference resolution on Rasikas.org dataset. For all the entities in the corpus, we

identified the semantic class using the hierarchical classification method described in Section

9.3.3. Table 9.8 shows the results of coreference resolution with the best performing classifiers

viz. SVM (RBF) and neural network (Neural Net). Here we compare the results after adding

semantic class feature to the best results obtained so far. With Neural Net classifier the improve-

ment in CoNLL score is not significant, whereas there is a significant improvement with SVM
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(RBF).

Experiments MUC B3 CEAFe
CoNLL

Score

P R F P R F P R F

SVM (RBF)
no-SC 53.19 61.54 57.06 53.84 64.90 58.85 51.10 60.14 55.25 57.06

SC 54.67 62.44 58.30 53.86 65.63 59.17 50.73 60.15 55.04 57.50

Neural Net
no-SC 55.36 62.85 58.87 54.80 65.97 59.87 51.00 60.87 55.50 58.08

SC 56.09 63.50 59.56 54.41 66.19 59.72 50.74 60.63 55.25 58.18

Table 9.8: Results with different classifiers (P,R,F)→ (P:Precision, R:Recall, F:F-measure). no-

SC: without semantic class feature, SC: with semantic class feature
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Figure 9.3: Categorized recall errors for different anaphora types with different mention-pair

classifiers (NOM:nominal PRO:pronoun DEM:dem phrase NAM:proper noun) (a) SVM (b)

Neural network

Figure 9.3 compares the categorized recall errors for different anaphora types between;

with and without using semantic class feature for the above mentioned classifiers. With the

semantic class feature, there is a reduction in errors with pronoun anaphoric mentions for both

the classifiers. With SVM, semantic class feature causes a negligible increase in errors with

nominal and demonstrative anaphoric mentions. With Neural Net, there is a slight decrease

in errors with nominal anaphoric mention and no change is observed with demonstrative and

proper noun anaphoric mentions.

Figure 9.4 shows the precision errors for the same experiments. With both the classifiers,
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Figure 9.4: Categorized precision errors for different anaphora types with different mention-

pair classifiers (NOM:nominal PRO:pronoun DEM:dem phrase NAM:proper noun) (a) SVM

(b) Neural network

there is an increase in precision errors with nominal and pronoun anaphoric mentions and a

decrease in errors with demonstrative and proper noun anaphoric mentions. Here, increase in

pronoun category errors is quite prominent. Semantic class misclassification of certain mentions

is one major reason. Since we do not use hand-labeled semantic class information for training,

this mis-classification affects both coreference training and testing.

9.6 Summary

This chapter investigated methods for identifying semantic class of an entity for the coreference

resolution in forum posts on Indian classical music. Such domains may be challenging due

to lack of data, or presence of specific class labels. We experimented with the Rasikas.org

dataset, which is utilized for our previously reported coreference resolution experiments. Our

method helps to setup a platform for semantic class identification of entities making use of

web resources, ignoring the context of the entities. Our methods utilizing the popular search

engines to procure context are compared against the baseline approach with Freebase. The

domain specificities pertaining to named entity classes are major determinants in designing

the hierarchical classification model. From our case study with Indian classical music forums,

it is evident that a system design driven by domain understanding is helpful. Compared to

baseline approach based on Freebase, search engine based approach yields better accuracy. The
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segregation of certain classes through hierarchical classification further improved the accuracy.

We also experimented semantic class as a feature for coreference resolution with our

dataset. Although not significant, this helped in improving coreference resolution. Despite

the importance of semantic class feature, the semantic class mis-classifications lead to marginal

accuracy improvement.

For improving the semantic class identification, the method which extracts web content

needs improvement to diligently filter the text to contain meaningful content related to the

searched entity. Usage of nuanced LDA-based topic models will help to identify better word

clusters, in the future.
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Chapter 10

Novel Frontiers in Coreference Resolution

Natural Language Processing (NLP) systems intend to capture human language processing ca-

pabilities, but not always successful in achieving reasonable performance with many tasks.

Coreference resolution is one among them, involving pragmatics and world knowledge along

with syntactic and lexical knowledge. Coreference resolution is a discourse level problem;

inferring co-referents often requires mining cues of the whole discourse. However, existing

NLP systems for coreference resolution, unlike their human counterparts, are quite inefficient

in extracting contextual cues from discourse. This is probably why they perform far worse

than human annotators. There exist many rule based (Kennedy and Boguraev, 1996; Mitkov,

1998; Raghunathan et al., 2010) and machine learning based (Soon et al., 2001; Ng and Cardie,

2002b; Rahman and Ng, 2011c) approaches to coreference resolution. Comparing the perfor-

mance of different existing systems on a standard dataset, Ontonotes, released for CoNLL-2012

shared task (Pradhan et al., 2012), it is quite evident that the recent systems do not have much

improvement in accuracy over the earlier systems (Björkelund and Farkas, 2012; Durrett and

Klein, 2013; Björkelund and Kuhn, 2014; Martschat et al., 2015a; Clark and Manning, 2015).

This hints us about a saturation barrier the current paradigm may be heading towards.

In order to bridge the gap between human and machine coreference-resolution techniques,

it is necessary to understand and emulate the cognitive processes underlying human corefer-

ence resolution. This chapter discusses our initiatives towards this. The first approach uses

gaze information from human annotators to prune mention pairs in a coreference resolution

system following a mention-pair model. This study is done with a subset of dataset taken from

MUC-6 coreference dataset (Grishman and Sundheim, 1996). The second one investigates on

the utility of memory networks to coreference resolution. The comprehension capabilities of
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memory networks, proven with question-answering tasks, motivates this approach. Similar to

the experiments by Weston et al. (2014) with memory networks on synthetic dataset for ques-

tion answering, we also experiment with a synthetic dataset crafted for coreference resolution.

The choice of the dataset is driven by the objective of the experiment, and for the same reason

Rasikas.org dataset is not taken for these experiments.

This chapter discusses both the approaches in two different sections; Section 10.1 on eye-

tracking and Section 10.2 on memory networks. The discussion on eye-tracking for coreference

starts with the motivation and existing studies in psycholinguistics utilizing eye gaze informa-

tion. Section 10.1.1 describes the eye-tracking experiments to collect eye gaze information from

participants and Section 10.1.2 discusses our analysis on the collected eye-tracking data. Our

approach to using eye-tracking information for automatic coreference resolution is discussed

in Section 10.1.3, followed by experiments and results in Section 10.1.4. The discussion on

memory networks starts with the motivation and existing approaches to use semantic infor-

mation from the text content for coreference resolution. Section 10.2.1 describes the memory

networks architecture and the modifications we experimented with. Section 10.2.3 discusses

the synthetic dataset, experiments and the results. This section also compares the results with a

state-of-the-art system; Cort on the same dataset.

10.1 Eye-tracking for Coreference Resolution

When devices and methods to extract human cognitive information become more accessible and

handy, utilizing cognitive information for assisting many NLP tasks become far more realistic.

Devising methods to utilize cues obtained from human cognitive processes in solving these

tasks may help in boosting the accuracy of the NLP systems. Here the focus is on utilizing

cognitive information obtained from the eye movements behavior of annotators for automatic

coreference resolution. In this work, we investigate on how eye movement data obtained from

readers can be helpful to the task of coreference resolution.

In this early phase of this initiative, to get rid of the noise while capturing cognitive infor-

mation pertaining to coreference resolution from reading experiments, the readers for the exper-

iments were asked to do coreference annotation. This will help to capture cognitive information

relevant to coreference resolution reducing the noise. This work aims at utilizing cognitive in-

formation obtained from the eye movements behavior of annotators for automatic coreference
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resolution. Here we utilize this cognitive information to improve mention-pair model, a well-

known supervised coreference resolution paradigm. We first record eye-movement behavior of

multiple annotators resolving coreferences in 22 documents selected from MUC dataset. The

choice of this dataset is to avoid the bias a domain-specific dataset may induce. By inspecting

the gaze-regression profiles of our participants, we observe how regressive saccades account for

selection of potential antecedents for a certain anaphoric mention. Based on this observation,

we then propose a heuristic to utilize gaze data to prune mention pairs in mention-pair model,

a popular paradigm for automatic coreference resolution. Consistent improvement in accuracy

across several classifiers is observed with our heuristic, demonstrating why cognitive data can

be useful for a difficult task like coreference resolution.

Eye-tracking technology has been quite effective in the field of psycholinguistics to study

language comprehension (Rayner and Sereno, 1994), lexical (Rayner and Duffy, 1986) and syn-

tactic processing (von der Malsburg and Vasishth, 2011). Recently, eye-tracking studies have

been conducted for various language processing tasks like Sentiment Analysis, Translation and

Word Sense Disambiguation. Joshi et al. (2014) develop a method to measure the sentiment

annotation complexity using cognitive evidence from eye-tracking. Mishra et al. (2013) mea-

sure complexity in text to be translated based on gaze input of translators which is used to label

training data. Joshi et al. (2013) studied the cognitive aspects of Word Sense Disambiguation

(WSD) through eye-tracking.

Eye-tracking studies have also been conducted for the task of coreference resolution. Cun-

nings et al. (2014) check for whether the syntax or discourse representation has better role in

pronoun interpretation. Arnold et al. (2000) examine the effect of gender information and ac-

cessibility to pronoun interpretation. Vonk (1984) studies the fixation patterns on pronoun and

associated verb phrases to explain comprehension of pronouns.

We perform yet another eye-tracking study to understand certain facets of human process

involved in coreference resolution that eventually can help automatic coreference resolution.

Our participants are given a set of documents to perform coreference annotation and the eye

movements during the exercise are recorded. Eye-movement patterns are characterized by two

basic attributes: (1) Fixations, corresponding to a longer stay of gaze on a visual object (like

characters, words etc. in text) (2) Saccades, corresponding to the transition of eyes between

two fixations. Moreover, a saccade is called a Regressive Saccade or simply, Regression if

it represents a phenomenon of going back to a pre-visited segment. While analyzing these
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attributes in our dataset, we observe a correlation between the total regression count and the

complexity of a mention being resolved. Additionally, mention regression count, i.e., the count

of a previous mention getting visited while resolving for an anaphoric mention, proves to be a

measure of relevance of that particular mention as antecedent to the anaphoric mention.

10.1.1 Creation of Eye-movement Database

We prepared a set of 22 short documents, each having less than 10 sentences. These were

selected from the MUC-6 dataset1. Discourse size is restricted in order to make the task simpler

for the participants and to reduce eye movements error caused due to scrolling.

The documents are annotated by 14 participants. Out of them, 12 of them are graduate/post-

graduate students with science and engineering background in the age group of 20-30 years,

with English as the primary language of academic instruction. The rest 2 are expert linguists

and they belong to the age group of 47-50. To ensure that they possess good English proficiency,

a small English comprehension test is carried out before the start of the experiment. Once they

clear the comprehension test, they are given a set of instructions beforehand and are advised to

seek clarifications before they proceed further. The instructions mention the nature of the task,

annotation input method, and necessity of head movement minimization during the experiment.

The task given to the participants is to read one document at a time, and assign ids to

mentions that are already marked in the document. Each id corresponding to a certain mention

has to be unique, such that all the coreferent mentions in a single coreference chain are assigned

with the same id. During the annotation, eye movements data of the participants (in terms of

fixations, saccades and pupil-size) are tracked using an SR-Research Eyelink-1000 Plus eye-

tracker (monocular mode with sampling rate of 500 Hz). The eye-tracking device is calibrated

at the start of each reading session. Participants are allowed to take breaks between two reading

sessions, to prevent fatigue over time.

We observe that the average annotation accuracy in terms of CoNLL-score ranges be-

tween 70.75%-86.81%. Annotation error, we believe, could be attributed to: (a) Lack of pa-

tience/attention while reading, (b) Issues related to text comprehension and understanding, and

(c) Confusion/indecisiveness caused due to lack of context.

1http://www.cs.nyu.edu/cs/faculty/grishman/muc6.html
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10.1.2 Analysis of Eye-regression Profiles

The cognitive activity involved in resolving coreferences is reflected in the eye movements of

the participants, especially in the movements to the previously visited words/phrases in the

document, termed as regressive saccades or simply, regressions. Regression count refers to the

number of times the participant has revisited a candidate antecedent mention while resolving

a particular anaphoric mention. This is extracted from the eye movement events between the

first gaze of the anaphoric mention under consideration and the annotation event of this mention

(when participants annotate the mention with a coreferent id).

Figure 10.1 shows the mention position (for a given mention id) in terms of the order

of the mention in the document against count of regression going out from each mention to

the previous mentions. The regression count for a particular mention is averaged over all the

participants. As we see, average regression count tends to increase with increase in mention

id, except for some mentions which may not have required visiting to the previous mentions

for resolving them. The complexity of the content in MUC-6 dataset makes the spread of the

regression counts dispersed. We also observe that, towards the end of the document, participants

tend to regress more to the earlier sections because of limited working memory (Calvo, 2001).

This increases the number of regressions performed from mentions appearing towards the end

of the document.

It is worth noting that intra-sentential mentions that have antecedents within the same

sentence (as in ‘Prime Minister Brian Mulroney and his cabinet have been briefed today’)

do not generally elicit regressions. We believe, intra-sentential resolutions are connected to

processing of syntactic constraints in an organized manner, as explained by the binding theory

(Chomsky, 1982). Though the number of intra-sentential mentions in our dataset is low, it is

evident from figure 10.1, that they do not account for many regressions.

This above analysis on regression counts supports our hypothesis that the mentions that

are regressed to more frequently have a better say in resolving an anaphoric mention.

10.1.3 Leveraging Cognitive Information for Automatic Coreference Res-

olution

We experiment with a supervised system following a mention-pair model (Soon et al., 2001),

injecting the eye-movement information into it. Eye tracking information is utilized in the
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Figure 10.1: MUC-6 dataset: Mention id Vs Regression count

process of mention pair pruning prior to mention pair classification.

For Mention-pair Pruning

Given an anaphoric mention, the probability of each previous mention being selected as an-

tecedent is computed as follows. Transitions done by a participant to potential antecedent men-

tions, while resolving an anaphoric mention, are first obtained from the regression profile. From

this, we filter out the regressions to a candidate antecedent mention that happen between two

events- (a) first fixation lands on the anaphoric mention and (b) the anaphoric mention gets

annotated with an id.

mention pair pruning

mention pair classification

clustering

mention pairs

coreferent chains

Eye tracking 
transition prob

Figure 10.2: Mention-pair pruning
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These regression counts from all the participants are aggregated to compute the transition

probability values, as follows:

Pmi,mj
=

count(transitions mj → mi)∑
k count(transitions mj → mk)

(10.1)

In equation 10.1, Pmi,mj
gives the transition probability value for an anaphoric mentionmj

to a candidate antecedent mention mi. count() computes the aggregated regression count over

all participants. Denominator part computes for all candidate antecedents (k) of the anaphoric

mention.

Transition probability thus computed for candidate mention pairs, are utilized prior to

mention pair classification, filtering out irrelevant mention pairs. In the mention pair model, a

mention pair (mant,mana) is formed between an anaphoric mention (mana) and a candidate an-

tecedent mention (mant). For an anaphoric mention, the threshold probability value is computed

from the number of potential candidate antecedents. Pthresh = 1
#candidate antecedents

. Mentions

pairs having probability less than Pthresh are pruned.

10.1.4 Experiments and Results

Eye-movement data driven mention pair pruning, as discussed above, is experimented across

different classifiers, viz., Support Vector Machine (SVM), Naive Bayes, and Multi-layered

Feed-Forward Neural Network (Neural Net). We use libsvm2 for SVM implementation and

Scikit-Learn3 for Naive Bayes implementation. The neural network classifier having an input

layer, a hidden layer and an output layer is implemented using Keras4. For training, we con-

sider a subset of English section of OntoNotes (v5.0) data (Pradhan et al., 2012) with 1634

documents. Testing is done with the 22 documents taken from MUC-6 dataset.

Since the main aspect of our work is mention pair pruning, we first check the mention pair

pruning accuracy. We find that mention pair pruning has a precision of 87.24%. Pruning errors

may be attributed to increased number of regressions happening to mentions towards the end of

the documents (refer section 10.1.2).

Performance of the system is evaluated using MUC, B3 and CEAFe metrics. CoNLL

score is computed as the average of F-measures of all the mentioned metrics. Table 10.2 shows

the results across different classifiers with and without mention pair pruning. Considering the
2https://www.csie.ntu.edu.tw/ cjlin/libsvm/
3http://scikit-learn.org/
4http://keras.io/
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CoNLL score, there is an improvement in performance across all classifiers. This improvement

is contributed by the increase in precision, despite the fall in recall. Table 10.1 shows a few

instances of non-coreferent antecedent-anaphora pairs which are correctly predicted as non-

coreferent because of pruning.

Antecedent Anaphora

here a treaty

Paramount Communica-

tions Inc

an after-tax gain of $1.2

billion

Rogers Communications A Spokesman

Table 10.1: Instances of precision errors corrected by pruning

Among all the classifiers neural network gives better accuracy, but the effective perfor-

mance gain is higher with classifiers with lesser accuracy. Naive Bayes giving the least accu-

racy, gives the best accuracy improvement of 2.04% with mention-pair pruning. This gives the

impression that systems with lower performance, are likely to benefit from the eye movement

based heuristics.

Experiments MUC B3 CEAFe
CoNLL

Score

P R F P R F P R F

SVM (RBF)
unpruned 61.13 68.96 64.81 57.72 75.39 65.38 47.33 58.23 52.22 60.80

pruned 62.67 66.99 64.76 62.62 73.71 67.71 52.00 57.83 54.76 62.41

SVM (Linear)
unpruned 53.33 70.93 60.88 37.64 75.02 50.13 26.56 51.27 34.99 48.67

pruned 54.71 71.42 61.96 39.63 75.07 51.88 29.44 53.14 37.89 50.58

Naive Bayes
unpruned 62.85 97.53 76.44 23.23 98.03 37.56 10.53 54.22 17.64 43.88

pruned 62.90 96.05 76.02 25.06 96.64 39.80 13.50 58.64 21.94 45.92

Neural Net
unpruned 64.73 71.42 67.91 63.71 77.20 69.81 52.60 61.96 56.90 64.87

pruned 66.35 70.93 68.57 66.55 76.15 71.03 55.76 62.01 58.72 66.11

Berkeley coref
unpruned 84.89 58.12 69.0 84.93 47.86 61.22 82.45 37.96 51.99 60.73

pruned 86.86 58.62 70.0 87.15 47.64 61.6 82.7 39.26 53.25 61.61

Table 10.2: Results with different classifiers and Berkeley coreference system with and without

pruning of candidate mention pairs (P,R,F)→ (Precision, R:Recall, F:F-measure)

The performance improvement of mention pair pruning is also verified with the state of

the art Berkeley Coreference Resolution system (Durrett and Klein, 2013). The choice of the
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system was based on the code accessibility to make the modification required for mention pair

pruning. Results of Berkeley system in table 10.2 shows that there is an improvement in CoNLL

score , mainly contributed by the increase in precision.

10.2 Memory Networks for Coreference Resolution

As mentioned, this initiative is an attempt to deal with the incompetence of the existing meth-

ods for coreference resolution in comprehending the whole discourse. Comprehension of the

whole discourse helps to assimilate the semantics; an important aspect for coreference res-

olution. There has been quite a few research in coreference resolution to bring in semantic

knowledge through identification of semantic class of the entities (Ng, 2007a,b) and incorpo-

rating world knowledge with the help of sources like Wikipedia (Ponzetto and Strube, 2006;

Rahman and Ng, 2011a). The semantic analysis approach for coreference resolution discussed

by Hobbs (1978) takes semantics into consideration. Ng (2007b) discusses a pattern-based fea-

ture to identify corefering expressions through extracted patterns. Kehler et al. (2004) make use

of predicate-argument statistics based on co-occurrence to resolve coreference. Despite these

significant contributions, the achieved results show the incapability to emulate the human pro-

cess of coreference resolution. The potential of memory networks (Weston et al., 2014) towards

comprehending the context in a discourse motivates this initiative.

A few psycholinguistic studies on memory based processing of anaphora, investigate the

processing of antecedent information from a memory representation of the discourse (Dell et al.,

1983; Gernsbacher, 1989; Gerrig and McKoon, 1998; Sanford and Garrod, 1989, 2005). Exper-

iments by Nieuwland and Martin (2016) verify the interaction between the recognition memory

network and the canonical frontal-temporal language network in the human process of corefer-

ence resolution. These insights confirm the applicability of memory networks for the task.

Memory networks integrate a memory component and inference capability which are

jointly used to comprehend a discourse and perform reasoning based on that (Weston et al.,

2014; Sukhbaatar et al., 2015; Kumar et al., 2015). Variants of memory networks, specially

designed for question answering tasks, read from the external memory multiple times before

delivering the answer. Internally, they compute a representation for the input story and the

question. The question representation initiates a search through the memory representation of

the input and extracts relevant facts. In the subsequent step, the answer module generates the
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answer based on the information got from the memory module (Sukhbaatar et al., 2015; Kumar

et al., 2015). We utilize memory networks for coreference resolution, modeling it as a question

answering task. The context of the mentions and its relative salience in a discourse are bene-

ficial to resolve coreference. In practice, there are 2 ways in which coreference resolution can

be assisted by memory networks, viz. (i) for end-to-end coreference resolution, identifying the

antecedents for the anaphoric mentions (ii) for identifying the relevant sentences for resolving

anaphoric mentions using attention mechanism.

End-to-end memory networks proposed by Sukhbaatar et al. (2015) for question answering

is taken for our experiments. They performed question answering experiments with Facebook’s

synthetic dataset bAbI (Weston et al., 2015). For our experiments we create another set of syn-

thetic data with varying difficulty levels, targeting coreference resolution. Here, each instance is

a discourse and the question is on an anaphoric mention in the discourse, with the answer as its

antecedent. Experiment results with memory networks on bAbI dataset is reported in terms of

the accuracy of the answers whereas, our experiments also evaluate attention mechanism accu-

racy. We compare the prediction accuracy of memory networks with an existing state-of-the-art

coreference resolution system on the same synthetic dataset. We also report results on a few

modifications on memory networks.

10.2.1 Memory Networks

The end-to-end memory networks described in Sukhbaatar et al. (2015) takes input as sentences

in a story (x1, x2, ...xn), query (q) and outputs the answer (a). The sentences in the input story

({xi}) forms the memory vectors ({mi}), getting the word embeddings of the words within. The

initial internal state u is formed from the word embeddings of the input query. The input story

and the query are embedded in a continuous space through different embedding matrices (A and

B), each of size d× V , where V is the size of vocabulary and d is the embedding dimension.

Figure 10.3 shows the memory networks architecture with an example. The memory mod-

ule has an attention mechanism responsible for identifying attention weights for each memory

vector. Softmax over the dot product between the query representation (u1) and each memory

vector gives the probability (attention weights) associated with each memory vector w.r.t to its

relevance to the given query. Attention weights are utilized to compute the weighted sum (o1) of

the memory vectors. The input query representation (u1) is added to o1 to obtain u2. The above

steps in the memory module are iterated depending on the number of hops. In each subsequent
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Figure 10.3: End-to-end memory networks (Weston, 2016)

iteration, uk+1 is computed taking uk from the previous iteration as the input representation.

uk+1 = uk.H + ok (10.2)

A linear mappingH updates u between the hops. The answer module computes Softmax(W (ok+

uk), predicting the output answer after defined number of hops.

10.2.2 Coreference Resolution as Question Answering

For our experiments with memory networks, coreference resolution is posed as a question an-

swering problem, where the input story is the discourse containing entities and an anaphoric

mention. The question is on an anaphoric mention and the answer is the antecedent entity. The

following is one of the simple cases from the synthetic data.

Sandra went to the garden.

Mary moved to the hallway.

She is in the garden.

Who is She? Ans: Sandra

Modifications to the Network

Restricting Vocabulary: The above described memory networks architecture is designed for

question answering tasks which include tasks having answers with words outside of the input
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story. On the other hand, the answers in our task for coreference resolution are restricted to

words within the discourse. We have introduced a modification to the answer module to switch

off words outside the discourse. Our proposed modification takes a one-hot representation of

the words present in a discourse. A masking layer is introduced at the output layer of the

answer module. The mask vector (Xmask) with dimension V, has bits set for the words present

in the discourse. The added layer performs element-wise multiplication between Xmask and the

preceding output as shown in Equation 10.3 before the softmax is applied.

Softmax((ok + uk).Xmask) (10.3)

Initialization of H: In the available implementation, the hidden layer matrixH in equation

10.2 is initialized with random values sampled from a normal distribution. To give uniform im-

portance to the components in the question representation initially, this modification uniformly

initialize H with ones.

tanh activation: As mentioned in Section 10.2.1, the probability associated with a mem-

ory vector is computed by softmax over the dot product between query representation and each

memory vector. This modification applies tanh activation before the softmax is computed.

The clipping of higher values by the tanh activation helps to avoid attention weights getting

skewed.

While the first modification is specific to coreference resolution, the latter two are task

independent.

10.2.3 Experiments

Our experiments are designed to see how memory networks can help the task of coreference

resolution. All the experiments are carried out with the synthetic data.

Synthetic Dataset

Most existing memory networks based question answering research depend on synthetic dataset

in order to reduce the adverse effect of noise in real-world data (Weston et al., 2015) . On similar

lines, we generate 4 sets of data with different difficulty levels, keeping the vocabulary size min-

imal and maintaining an uniform syntactic structure. It is difficult to make valid observations

with a dataset like Ontonotes (Pradhan et al., 2007a) or Rasikas.org considering the diversity

in sentence structure and the vocabulary size. Each data instance has one pronominal reference
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to one of the entities in the discourse. The question here is on the anaphoric mention and the

answer is the antecedent mention. The 4 datasets are generated from 4 different templates ran-

domizing the names and verbs. This synthetic data is designed in such a way that, resolution

of anaphoric mentions in it requires semantic knowledge from the context. Each generated dis-

course has different names, actions and locations randomly picked from a pre-defined set of

names, actions and locations. From the generated instances, 20% are taken for testing resulting

in 11520 training instances and 2880 test instances in each dataset. Table 10.3 shows the details

of dataset templates with examples.

In the all these datasets the context of the pronominal mentions serves as the main cue for

resolving them. The dataset based on template 1 has 3 sentences, with 3rd sentence having a

pronominal mention to one of the persons mentioned in first or second sentence. Location serves

as the cue. The second template follows the same structure except for the 2 generated random

sentences in order to increase the complexity of the discourse. The third template generates

instances having third sentence with pronominal mention referring either to the person or the

location. For each instance this is randomly chosen. Like in the second template, the fourth

template has random generated sentences along with the 3rd template.

Experiment Setup

All the results are reported on the test data from the 4 synthetic datasets. One of the state-of-

the-art coreference resolution systems, Cort (Martschat et al., 2015a) is chosen to compare with

end-to-end memory networks (MemN2N). All the results reported with MemN2N are averaged

across 10 different executions with different seeds used for training data shuffling. This is

done to make the results independent of data shuffling during training. The hyper-parameters

are fixed as embedding size=20, hops=3 under the training configuration as optimizer=Adam,

#epochs=100, batch size=32, learning rate=0.01. To make the results of Cort comparable with

the answer prediction accuracy of memory networks, accuracy of Cort is computed based on

the number of correctly identified coreferent mentions, instead of CoNLL score (Pradhan et al.,

2012). This evaluation is valid since there is only one coreferent chain comprising 2 mentions in

each synthetic dataset instance. We experiment Cort with the available pre-trained coreference

model and with the model trained on training data from the corresponding synthetic dataset.

We also check for the effectiveness of attention mechanism in memory networks to aid

coreference resolution, through attention mechanism accuracy. Attention mechanism accuracy
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Template 1 Template 3

1. <name1><verb1>in the <location1> 1. <name1><verb1>in the <location1>

2. <name2><verb2>in the <location2> 2. <name2><verb2>in the <location2>

3. He/She is in <location1/location2> 3. He/She is in <loc1/loc2>. |<name1/name2>went there.

Q: Who is he/she ? Q: Who is he/she ? |Where is there ?

e.g. Mary moved to the kitchen. e.g. Sandra moved to the bedroom.

Daniel arrived to the office. John went to the hallway.

She is in the kitchen. John is playing there.

Who is She? Mary Where is there? hallway

Template 2 Template 4

1. <name1><verb1>in the <location1> 1. <name1><verb1>in the <location1>

2. Random sentence 1 2. Random sentence 1

3. <name2><verb2>in the <location2> 3. <name2><verb2>in the <location2>

4. Random sentence 2 4. Random sentence 2

5. He/She is in <location1/location2> 5. He/She is in <loc1/loc2>. |<name1/name2>went there.

Q: Who is he/she ? Q: Who is he/she ? |Where is there ?

e.g. Merlin practiced swimming. e.g. Sita practiced wrestling.

Ram arrived to the garden. Sandra went to the hallway.

John travelled to the office. Ram likes swimming.

Sita likes wrestling. Daniel travelled to the kitchen.

He is in the garden. Sandra is working there.

Who is he? Ram Where is there? hallway

Table 10.3: Synthetic data templates for coreference resolution
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indicates, given an anaphoric mention, how capable the memory networks approach is in identi-

fying the probable sentences to find the antecedent. The synthetic dataset has information about

sentences those are relevant to the answer for each discourse instance. Attention weights ob-

tained from memory networks are analyzed to get the sentences from the input discourse with

higher attention, which in turn is used to compute attention accuracy.

10.2.4 Results

Table 10.5 compares the antecedent prediction accuracy between Cort and MemN2N. The re-

sults shows the superiority of memory networks over Cort (on both pre-trained and synthetic

data trained models) in considering the context while resolving coreference. The existing fea-

ture based approaches have an inclination towards syntactical clues. Table 10.4 discusses pre-

diction accuracy and attention accuracy with MemN2N and the modifications described in Sec-

tion 10.2.2. We observe that most of the mis-predictions stem from attention errors, i.e. a

wrong answer usually comes from a wrongly high-weighted sentence. This shows the strong

dependence of the answer module on the attention mechanism.

Experiment Dataset 1 Dataset 2 Dataset 3 Dataset 4

pred. acc. att. acc. pred. acc. att. acc. pred. acc. att. acc. pred. acc. att. acc.

MemN2N 99.05 85.06 99.23 78.56 89.99 76.53 88.51 73.37

MASK 99.06 85.06 99.23 78.56 92.28 76.53 89.02 73.37

H-INIT 100 99.83 100 99.53 92.94 87.87 86.98 75.61

TANH 99.99 87.05 98.34 93.02 99.75 92.4 99.55 89.32

Table 10.4: Antecedent prediction accuracy (pred. acc.) and attention accuracy (att. acc.) with

MemN2N and its modifications. (Accuracy in %. Best results shown in bold.)

Masking of the absent words in the discourse (MASK) has helped to improve the predic-

tion accuracy of datasets 3 and 4. Masking helps to filter out the irrelevant words reducing the

false predictions. This improvement is very intuitive, since restriction of prediction to document

words is relevant to the task of coreference resolution.

The initialization of H with ones helps to reach an accuracy of 100% for datasets 1 and 2

and brings significant improvement to attention accuracy. While there is no noticeable accuracy
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Experiment DS 1 DS 2 DS 3 DS 4

Cort-pre 63.02 35.17 32.5 17.40

Cort-synth 80.42 79.90 40.66 41.04

MemN2N 99.05 99.23 89.99 88.51

Table 10.5: Comparison of antecedent prediction accuracy (%) of MemN2N with Cort. (DS:

Dataset Cort-pre: results with Cort on available pre-trained model Cort-synth: results with Cort

on model trained with synthetic training data)

improvement for dataset 3 and there is a reduction in accuracy for dataset 4, the improvement

in attention accuracy is quite significant.

tanh activation helps the system to improve the prediction accuracy significantly on datasets

3 and 4, but not for datasets 1 and 2 which have already achieved highest prediction accuracy.

For datasets 1 and 2 the attention accuracy has improved compared to MEMN2N and MASK,

but not compared to H-INIT. There is a considerable improvement in prediction accuracy and

attention accuracy with datasets 3 and 4. tanh activation enables clipping of values before

softmax is applied, thereby preventing attention weights from getting skewed towards 0 or 1.

We observed with many test instances that, when tanh is not applied the memory vector with

the largest attention weight in the first hop, tends to remain the largest in the subsequent hops

as well. tanh activation resolves this by reducing the skewness. Errors pertaining to location

related pronouns with datasets 3 and 4 in the other experiments are getting reduced considerably

here, resulting in improvement in accuracy.

Analysis of Cort Results

Here we explain why an existing coreference resolution approach fails to consider context based

clues through analysis of distance (in terms of sentence) between the anaphoric mention and the

identified antecedent in the synthetic test data. Figure 10.4 shows the distance distribution of

coreferent mentions in the gold annotation for all the datasets. Sentence distances in the range

1-4 are denoted using different colors. The random sentences in DS2 and DS4 make the distance

distribution broader. Figures 10.5 and 10.6 show the distance distribution of Cort output. Cort

could not detect the pronominal mention ‘there’, making the number of coreferent distances in

DS3 and DS4 less than the number of test data instances shown in the ground truth figure.
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Figure 10.4: Distribution of distance between coreferent mentions in ground-truth

In a coreference resolution approach like Cort, syntactic features play a major role. Fig-

ure 10.5 shows distance distribution of coreferent mentions identified by Cort with pre-trained

model trained on Ontonotes dataset. The preceding entity which forms subject in a sentence is

likely to be the antecedent of an anaphoric mention in a dataset like ontonotes. When executed

with pre-trained model, this leads to picking the recent subject mention as the antecedent mak-

ing the distribution biased to 1. These features are designed considering the general behaviour

of datasets like Ontonotes, but does not work for cases where semantic/context knowledge is

important.

Figure 10.5: Distribution of distance between coreferent mentions identified by Cort (pre-

trained model)

When trained with synthetic training set, the antecedents are not always the subject men-

tions in the preceding sentence based on the evidence learned from the training data. This makes

the distribution of distances spread to higher distances. Even though the accuracy has improved

over the experiment with pre-trained model, it is behind memory networks. From our obser-

169



Figure 10.6: Distribution of distance between coreferent mentions identified by Cort (synthetic-

trained model)

vations, we could infer that certain other features (most likely next token and preceding token

features) in Cort take the lead role here. This makes the system to take coreference decision

based on some not so relevant patterns (based on afore-mentioned features) seen in the training

data, leading to inferior performance compared to memory networks.

These observations conclude that even when syntactical clues can help coreference resolu-

tion to much extent, that is not sufficient to deal with all the cases where semantic understanding

is required.

10.3 Summary

This chapter discussed two different attempts to incorporate ideas from human cognition for

coreference resolution, using eye-tracking input and memory networks (Weston et al., 2014).

Both these attempts are motivated by the fact that the existing approaches for coreference resolu-

tion is far from the human cognition involved in coreference resolution. While the eye-tracking

based approach utilized cognitive information obtained from human participants performing

coreference annotation, the approach with memory networks tried to see the usefulness of the

comprehending capabilities of memory networks to coreference resolution. From eye-tracking

experiments, we observed that gaze transition probability derived from regression counts as-

sociated with a mention signify the candidacy of that mention as an antecedent. This helps

us devise a heuristic to prune irrelevant mention pair candidates in a supervised coreference

resolution approach. Our heuristic brings noticeable improvement in accuracy with different
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classifiers. The experimental results comparing Cort with memory networks demonstrate the

potential of memory networks. We also found that the task-driven modifications to memory

networks when applied, help to achieve better prediction and attention accuracy.

The eye-tracking based approach can be further enriched to utilize eye-gaze information

for (a) meaningful feature extraction for mention pair classification and (b) proposing efficient

clustering mechanism. We would also like to replace our current annotation setting with a non-

intrusive reading setting (say, reading text on mobile devices with camera based eye-trackers),

where explicit annotations need not be required. Although the latter approach is a step to-

wards identifying the potential of memory networks for coreference resolution, experiments

are restricted to synthetic data. In the future, we propose to investigate on a memory networks

based architecture on real-world data, either through attention mechanism to assist existing ap-

proaches, or through an end-to-end framework for coreference resolution.
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Chapter 11

Conclusion and Future Directions

Hindustani music is popular across the world with considerable amount of recordings available

in digital form. And vast amount of Hindustani music is being created and published. Con-

struction of a knowledge base with the information extracted from this massive content body,

is crucial in recommending the relevant content to the user. Along with the audio content, it is

equally important to extract information from the text content pertaining to music for a com-

prehensive knowledge base. And this problem statement led to the research for a genre-specific

approach for music information retrieval considering the requirement of the music form. This

research focused on extraction of information from both audio and natural language text con-

tent. This chapter captures the findings of this research. Based on the analysis and observations

discussed in the previous chapters of this thesis, the following conclusions have been derived

and possible future directives have been suggested.

11.1 Conclusion

Congruent to any other structured music genre, motif detection is considered to be fundamental

task in Hindustani music. Our research on motif detection was focused on melodic aspects

such as detection of mukhda and pakad from Hindustani audio performances. For both the

tasks, the thrust of the investigation was on finding the right time-series similarity measures

and modifications to them. The title phrase or mukhda of a bandish is detected through the cue

provided by the relation of a mukhda instance with the emphatic beat sam. This cue is utilized

for the segmentation, prior to detection of the mukhda instances using similarity measures. The

results shows the need of non-uniform time warping provided by DTW over the SAX similarity
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measure. Pakad detection, an arduous task compared to mukhda detection, paid additional

gravity on enhancing the robustness of the similarity measure which detects instances of a pakad

from the pool of phrases. And at this juncture, relevance of learned global constraints for DTW

in distinguishing instances of a pakad from instances of different pakads having high similarity

in terms of phrase notation, was observed.

Detection of similarities between raga becomes critical due to its importance in finding

similar Hindustani performances. We worked on extracting raga similarity from text discussion

and bandish notations to capture similarities from two different perspectives. While certain

widely accepted similarities cannot always be extracted directly from melodic content, they

do appear in musicological discussions. Our approach for extracting raga similarities from

text discussions aims at identifying these similarities. The modification proposed to Mikolov’s

approach for learning word vectors for raga words from a relatively smaller corpus, is found

effective compared to the baseline. The approach to extract similarities from bandish notation

identifies raga similarities from the basic representation of melodic content available in the

form of music notation. Similarities extracted through notation serves for similarities from the

dimension of melodic information; which is one of the strongest attribute from the retrieval

point of view. The perplexity and clustering based evaluation validated the effectiveness of our

approach to learn note-embeddings with a bi-directional LSTM based neural network.

The meta-information related to music content including artiste, details of a performance

etc. are important to recommendation, because of the relevance of these attributes in deter-

mining the similarity between performances. There are many blogs, forums and other websites

providing extensive information on Hindustani classical music. For our study on information

extraction from text content we considered Rasikas.org, a prominent discussion forum in Car-

natic music, considering the size of data available from a single source. Even though the content

is related to a different genre, the nature of the text is the same and so are the challenges. Our

research on coreference resolution in forum posts is driven by (i) importance of coreference

resolution to improve relation extraction from the forum and (ii) the nature and domain of the

text which requires a separate coreference resolution system to be developed. Following the

mention-pair paradigm for supervised models, we analyzed the importance of different feature

categories and implemented a hybrid approach for mention pair classification. The relevance

of the introduced features and the modifications to certain features have been reflected in the

coreference resolution results. We also proposed an improvement to the best-first clustering
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approach, taking into account the the relationship between the candidate antecedents. This also

brings in modest, but significant improvement to coreference resolution results. The approach

we developed for semantic class identification utilizes web resources extracted through search,

to identify the semantic class of a mention. The results indicate that this approach is effective

in the identification of semantic class of mentions in any specific domain dataset where there

are similar challenges. Also, the coreference results show the impact, when the semantic class

is incorporated as a feature.

11.2 Future Directions

11.2.1 Motif Identification

Mid-term Goals

In our inquiry into motif detection from Hindustani music performances for mukhda as well

as pakad, we considered a relatively small dataset annotated by a trained musician. Consid-

ering the scope of the study, this dataset was sufficient. We would like to extend the dataset

for mukhda detection with performances having highly varying mukhda instances, which will

enable to research on more robust methods. The extension of pakad detection dataset with per-

formances of different ragas enabling detection of pakads from a diverse set of ragas will help

us to explore augmented challenges in pakad detection.

Further work should incorporate volume and timbre dynamics so that the exploration of

the constancy of raga-characteristic phrases in view of the flexibility available to performers in

the improvisatory framework of Indian classical music can be more complete. Tempo is known

to be a strong determiner of melodic shape, and the study of phrase intonation at high tempos

is needed. Moving on from the time-series representation, a more event-based representation

of the phrase in terms of basic melodic shapes is likely to be less affected by the “allowed”

improvisational changes in phrase intonation. The potential of including more explicit music

knowledge in motif detection can be explored in future.

So far we have not considered melodic segmentation prior to similarity computation in

pakad detection. In future, we would like to explore methods to melodic segmentation. Cues to

melodic phrase ending often, but not always, include the occurrence of a final resting note. The

modeling of the perception of closure associated with phrase ending is a hitherto unexplored
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problem.

Long-term Goals

The task can be modeled as a statistical classification problem, instead of classification based

on thresholding the distance obtained with the similarity measure. A statistical system could

capture more information about the variabilities and invariabilities within the phrases than a

similarity measure can encapsulate. The available dataset does not suffice for a statistical sys-

tem. We would like to explore on unsupervised or semi-supervised approaches to gather more

data with limited manual effort.

11.2.2 Raga Similarity Identification

Mid-term Goals

We discussed learning representations for ragas from two diverse sources; representation in the

form of word vectors learned from raga related textual discussions and representation in the

form of note-embeddings from bandish notations. While the researched method to learn word

vectors from text considers all words equally, we would like to improve the method by weight-

ing the context words according to their importance to the domain. For the method to learn

note-embeddings from bandish notation, our attempts to incorporate duration information were

not successful. We plan to design a neural network to effectively consider duration information

after looking into the necessary musicological background.

Long-term Goals

In Hindustani music, bandish notation is always an abstract framework for a performance. Con-

sidering the size of the available audio content, identification of similarity based on melodic

attributes will be more effective if the melody representation can be extracted from the audio

content. We presume that, a multi-modal approach combining bandish notation with the audio

performance can yield better results.
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11.2.3 Coreference Resolution

Mid-term Goals

• The modified Best-first clustering discussed in Chapter 8, considers only the other candi-

date antecedents to compute support-score for a candidate antecedent. We would like to

investigate into a method utilizing the context words and other mentions in the vicinity

for computing the support-score.

• The knowledge source required for resolving different types of mention pair instances are

different. For instance, the relevant features for classifying a mention pair with two proper

nouns are different from relevant features for classifying mention involving a proper noun

and a pronoun. This motivates the scope of multi-task learning (Caruana, 1998) consid-

ering the classification of mention pairs of different types as different tasks.

• Our research on coreference resolution was wrapped up by inquiring into the potential

of memory networks for coreference resolution motivated by the need of comprehending

the whole document for the task. We propose to investigate on a memory networks based

architecture on real-world data, either through attention mechanism to assist existing ap-

proaches, or through an end-to-end framework for coreference resolution.

Long-term Goals

The long term goal for coreference resolution is an extension to the above mentioned mid-term

goal with memory networks. While the mid-term goal considers making memory networks

work with real-world dataset, the same design will not guarantee the performance we aspire

for. A further step is required to redesign the network to get significant improvement in corefer-

ence resolution. The existing memory networks designs are mostly motivated by the cognitive

process involved in answering questions after comprehending a discourse. The cognitive pro-

cess involved in coreference resolution is different from this, hence requires a different memory

networks design to emulate the real cognitive process behind coreference resolution.
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