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We present molecular dynamics (MD) studies of the liquid structure, thermodynamics, and dynamics in a
one-component system described by the Ercolessi-Adams embedded atom method potential for Al. We find
two distinct noncrystalline phases in this system. One of them is a liquid phase and the second phase has
similar structure but different equation of state. Moreover, this phase has qualitatively different dynamics than
that in the liquid phase. The transitions between these two noncrystalline phases can be seen during MD
simulation. The hysteresis in this transition suggests that this is a first-order transition. This conclusion is
strongly supported by simulations of the two phases that demonstrate that these phases may coexist with a
well-defined interface. We find the coexistent temperature and the interface mobility. Finally, we discuss how
these results can be explained using modern models of vitrification.
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I. INTRODUCTION

Metallic liquids have attracted a lot of attention, both be-
cause of various technological applications'~ and because of
a fundamental interest in the structure, correlations, and dy-
namics of a strongly interacting many body system.* Cooling
down a metallic liquid yields a broad spectrum of possible
low temperature states, ranging from “ordinary” crystalliza-
tion into a periodic lattice to the formation of aperiodic
quasicrystals’ or to metallic glasses,® usually as a result of a
rapid quench of the liquid state. In addition, more exotic
Frank-Kaspar phases,? with ordered structures of defect lines
or points, have been proposed and are closely related to me-
tallic glasses with strong icosahedral short range order.” An-
other option for the system evolution during supercooling is
a liquid-liquid transition; this is a first-order phase transition
between two distinct liquid phases which recently attracted
considerable interest.8-10

Experimentally, metallic glass formation from quenched
liquids has only been observed in multicomponent systems.
A natural explanation for this observation is associated with
the necessity of “mass transport” of the different components
to form crystal phases. For example, an explanation of the
asymmetry of the glassy regions with respect to the eutectic
points of two-component systems was recently proposed in
Ref. 11 and was demonstrated to be in good agreement with
experiment. On the other hand, important insight into the
theory of structural glasses was obtained using theories that
are based on a single-component approach.!>!3 While it is
known that single-component systems, like particles interact-
ing via a Lennard-Jones potential, may crystallize on mo-
lecular dynamics (MD) time scales, it is nevertheless unclear
whether the difference between single-component and binary
Lennard-Jones mixtures is solely quantitative (resulting from
limitations in simulation time or length scales) or more
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fundamental.!* We further note that there are several known

metallic glasses such as ZrCu that form at the same compo-
sition as the stable crystal phase, so mass transport is not a
necessary condition for forming a metallic glass.

Molecular dynamics simulation is a powerful tool to in-
vestigate correlations and dynamics of supercooled liquids.
Such simulations of a supercooled atomic liquid consisting
of binary Lennard-Jones mixtures revealed a power-law time
dependence and temperature dependence of the self-
intermediate-scattering  function in the [-relaxation
regime.'*!> This behavior is in agreement with the prediction
of the mode-coupling theory above a dynamical crossover
temperature and thus in full agreement with the behavior of
glass formation as described in Refs. 12, 13, and 16—18. In
addition, the study of the out-of-equilibrium dynamic corre-
lations showed a strong dependence of the correlation func-
tions on the waiting time, i.e., ageing below the dynamical
freezing temperature.'”?! The fragility, the configurational
entropy, and the potential energy landscape in glass-forming
systems have been demonstrated to be closely related?? and
distinct dynamical regimes have been observed, as expected
from the theories of glass formation based on an entropy
crisis approach.'®?3 A close relationship between the energy
landscape approach to the glassiness and the unconven-
tional dynamics of the glassy state was demonstrated in
Ref. 24.

Molecular dynamics simulations of metallic liquids
demonstrated that in binary systems the key signatures
of vitrification are rather similar to organic glass-forming
materials, including detailed comparisons with the mode
coupling approach to supercooled liquids.>' In particular,
the comparison between single-component and binary sys-
tems made in Ref. 28 as well as the detailed investigation of
the competition between nucleation and vitrification in Cu
(Ref. 32) revealed that a deeper understanding of the nucle-
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ation dynamics in supercooled metallic liquids can be ob-
tained by investigating model systems consisting of one
component only.

Thus, a key motivation for this work is to investigate
whether glass formation in a single-component system has a
similar character to that encountered in structural glasses. In
this work, we demonstrate that a commonly used, embedded
atom method (EAM) (Ref. 33) interatomic potential for Al
(Ref. 34) exhibits a transition to a disordered, metastable low
temperature phase, which we shall refer to as the vy phase.
This phase forms spontaneously and discontinuously from
the liquid phase on cooling. The liquid phase may also be
formed by heating the y phase, at a temperature below the
fcc melting temperature. This hysteresis indicates that there
may be a first-order phase transition between these noncrys-
talline phases. In fact, we demonstrate that this transition has
all of the hallmarks of a first-order phase transition, includ-
ing a latent heat and coexistence of phases with a discontinu-
ous phase boundary. We further demonstrate that the inter-
face between them may be driven in either direction by
appropriately changing of temperature away from coexist-
ence, allowing us to determine the mobility of the interface.

II. INTERATOMIC POTENTIAL

It was our goal to study the possibility of glass formation
in a single-component metal. Therefore, we chose the inter-
atomic potentials of the EAM type. This was motivated by
the fact that while EAM potentials are computationally not
more expensive than pair potentials, they are capable to re-
produce some important metal properties (e.g., the Cauchy
pressure®}), which cannot be in principle done using pair
potential. Recall that the total potential energy U, in the em-
bedded atom method framework, has contributions from
pairwise and local density terms

N-1 N N
u=2 > <P(’”ij)+2‘b(l)i), (1)
i=1 j=it] i=1

where the subscripts i and j label distinct atoms, N is the
number of atoms in the system, r;; is the separation between
atoms 7 and j and

pi= E l//(rij)’ (2)
J

where ¢ is a spherically symmetric density function density.
We considered two EAM potentials developed for Al. The
first one was proposed in Ref. 34 (we refer to this potential
as EA; the parameters of this potential was taken from Ref.
35) and the second one was developed in Ref. 36 (we refer to
this potential as MSAHM). They were both fitted to the
atomic forces obtained from first-principles calculations of
various liquid configurations as well as to 7=0 crystal prop-
erties and melting point data. Furthermore, they both have
melting temperatures within ~1% of the experimental melt-
ing temperature of aluminum.

When we simulated the supercooled liquid using the
MSAHM potential, we observed at 7=500 K a sudden
change in the pressure and in the mean square displacement
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FIG. 1. Mean square displacement for the model created with
the MSAHM potential at 7=500 K and a snapshot of the model
after MD relaxation. Two cavities seen in the snapshot are associ-
ated with the fact that the simulation was performed in NVT en-
semble and the fcc density is essentially larger than the liquid
density.

versus time dependence as shown in Fig. 1. Visual analysis
together with analysis of pair correlation function (PCF) and
angle distributions showed that we observed the solidifica-
tion into an fcc structure during this MD simulation (see Ref.
37 for details). On the other hand, we never observed such a
transition in the EA system, despite many long simulations at
different temperatures. This difference between the two po-
tentials can be attributed to the difference in the solid-liquid
interface free energy: an accurate MD simulation shows that
this value is 1.5 times larger in the EA system.® Given that
the nucleation barrier scales as the cube of the interfacial free
energy, and the nucleation rate is exponentially slow in this
quantity, it is reasonable to assume that this prevents solidi-
fication in the EA system. However, we believe that there is
another mechanism at work: instead of forming the stable fcc
crystalline phase from the undercooled liquid, the system
forms a noncrystalline solid phase. This phase forms rapidly
near 7=600 K, as we demonstrate later; in comparison, the
MSAHM potential does not nucleate the fcc phase until tem-
peratures below this.?’

Experimentally, vitrification is never observed in pure Al.
Therefore, the MSAHM potential is likely more appropriate
for studying the solidification in Al. Nevertheless, it is still
worth studying the liquid-glass transition using the EA po-
tential in the one-component system to clarify the roles
played by two different phenomena which simultaneously
occur during vitrification in any multicomponent system: the
first is associated with the diffusion of different components
and the second one is associated with the necessity to form a
glass phase from the liquid. Simulation in a one-component
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system will allow us to focus on the second aspect and to
demonstrate coexistence between two disordered phases in a
single-component system.

The EA potential has been already used to study
vitrification.3*% The authors of these papers were focused on
the dependence of some properties on the cooling rate. They
started from 7=1400 K and cooled the model down to T
=0. The slowest rate was 1.9X 10'2 K/s. Therefore, the
longest total simulation time was 0.73 ns. As it will be
shown, below 0.7 ns is the time that is necessary to observe
the transition in the MD simulation with the EA potential.
Therefore, what the authors of Refs. 39 and 40 observed
were probably changes due to the underlying transition dis-
cussed in this paper and due to the cooling of the system. In
distinction to Refs. 39 and 40, we try to find metastable
states at each temperature by equilibrating the simulation cell
until the model properties stop changing. Hence, the cooling
rate is not used as a parameter in this study.

II1. SIMULATION OF LOW AND HIGH TEMPERATURE
NONCRYSTALLINE PHASES

A. Creation of atomic models of low and high temperature
noncrystalline phases

The main methodological problem of the atomistic simu-
lation of liquid-glass transition is how to clearly distinguish
these two noncrystalline phases. Experimentally, the glass
transformation is defined either by its viscosity on cooling or
by structural relaxation detected by calorimetry on heating
from the quenched amorphous phase. Neither of these is
practical for the time scales available from simulations. Ob-
viously, the identification of the different phases cannot be
done by simple visual analysis of atomic positions as may be
done in the case of the liquid-crystal transition. In this sec-
tion, we describe how we generated two different noncrys-
talline phases. While we will argue in Sec. VI whether we
can really consider the low temperature phase as a glass
phase, here we will simply call these phases as liquid and 1.

In order to obtain the liquid, we started from random
atomic configuration which was equilibrated at 7=950 K
(the melting temperature for this potential is 925 K; see Sec.
V). The model consisted of 2000 atoms in the simulation cell
with periodic boundary conditions. The simulation cell size
was chosen to provide zero pressure in the NVT (i.e.,
N=const, V=const, and T=const) molecular dynamics
simulation.*! The model properties were averaged over
2 000 000 MD steps (4.1 ns). Figure 2 shows the pair corre-
lation function of the liquid. The results are typical for
single-component metal liquids except for a small asymme-
try of the second peak. This feature of the EA potential may
be the reason why this potential predicts a large solid-liquid
interface free energy.’® Figure 3 demonstrates that the mean
square displacement is a linear function of time. The slope to
this curve gives the diffusivity

p=&2.

o 3)

The obtained value, 3.7 X 107 cm?s, is typical for liquid
metals near the melting temperature.
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FIG. 2. (Color online) PCFs of the liquid and vy phases.

We then cooled this model down to 300 K, keeping the
pressure equal to zero and relaxed it during 10 000 000 MD
steps. The PCF and mean square displacement for this struc-
ture, which we will call y phase, are shown in Figs. 2 and 3.
The main differences between the PCFs at 7=950 K and T
=300 K are the considerable increase of the first peak height,
and pronounced splitting of the second peak of the PCF at
low temperature. These features are commonly attributed to
the amorphous phase.*? Figure 3 demonstrates that the diffu-
sion is almost absent in the model except for a few isolated
jumps.

Next we cooled down the liquid as follows: we instanta-
neously decreased the temperature by 50—100 K, relaxed the
system at constant temperature during 20 000 MD steps and
found the equilibrium density by calculation of the pressure
for several simulation cell volumes. Then we relaxed the
system at the equilibrium density during another 20 000 MD
steps and finally averaged its characteristics during
2 000 000 MD steps. The value of the pressure averaged over
these 2 000 000 MD steps was less than 0.02 GPa (the pres-
sure mean square fluctuation is 0.097 GPa at T=950 K). Fig-
ures 4-6 demonstrate the volume, energy, and diffusivity
[calculated using Eq. (3)] as functions of temperature. All
functions are very smooth. However, when we tried to do
such relaxation at 7=550 K, the system behaved as a liquid
during the first 250 000 MD steps (0.5 ns); then suddenly the
pressure dropped to —0.87 GPa. Figure 7 demonstrates that
at the same time the diffusivity decreased by almost an order
of magnitude. These results indicate a transition of the liquid
into the 7y phase.

We also heated up the y phase using the same procedure
as described above. The only difference was that this time
the system required much longer time to equilibrate (we con-
cluded that the system is in metastable equilibrium when the
average pressure stopped changing). The data shown in Figs.
4-6 are also averaged over 2000000 MD steps. These
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FIG. 3. (Color online) Mean square displacement in the liquid
phase at 7=950 K and in the v phase at 7=300 K.

curves are not as smooth as the data for the liquid. This
probably means that the system size for the low temperature
noncrystalline phase should be larger in order to get better
statistics. When we tried to relax the model at 7=830 K, the
pressure was constant during first 500 000 MD steps
(0.9 ns), and then increased up to 1.4 GPa. Figure 7 demon-
strates that the diffusivity increased by a factor of 5 at the
same time. Thus, the vy phase melts around 830 K.

It is important to note that the curves for the liquid and y
phases shown in Figs. 4—-6 do not merge and there is a rather
large temperature interval where we were able to obtain the
properties of both phases. In order to check whether these
results are affected by the relatively small size of the system
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FIG. 4. (Color online) Atomic volume as function of

temperature.

(2000 atoms) we repeated all simulations for N=5000. Note
that the N=5000 series was completely independent of the
N=2000 series. The results are also shown in Figs. 4-6. In
the case of the high temperature phase (liquid), we did not
find any difference between N=2000 and N=5000 series. In
the case of the low temperature phase (), we found that N
=5000 models require much longer time to equilibrate at
very low temperature. When we started from a model at 7
=300 K it was unclear whether the system was indeed equili-
brated at this temperature since all atomic processes occurred
very slowly. We heated this model up to 7=500 K (small
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FIG. 5. (Color online) Energy as function of temperature.
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FIG. 6. (Color online) Diffusivity as function of temperature.

squares in Figs. 4-6) and then all data for this series shown
in Figs. 4-6 (large squares) were obtained by either cooling
down or heating up the model at 7=500 K. Figures 4-6
demonstrate that there are no systematic differences between
data obtained for N=2000 and N=5000 series.

Figures 4 and 5 also show the atomic volume and energy
of the fcc phase, which is the most stable for the EA potential
at low temperatures. In order to obtain these data, we used a
model consisting of 2000 atoms. First we determined the
equilibrium lattice parameter at 7=0. Then we increased the
temperature by 100 K, found new equilibrium lattice param-
eter and ran MD at equilibrium lattice parameter for 20 000
MD steps to get equilibrium fcc properties. Then the tem-
perature was increased by another 100 K and so on until we
reached 1100 K. While this last temperature is above the
melting temperature, it is not surprising that the fcc phase
can be considerably overheated. The point is that in this
simulation the model does not contain any crystal defects
and only homogeneous nucleation of the liquid phase is pos-
sible. Figures 4 and 5 clearly demonstrate that the properties
of the 7y phase are different from those of the fcc phase.

B. Comparison of properties of low and high temperature
noncrystalline phases

The results of the simulations described above show that
two different noncrystalline phases exist at the same tem-
perature in the single-component system described by the
EA potential.*® In this section, we explore the difference be-
tween these two phases. We will compare both phases at T’
=700 K. Figure 8 shows snapshots of the atomic positions
for both phases. We could not find any obvious visual differ-
ence in the structures of these phases. Figure 9 shows the
pair correlation functions of the two phases. They differ con-
siderably in the region of the second and third peaks. In
particular, the second peak of the y phase exhibits a splitting,
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FIG. 7. Mean square displacement in initially liquid phase at
T=550 K and in initially y phase at T=830 K. The NVT simulation
was used in both cases.

which is typical for an amorphous phase. This difference
cannot be attributed to the difference in the atomic density
(~3% at T=700 K). Indeed, the PCF of the liquid calculated
at T=700 K and at the density of the y phase (the pressure is
1.4 GPa) shown in Fig. 9 is only slightly different from the
PCF of the liquid at the equilibrium liquid density. Figure 9
also shows the PCF of the fcc at the same temperature, which
is very different from the PCFs of the disordered phases.
Figure 10 shows the angle distributions within the first,
second, and third coordination spheres (the same radii of
spheres, taken from the PCF of the y phase, were used for all
phases—see the figure caption for details). Figure 10(a) dem-
onstrates that the angle distribution only weakly depends on
the density. Therefore, we will use the angle distribution of
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FIG. 8. Snapshots of the liquid and y phases at 7=700 K.

the liquid taken at the equilibrium 7y-phase density [Figs.
10(b)-10(d)]. In the first coordination sphere, the only differ-
ence between the liquid and vy phases is that the angle distri-
bution for the y phase is sharper. Similar to the PCFs, this
difference cannot be attributed to the difference in the atomic
density. On the other hand, the angle distributions for the fcc
and hcp phases have quite different character than those for
the disordered phases. It is especially important that the
peaks at 90°, 120°, and 180° [Fig. 10(b)] are absent in the
distributions of the disordered phases. Surprisingly, in spite
of the intuitive idea about the absence of the long distance
correlations in disordered phases, the most pronounced dif-
ference between the liquid and vy phases is observed in the
third coordination sphere [Fig. 10(d)]. The angle distribution
for the y phase demonstrates peaks at 120°, 150°, and 180°,
which are absent in the distribution of the liquid. It is inter-
esting to note that these peaks are typical for the distributions
for the fcc and hep phases while Fig. 10(b) clearly demon-
strates that the y phase is neither fcc nor hep. The difference
between the angle distribution in the second coordination
sphere [Fig. 10(c)] in the liquid and 7y phases is intermediate
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FIG. 9. (Color online) PCFs at T=700 K.
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between those of the first and third coordination spheres.
Overall, this structure analysis shows that the liquid and y
phases are similar with some noticeable differences in the
second and third coordination spheres. On the other hand, we
found important difference of these phase structures from the
fcc and hcp phases.

Figure 11 clearly shows that the liquid and y phases have
different equations of state. Expanded by 4%, the y phase
transformed into the liquid and the corresponding point ap-
peared on the curve for the liquid. By analogy, we should
expect that under strong compression, the liquid should
transform into the vy phase. Figure 11 shows that in this case
the situation is more complicated. Indeed, we see the phase
transformation in the liquid compressed by 5% and 6%.
However, while the point corresponding to the 6% compres-
sion falls onto the y-phase curve, the point corresponding to
the 5% compression (shown as small diamond) does not. The
visual analysis of the models shows that in the case of 5%,
we occasionally obtained some crystalline phase. Figure 12
shows that this phase indeed has a rather low energy and Fig.
13 demonstrates that this structure has a diffusivity which is
smaller than we could expect based on the curve for the y
phase. We also took the model compressed by 6% and ex-
panded it in order to get a new model corresponding to the
5% compression. The points corresponding to this new
model fall on the y-phase curves. Overall, the data presented
in Figs. 11-13 show that the liquid and vy phases have essen-
tially different thermodynamic and kinetic properties. They
also demonstrate that the properties of the low temperature
noncrystalline phase () are well reproducible since we ob-
tained almost the same results for the models obtained by
heating of the vy-phase model relaxed at 7=300 K and by
compressing of the liquid model at 7=700 K.

For further investigation of the difference between the
two disordered phases, we focused on the study of diffusion.
First, we took the y-phase model at 7=700 K and equilib-
rium density and calculated the displacements of all atoms
from their initial positions. The number of atoms with the
displacement within the interval from r to r+dr is propor-
tional to dr and the number of atoms in the simulation cell,

dN = G(r,t)Ndr, 4)

where G(r,1) is the van Hove self-correlation function

N
1
Gy(r,n)= ;]2 8(ri(1) =, (0)] - 1),
i=1

which depends on the character of the diffusion in the system
under investigation. This distribution function is shown in
Fig. 14. The analysis of this plot shows that most atoms do
not diffuse but rather vibrate near their equilibrium positions.
It is interesting to note the presence of a very distinct second
peak of this distribution, which indicates that there is a pref-
erable diffusion jump distance in the system. Such a feature
is typical for the vacancy mechanism of diffusion in
crystals.*> With time, the height of the first (vibrational) peak
decreases and the height of the second (diffusional) peak
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FIG. 10. (Color online) Angle distributions at 7=700 K; in (a) and (b) the first coordination sphere (from 0 to 0.38 nm), in (c) the second
coordination sphere (from 0.38 to 0.53 nm), and (d) in the third coordination sphere (from 0.53 to 0.63 nm). The radii are taken from the

PCF of the 7y phase.

increases but their coordinates remain the same. The same
behavior of the van Hove self-correlation function was ob-
served in Ref. 24 for the two-component amorphous
Lennard-Jones system. Figure 14 also shows the displace-
ment distribution for the liquid calculated at the same tem-
perature and density (at a pressure of 1.4 GPa). It has quite
different character: there is only one peak for this distribu-
tion and its coordinate moves to larger displacements with
time. Figure 14 clearly demonstrates that the diffusion
mechanisms are fundamentally different in these two disor-
dered phases.

IV. SIMULATION OF COEXISTENCE OF LOW AND HIGH
TEMPERATURE NONCRYSTALLINE PHASES

A. Determination of the coexistence temperature

The analysis made in the previous section demonstrates
that in the system described by the EAM potential from Ref.
35, two different noncrystalline phases can exist as meta-
stable phases in a wide temperature interval. We now inves-
tigate the type of the transition between these two phases.
First we recall that at 7=550 K we saw a spontaneous trans-
formation of the liquid into the 7y phase. This indicates that
the transition temperature is above 550 K.
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FIG. 11. (Color online) p-V diagrams at T=700 K.

The fact that the two phases have different energies versus
temperature, as shown in Fig. 5, suggests that the transition
is of the first order with a latent heat. Therefore, an interface
must be present if two phases coexist. In order to check this
assumption, we took the y-phase model consisting of 5000
atoms at 7=700 K and equilibrium density and translated it
four times in the z direction such that the final model con-
tained 25 000 atoms and its extension in the z direction was
five times larger than in the x and y directions. Next, we
heated the upper half of the model up to 1000 K and cooled
the bottom half down to 300 K. At the same time, we
changed the model size in the z direction to account for the
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FIG. 12. (Color online) Energy vs volume at 7=700 K.
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FIG. 13. (Color online) Diffusivity vs volume at 7=700 K.

difference in the atomic densities of the liquid and 7y phases
(see Fig. 4). Then, we performed NVT MD simulation for
0.04 ns at T=700 K (model #1) and at 7=750 K (model #2).
Finally, we performed NVE (i.e., N=const, V=const, and
E=const) simulations for 4 ns.

Figure 15 shows the evolution of the temperature and
pressure during this simulation; roughly, these quantities
converge after about 2 ns (half of the total simulation time).
This demonstrates that the simulation time was definitely
enough to equilibrate the simulation cell. A snapshot of
model #1 is shown in Fig. 16. While it is difficult to see any
interface on this snapshot, the energy distribution plot clearly
demonstrates that there are two such interfaces in the simu-
lation cell (recall that it has periodic boundary conditions in
the z direction). The comparison with Fig. 5 shows that one
region of the simulation cell has an energy typical for the y
phase and another region has an energy typical for the liquid.
The diffusivity in the liquid region is one order of magnitude
higher than in the y-phase region (see Fig. 16). Thus, we
conclude that after the long NVE simulation we still have
two phases in the simulation cell. Therefore, the final tem-
perature (722 K) in the simulation cell is the phase transfor-
mation temperature at the final pressure (—0.19 GPa). In the
case of first-order transformation between these two phases,
the transition temperature at zero pressure can be calculated
using the Clausius-Clapeyron equation,

b_2E s
T TAV

and the data from Figs. 4 and 5. Using the data obtained
from model #1, we find that the y—liquid transformation
temperature is 733 K. For the model #2, we obtained that the
final temperature is 748 K at the final pressure p=0.12 GPa,
and, therefore, the transition temperature is 740 K. It is not
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FIG. 14. (Color online) The van Hove self-correlation functions
of the liquid and vy phases at 7=700 K and the density equal to the
equilibrium density of the y phase.

clear why the two simulations gave slightly different results
for the transition temperature.

B. Simulation of low-high temperature noncrystalline phases
interface migration

One could argue that the reason that the simulation cell
contained two phases after the MD relaxation during
2 000 000 steps (4 ns) is associated with the fact that this
time was not enough to establish local equilibrium. This
could be the case if the interface mobility is very small.
Therefore, we performed additional simulations to obtain
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FIG. 15. Time dependences of the temperature and pressure in
the NVE simulation of the liquid and y phase coexistence.

this quantity. We used model #2 from the previous section
and cut it normally to the z direction in the middle of the
liquid region. Then we converted the dividing plane into two
free surfaces such that we had y-phase region in the middle
simulation cell and two liquid regions on the edges. We
changed the simulation cell size in order to get the equilib-
rium y-phase density at 7=780 K (using data shown in Fig.
4) and made 20 000 MD steps at T=780 K.

The total energy distribution in this model (#10), shown in
Fig. 17, clearly demonstrates that the simulation cell consists
of three regions: two liquid regions and one y-phase regions.
Next, we relaxed the simulation during 520 000 MD steps at
T=780 K. We refer the final model as #I1. Since the simu-
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FIG. 16. (Top) Snapshot of the simulation cell containing the y
phase in the lower z part (left side of figure) and the liquid in the
upper z part. Also shown are (middle) energy and (bottom) diffu-
sivity distributions in z.

lation temperature, 7=780 K, was above the transition tem-
perature, the liquid was supposed to grow at the expense of
the y phase. Indeed, Fig. 17 shows that the y phase shrunk to
the narrow layer in the middle of the simulation cell. Since
the energy of the liquid is higher than that of the y phase, the
total energy was supposed to increase, as indeed can be seen
from Fig. 18. The interface velocity was determined as

ZLXLyn’yAE’yHliquid dt ’

(6)

where L, and L, are the simulation cell sizes in the x and y
directions, n, is the y-phase atomic density, AE,,_,jiq,iq is the
energy of the y— liquid transformation and factor 2 accounts
for the presence of the two interfaces in the simulation cell.

Next, we set the temperature to 7=700 K and changed the
simulation cell size according to the data presented in Fig. 4.
During the MD relaxation at 7=700 K, the total energy de-
creased (see Fig. 18), indicating that the vy phase grew in this
simulation at the expense of the liquid. This can be also seen
from the total energy distribution in the final configuration
(#12) shown in Fig. 17. We repeated this procedure of MD
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relaxation at 7=700 K and T=780 K several times (see Fig.
17), obtaining additional models #I3, #I4, and #I5. The in-
terface velocity was determined in each simulation and the
results are shown in Fig. 19. If we assume a linear velocity-
driving force relationship and assume that the driving force
is proportional to T—T,,_,jqi¢» W€ can obtain from this plot
the transition temperature and the kinetic coefficient defined
as

V=u(T-T, jiquid)- (7)

The kinetic coefficient was found to be equal to
0.21 m/(s K). The transition temperature was found to be
equal to T, jiquia=752 K. This value is a little higher than
that found in the previous section and is probably associated
with the fact that we obtained the 7y-phase structure with
lower energy when it slowly grew from the liquid than the y
phase which we originally obtained from the model relaxed
at much lower temperature (7=300 K).

In order to confirm this transition temperature, we took
model #I4, relaxed it at 7=780 K during 300 000 MD steps
(in order to let the interfaces make the half distance to the
simulation cell edges) and then switched to NVE simulation.
This simulation shows that the transition temperature is
757 K, which is in reasonable agreement with the results of
the moving interface simulation. A snapshot of model #14 is
shown in Fig. 17. While some elements of fourfold symme-
try can been seen in planes which are normal to the y direc-
tion, they do not extend over the entire simulation cell. No
signs of symmetry are seen in planes which are normal to the
x direction. In addition, the analysis of the angle distribution,
similar to that presented in Fig. 10, did not reveal any sign of
crystallinity.

The fact that the interface could be driven in either direc-
tion by over- or undercooling demonstrates that the presence
of this interface during longtime coexistence simulations
cannot be explained by insufficient simulation time. In fact,
the relaxation of the temperature and pressure shown in Fig.
15 is due to interface motion, showing that the interface can
move in this time frame, and come to equilibrium during the
simulations.

V. THE KAUZMANN TEMPERATURE

An important quantity for the thermodynamic character-
ization of a supercooled liquid is the Kauzmann temperature
Tk, which is a consequence of the difference in the liquid and
crystal heat capacities.** Since at the melting temperature,
the entropy of the liquid, S; is larger than that of the crystal,
S¢, the different slope of their temperature dependences im-
plies that their difference,

AE(T) f Tm AE(T")

AS(T) = S,(T) = Sc(T) = T 72
T

dr’, (8)

decreases with decreasing temperature and eventually van-
ishes proportionally to (T—Tk) at the Kauzmann temperature
Tx. While there is no thermodynamic principle that requires
AS>0, it has been proposed that an ideal glass transition
takes place at T¢.*> Then the system is expected to be in one
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of the few lowest amorphous potential energy minima. While
Ty is inaccessible experimentally due to the fact that the
supercooled liquid will fall out of equilibrium at higher tem-
peratures, it has served as an important theoretical concept.*®
Most notably is the agreement between the value for Tk and
the temperature 7, where the viscosity of a supercooled lig-
uid diverges according to the Vogel-Fulcher expression,

7(T) = m exp[— DI(T - Tp)]. )

T, and Ty are very close for a large number of glass-forming
liquids.*” Below Tx= T, even slow activated dynamics of the
supercooled liquid are arrested.

We can estimate the Kauzmann temperature directly from
Eq. (8), since T,, and AE(T) can be obtained from the MD
simulation. The calculation of AE(T) is straightforward and
the melting temperature in the present work was obtained
using the coexistence method proposed in Ref. 48. We found
T,,=925 K and Tx=317 K. As was expected, the Kauzmann
temperature is below the transition temperature found in the
previous section.

We can also perform the analysis replacing the crystal
internal energy by that of the vy phase and the melting tem-
perature by the transition temperature found in the previous
section. We found that T}(:425 K, which is higher than the
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value obtained for the fcc phase. This is a consequence of the
fact that the entropy of y phase is larger than that of the fcc
phase. It is important to note that even this new Kauzmann
temperature is below the transition temperature found in the
previous section.

VI. DISCUSSION

In this paper we present the results of extensive molecular
dynamics simulations of liquid structure and dynamics in the
one-component system described by the Ercolessi-Adams
EAM potential for Al. We never observed crystallization in
this system, consistent with our previous work where we
found that this potential predicts a rather high solid-liquid
interface free energy.’® Instead, we found two distinct non-
crystalline phases in the system. One of them is a liquid
phase. The second phase () has a rather similar structure
(by several common measures) but definitely a different
equation of state: it is both lower in potential energy and
higher in density at coexistence. Moreover, this phase has
qualitatively different dynamics than that of the liquid. First,
the diffusivities in the liquid and 7y phases are different by at
least one order of magnitude even if both phases are at the
same density and temperature. Second, the van Hove self-
correlation function for the liquid has only one maximum
which shifts to the larger distances with time as expected for
ordinary diffusion in liquids. In contrast, the van Hove func-
tion of the y phase has several peaks. The first peak corre-
sponds to the vibrational motion of most atoms near their
equilibrium position. The position of this peak does not
change with time. The second peak corresponds to diffusion
jumps. This is very similar to the behavior of the van Hove
function observed in Ref. 24 for binary Lennard-Jones sys-
tem known to be glass forming.
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We found that there is a temperature interval where both
noncrystalline phases are metastable, exhibiting no transition
over molecular dynamics time scales. This interval is above
the Kauzmann temperature where the entropy of the liquid
phase is equal to that of the fcc phase. This is also consistent
with the observations for the glass transition made in Ref.
22. Therefore, the EA potential gives us an opportunity to
investigate the glass formation and structure evolution in a
single-component system.

Both y—liquid and liquid— v transitions can be seen
during MD simulations (see Fig. 7). If these phases can co-
exist, the coexistence temperature should be between the
temperatures where we observe these transitions. The hyster-
esis, the distinct energy, and density behaviors of the differ-
ent phases shown in Fig. 5, and the discontinuous transitions
shown in Fig. 7, motivated our study of the coexistence of
these two noncrystalline phases. We found that the interface
between these two phases does not disappear during MD
simulation. Instead, the coexisting system evolves toward a
pressure and temperature where there is no driving force for
interface motion: namely, where the two free energies are
identical. This determines the coexistence temperature in the
exactly the same manner as has been done for the melting
temperature. We found that above the coexistence tempera-
ture, the interface moves toward the y phase. Similarly, be-
low the coexistence temperature, it moves toward to the lig-
uid. This observation demonstrates that the coexistence
simulation times are sufficiently long to allow the interface
to migrate out of the system if there were any significant
driving force. The presence of the interface also supports the
conclusion that the transformation is of the first order. We
also found the mobility of this interface, which appeared to
be about two times smaller than the solid-liquid interface
mobility in the same system.*

The bulk properties of the glass phase were obtained us-
ing the NVT simulation (Figs. 4, 6, and 9-14). A concern
could be that the observation of this phase is due to con-
straints imposed by the NVT scheme. However, some of our
coexistence simulations (Sec. IV B) were performed with
two free surfaces in the z direction. Obviously, the volume of
each subsystem is allowed to change in this scheme. Finally,
the fact that the low temperature noncrystalline phase is
stable with respect to liquid at low temperature follows from
the fact that the interface between these two phases moves
toward to liquid at low temperatures.

The transformation between two noncrystalline phases
found above is rather different from the one expected for
usual vitrification,’*! where the free energy of the glass is
larger than the equilibrium free energy of the liquid state by
TS,, where S, is the configurational entropy of order AS(T)
in Eq. (8). In other words, this model suggests that in our
case,!8

F7= Fliquid+ TSC (10)

However, this is in contradiction with our simulation results.
Indeed, below the coexistence temperature, the interface
moves toward to the liquid, demonstrating that the 7y phase
has lower free energy. Of course, Eq. (10) for F, is based on
the assumption that no aging effect occurs in the glass
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state.!” Such effects may lead to a nucleationlike dynamics
as seen in our simulation.>?

Our simulation results could be also consistent with a pic-
ture where there are two competing liquid states, one of
which is already vitrified. This would be similar to the first-
order glass-to-liquid transition in Si, with an underlying
liquid-liquid transition, as seen in flash-heating experi-
ments>> and computer simulations.>* These results strongly
suggest that supercooled liquids should not be considered as
homogeneous but that there exist multiple locally favored
structures. A scenario that is consistent with our simulation
results would be the existence of an equilibrium liquid-liquid
transition located below the glass temperature for the liquid
phase, which is more stable at low temperatures. Finally, a
third possibility to explain our results would be the assump-
tion that the y phase is a highly defective crystal (or possibly
quasicrystal) phase which we could not identify.

VII. SUMMARY

We presented the results of molecular dynamics study of
the liquid structure and dynamics in the one-component sys-
tem described by the Ercolessi-Adams EAM potential. We
found two distinct noncrystalline phases in this system. One
of them is a liquid phase and the second phase has similar
structure but definitely different equation of state. Moreover,
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this phase has qualitatively different dynamics than that in
the liquid phase. The transitions between these two noncrys-
talline phases can be seen during MD simulation. We found
the coexistence temperature and the interface mobility. The
presence of the interface and nonzero latent heat show that
the transformation is of the first order.
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