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Abstract. We develop a new approach to scale symmetry, which takes into account the possible finite cut-
offs of the fields or the parameters. This new symmetry, called finite size scale symmetry: i) includes the
traditional self-similarity as a limiting case, when the cut-offs are set to infinity (infinite size-system); ii) is
consistent with the traditional finite size scaling approach already used in critical phenomena; iii) enables
the computation of some of the universal functions appearing in the finite size scaling formulation; iv) allows
scale transformations leaving the cut-offs invariant, like in the traditional renormalization approach; v) can
be formulated to allow for positive or negative fields and parameters; vi) leads to new predictions about
the shape of some distributions in critical phenomena or turbulence which are in very good agreement with
the experimental or numerical findings.

PACS. 05.65.+b Self-organized systems – 05.70.Jk Critical point phenomena – 47.27.Gs Isotropic
turbulence; homogeneous turbulence

1 Introduction

Systems or phenomena involving no characteristic scales
are usually called “scale invariant”. This is the case of
turbulent flows and of critical phenomena (hereafter CP),
two examples will shall focus on in the present paper. One
interesting consequence of scale invariance is the power
law shape of the physical quantities describing the sys-
tem: thermodynamic quantities behave like ξα, where α is
a critical exponent and ξ is the correlation length, which
diverges at a second order critical point; in turbulent flows,
the nth moment of the distribution of velocity fluctuations
over a distance ` scales like `ζ(n), where ζ(n) = n/3 in the
Kolmogorov theory [1]. The concept of scale invariant sys-
tem ceases of course to be valid when characteristic scales
appear in the problem, such as upper or lower cut-offs, in
finite size systems. The characterization of the influence
of finite size effects in scale invariant systems has been
the subject of a broad literature. In most cases, finite size
effects are described using more or less elaborate version
of a simple dimensional argument: if a new lengthscale
L (e.g. the size of the system) appears in the problem,
the original scale invariant law will be modified by a non
dimensional factor built with this new scale. In CP, the
thermodynamical quantities φ, near the critical point, in
finite geometry, should behave like:

φ = ξαf(ξ/L), (1)
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where f is an unknown function, which could be univer-
sal [2]. This description of the crossover or rounding of the
singularity in CP was first formulated by Fisher [3] and
Fisher and Barber [4]. It is called Finite-Size Scaling and
was intensively used to analyze numerical data on finite
systems (for a review, see e.g. Barber [5]).

In turbulence, the modifications to the structure func-
tions induced by finite size effects can be similarly de-
scribed by introducing a family of unknown functions
fn(`/L) modulating the usual power laws. In a suitable
asymptotic limit `/L � 1, these function can behave
themselves as a power law, and modify the apparent scal-
ing exponents of the structure functions, thereby explain-
ing the measured deviations to the linear law ζ(n) =
n/3 obtained in real experiments or numerical simula-
tions [6]. This case was discussed at length in the book of
Barenblatt [7] under the name of “similarity of second
kind”. More recently, Dubrulle and Graner [8,9] have de-
veloped a new formalism to study the scale symmetry
breaking induced by finite size effect and allow a sys-
tematic comparison of the function fn between different
systems with different statistics. In this framework, they
showed how to obtain the simplest (generic) symmetry
breaking function in turbulent flows [10]. Their approach
was inspired from an original attempt by Nottale [11–14],
who tried for the first time to include physical cut-offs
(like the Planck scale or the Cosmological scale) into a self-
consistent formulation of scale invariance, named scale rel-
ativity. This theory introduces new scale transformations
whose main characteristic is to leave invariant the physical
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cut-off of the theory. These scale transformations are not
a symmetry of the equations of physics as presently writ-
ten. Rather, they are a symmetry of new, effective equa-
tions of physics, which would arise if the existence of
cut-offs (linked with the postulated non-differentiability
of space-time in Nottale’s theory) was included in the
physics itself, and not via boundary conditions, as it is
usually done.

Interestingly enough, the property of invariance of the
scale transformation at the cut-off in Nottale’s theory has
some counterpart in the theory of critical phenomena. The
analog of Nottale’s set of scale transformations is, in CP,
the renormalization group. This group is built so that the
cut-off scale is invariant under any renormalization [15].
Also, in finite size renormalizations, the system size L
is constrained to remain non-renormalized [16], which
makes it another fixed point of the renormalization group.
This remark motivated us to try to apply the strategy of
Nottale to critical phenomena and to turbulence. Specifi-
cally, we shall introduce simple new scale transformations
leaving cut-offs invariant and examine the generic prop-
erties of thermodynamical quantities or probability distri-
butions in a system invariant under these transformations.
Our approach is different from the traditional finite size
scaling assumption because it is based on the existence of
a new symmetry, generalizing the usual scale invariance.
We shall refer to it as “finite-size scale invariance”. As we
shall see, it enables explicit derivation of the finite size
scaling functions. The present approach is then difference
in essence from the approach followed in [8–10]: Dubrulle
and Graner develop a formalism to study scale symmetry
breaking induced, e.g. by finite size effects – they are seen
as boundary conditions; here, we include the finite size
effects into a new definition of the symmetry, to study
invariance properties via this new symmetry group. Inter-
estingly enough, the scale symmetry breaking approach
and the finite size scale symmetry approach lead to sim-
ilar results in some special cases. We do not know if this
coincidence is only fortuitous. If it were not, it might be
a justification of the present new approach.

Also, we shall adopt a slightly more general point of
view than Nottale, who only considered cut-offs in the
scale space. In fact, in a power law like φ ∼ `α, the quan-
tity φ is also unbounded: when ` goes from 0 to∞, φ goes
from 0 (resp. ∞) to ∞ (resp. 0) when α is positive (resp.
negative). This shows that power laws are possible only
in systems where both the scale and the field φ are un-
bounded. The finite-size generalization to scale invariance
should be able to deal with cutoffs both in scale space and
in the field space, at variance with Nottale’s theory.

However, like in Nottale’s theory, our finite size scale
transformation shall not be a symmetry of the equations
describing the system (like Navier-Stokes equation). The
implicit requirement for applicability of our theory to real
systems is that the system places itself in a state where
effective laws of interaction appear, taking into account
the cut-offs, and invariant under our finite-size transfor-
mations. At the present time, we have no mean to proving
whether and when such hypothesis is valid, although we
shall present some speculations about how it could happen

in turbulence. Note that a similar kind of hypothesis about
conformal invariance has been made by Polyakov [17] in
the case of 2D turbulence: Navier-Stokes equations are not
conformally invariant, but assumption that the structure
function obey this symmetry leads to interesting predic-
tions which are not in contradiction with present available
data [18]. As we shall see, this is also the case if one in-
stead assumes finite size scale invariance. Even if our main
assumption turned out to be invalidated, we feel that the
present theory could still be the basis of useful compar-
isons and help qualitative understanding of some finite
size effects.

2 Finite size scale invariance

2.1 Useful preliminaries about scale invariance

Before introducing our new finite size scale operator, let
us briefly recall a few salient features of the conventional
scale symmetry. Consider a physical quantity φ depending
on a parameter r like a power law:

φ = φ(r0)
(
r

r0

)α
, (2)

where φ(r0) and r0 are reference field and parameter,
and α is an exponent, characteristic of the field. For
simplicity, we shall furthermore assume that both φ
and r are positive quantities. The generalization to
non-positive fields and parameters will be discussed in
Section 4. In critical phenomena, we can think of φ as a
thermodynamical quantity and r as the reduced order
parameter (e.g. r = (T − Tc)/Tc, where T and Tc are the
temperature and the critical temperature); in turbulence,
φ can be any order structure function and r the distance
over which the velocity difference is taken. Notice that
if we allow r to vary between 0 and ∞, φ can take any
value between 0 and ∞, and vice-versa. This type of law
does not seem to like finiteness of one of the parameter,
if the other one is unbounded. Also, a striking feature of
equation (2) is that the reference quantities appear rather
arbitrary. One could as well rewrite (2) using another
reference field φ1 and another reference parameter r1
provided they obey φ(r0)/φ1 = (r0/r1)α. This absence
of characteristic reference is a well-known property of
power laws, and makes them closely associated with scale
invariance. In fact, it can be recast under a more formal
invariance, reflecting the scale symmetry of the field:

φ(λr) = λαφ(r), (3)

where λ is an arbitrary parameter. Equation (3) means
that the power law field is invariant under the homotetical
transformation r → λr; φ → λ−αφ. Everybody working
in critical phenomena or turbulence is familiar with this
symmetry. Note that the invariance (3) explicitly intro-
duces the scaling exponent α. This is annoying, because,
sometimes, by looking at the equations of evolutions, and
searching for rescaling (3) which leaves the equation in-
variant, you pick up an exponent (the dimensional ex-
ponent), which is not the one you observe! This means
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that there is probably another way of expressing the scale
invariance, which does not involve explicitly the scaling
exponent. Such a – less familiar – equivalent form of (3),
which will be useful to introduce our finite size general-
ization of scale invariance, can be found by picking up
an arbitrary reference field φ0 and an arbitrary reference
parameter r0 and introducing the log variables:

U = ln(φ/φ0)
s = ln(r/r0)

U(0) = ln
(
φ(r0)/φ0

)
,

U(s)− U(0) = αs. (4)

Note that everything is simpler if we pick up φ0 = φ(r0),
but this simplification is not needed here. We shall come
back to this point later. Also, since both r and φ are al-
lowed to vary between 0 and ∞, the log-variable describe
the whole real interval between −∞ and ∞.

In these variables, equation (3) can also be written:

U(s) = U(s+ µ) + g(µ),
g(µ) = U(0)− U(µ), (5)

for any µ. Reciprocally, any regular function obeying (5)
is necessarily of the shape U(s) − U(0) = αs, where
α = U(1) − U(0) is an arbitrary parameter selected by
the initial conditions. So this new invariance is a property
of any power law field. It is therefore a general scale sym-
metry and can be used whether the scaling of the field is
dimensional or not!

The transformation associated with (5) is, in log-
variable, s → s + µ; U → U + g(µ), where g(µ) satisfies
g(µ + µ′) = g(µ) + g(µ′). This clearly defines an internal
composition law for the transformations. The set of all
such transformation defines a group, which corresponds
to the traditional scale symmetry. We note that this scale
symmetry has the “infinite limit” build-in because of the
use of the addition as the composition law: by repeatedly
adding any number to a given number, you can reach any
arbitrary high value. So any field with this symmetry is
necessarily unbounded. This remark is the key to our pro-
posed generalization of (5) to finite systems: instead of the
addition, we would like to pick up a composition law which
operates only over a finite interval. Once the bounds of the
interval have been defined, there is not so much freedom.
Before discussing this, it is useful to underline a gauge
invariance of our approach.

2.2 The gauge invariance

In the previous section, we have shown that by introduc-
ing simple log variable s and U defined by (4), one is
able to reformulate the scale symmetry using the addi-
tion as an internal composition law. There is however a
wider set of possibilities, linked with our freedom to non-
dimensionalize the log-variables (see the detailed discus-
sion about this point in [8]). Consider indeed a more gen-
eral case where instead of non-dimensionalizing the field

φ and the parameter r by two constants φ0 and r0, one
chooses instead to pick up functions of lnφ and ln r, i.e.
φ0(lnφ) and r0(ln r). This way, we now define two isomor-
phisms Φ and R, linking our variables s and U :

s = R(ln r); U = Φ(lnφ). (6)

In that case, the internal composition law associated with
the scale symmetry will not be the addition law, but a law
isomorph to it via the function Φ and R:

s→ s ⊥ µ = R
(
R−1(s) +R−1(µ)

)
,

U → U ⊥̃ g(µ) = Φ
(
Φ−1(U) + Φ−1

(
g(µ)

))
. (7)

This freedom to choose the variables associated with the
definition of the scale symmetry is actually a sort of gauge
invariance. An interesting but unsolved question would be
to identify the physical field associated with this gauge1.
In the sequel, we shall stick to simplicity and work under
the simplest gauge and choose our reference quantities in
log-variable so that the isomorphisms R and Φ are the
identity.

2.3 Finite size composition law

In the most general case, composition laws over an inter-
val [s−, s+] are necessarily isomorph to the composition
law [19]:

s ⊗̃ s′ =
s+ s′ − ss′(1/s− + 1/s+)

1− ss′/s−s+
· (8)

This composition law admits s = 0 as a neutral element,
and two absorbing fixed points s− and s+. Of course, once
we have fixed the gauge by letting s follow (4), we have
fixed the isomorphism to be the identity: the only law over
an interval [s−, s+] generalizing the addition (i.e. the scale
symmetry) for s = ln r is the law (8)2.

When r is the scale, and s = ln(`), the composition
law (8) is almost identical to the “scale relativity” com-
position law adopted by Nottale [13]. We actually relaxed
the constraint s− = −s+ adopted by Nottale. This last
case corresponds to the situation where the composition
law is Lorentzian (relativistic), hence the name used by
Nottale. We would like actually to go one step beyond
Nottale, because, as stressed in the Introduction, there is
also the possibility of cut-offs in the field φ. By the same
reasoning as for the parameter s, we therefore define a
composition law for the “log-field” U as:

U ⊗ U ′ =
U + U ′ − UU ′(1/U− + 1/U+)

1− UU ′/U−U+
, (9)

where U− and U+ are cut-offs for the log-field U . Note
that our two composition laws tend towards the addition
in two limits: when the cut-offs tend to infinity, and when
the variable are small in front of the cut-offs.

1 In Nottale’s theory, for example, the gauge invariance stem-
ming from his definition of scale invariance is associated with
the electric charge.

2 Indeed, the only isomorphism solution of s + s′ =
R
�
R−1(s) +R−1(s′)

�
for any (s, s′) is the identity.
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2.4 The choice of the reference in the log-variables

To be coherent with our choice of the composition laws,
we need now to define our reference quantities in the log-
coordinates in a physically coherent way. Our composi-
tions laws tend to the addition law when s and U are
close to zero. This means that in that region of the pa-
rameter space, the properties of our physical quantities
will be nearly indistinguishable from the “infinite scale
invariance” behavior. In other words, we should choose r0
and φ0, the references in (4) as the values where the field
behaves as a power law. Do such values exist and lead
to a finite normalization for the log-variables? (Obviously,
a normalization by r0 = 0 is not very helpful!). Using a
second-order development to a scale invariant equation,
Nottale [14] shows that a finite scale naturally appears at
the transition between the two limiting scales. In critical
phenomena, there are heuristic arguments to prove that
in a system of finite size L, the critical behavior occurs at
a finite value rL, shifted from 0 by a quantity O(L−1/ν),
where ν is the exponent of the correlation length. Also,
in turbulence, there are experimental evidence that the
structure functions behaves like power laws around a typ-
ical length called the inertial length l0. This length approx-
imately increases with the Reynolds number. This means
that we can here use the Reynolds number as a measure of
finite size effects. In the sequel, the label L will therefore
denote either the finite size in critical phenomena, or the
finite Reynolds number in turbulence.

For the field φ, we can choose the correct normalization
by exploiting the finite size scaling formula which should
still hold for our theory to be a useful generalization of
finite size scaling. Obviously, at the shifted critical point
rL, the correlation length verifies ξ ∼ L, and so, from (1),
we have: φ(rL) ∼ L−α ∼ r

−α/ν
L , where α is the critical

exponent that φ would have in an infinite size system.
We call φL = r

−α/ν
L and use this value to normalize our

log-coordinate. Now, since φL necessarily lies in between
the two cut-offs of the field, U+ and U− are necessarily of
opposite sign. This avoids some pathological divergences
found in [20,21].

2.5 The finite size scaling transformation

We can now summarize all our findings and define formally
our finite size scaling transformations. For a given physical
field φ of a parameter r, we introduce the log-variables:

U ≡ ln(φ/φL),
s ≡ ln(r/rL). (10)

With our choice of references, we have exactly U(0) = 0.
Now, we can introduce the physical cut-offs of the pa-
rameter r± of r and of the field φ±, with the convention
that r− = 0 (resp φ− = 0) if there is no lower cut-off
for r (resp. for φ), and r+ = ∞ (resp. φ+ = ∞) if there
is no upper cut-off for r (resp. φ). In log-variables, these
cut-offs translates into log-cut-offs noted s± and U±. Our

finite size scale transformation then can be written as:

S(µ) : s→ s ⊗̃ µ,

U → U ⊗ g(µ), (11)

where ⊗̃ and ⊗ are the composition law given in (8)
and (9), µ is the transformation parameter and g(µ) a
function of µ which characterizes the transformation, and
that we derive now.

2.6 Characterization of the function g(µ)

The function g(µ) can be derived by imposing that our
scale transformations form a group. By composing two
transformations of parameters µ and µ′, and imposing
that the resulting transformation itself belongs to the
group, we obtain the condition:

g(µ ⊗̃ µ′) = g(µ)⊗ g(µ′). (12)

This condition is sufficient to determine completely the
shape of g(µ), as a function of the fixed points of the com-
position law ⊗̃ and ⊗. The proof is given in Appendix.
For example, it is easy to check that for s± → ∞, and
U± → ∞, where the composition laws tend to the addi-
tion, the rule (12) is only compatible with g(µ) = αµ. This
is the traditional self-similar case, studied in Section 2.1,
(Eq. (5)). There are, however, other possibilities, arising
in systems where at least one of the four parameter s± or
U± is not infinite. The total number of possibilities is ac-
tually nine. The list of corresponding possible shapes for
g(µ) is given in the Table 1.

Once the shape of g(µ) has been fixed according to
the Table 1, it is easy to check that the set of transfor-
mations (11), labeled by µ and g(µ), has a (commuta-
tive) group structure, with neutral element correspond-
ing to µ = g(µ) = 0. We have indeed constructed a
new set of symmetry transformations, generalizing the tra-
ditional scale symmetry transformation (obtained when
s± = U± = ±∞). We now explore some consequences of
invariance with respect to this new symmetry.

3 Consequences

3.1 Symmetrical fields

3.1.1 Their shape

Invariant fields under traditional (infinite size) scale sym-
metry are power laws. How does this result generalize
in the case of finite size scale symmetry? Invariant fields
obey, in log-variables, the condition:

U(s) = g(µ)⊗ U(s ⊗̃ µ), ∀µ. (13)

Inverting this relation and setting s = 0, we get, since
U(0) = 0:

U(µ) ≡ g(µ)[−1] = − g(µ)
1− g(µ)

(
1/U+ + 1/U−)

) , (14)
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Table 1. Possible shapes of g(µ) as a function of the nature of the fixed points of the composition law for s and for U . They
are only nine possibilities. On the leftmost column, the only three possibilities for the fixed points s+ and s− of the composition
law for s are indicated. On the first row, the only three possibilities for the fixed points U+ and U− of the composition law of
U are indicated. The corresponding shape of g is at the intersection of the corresponding column and row. Here, α is a free
parameter, which depends on the system and cannot be constrained by symmetry arguments.

....
s±

U± U+ =∞
U− =∞

g(m) = m

U+ =∞
U− finite

g(m) = U−(1− βm)

U+ 6= U− finite
U− finite

g(m) = U−U+
1− βm

U+ − U−βm

s+ =∞
s− =∞

m = µ

g = αµ
g

U−
= 1− eαµ g

U−
=
U+ − U+eαµ

U+ − U−eαµ

s+ =∞
s− finite

m ∝ ln

�
1− µ

s−

� g = α ln

�
1− µ

s−

�
g

U−
= 1−

�
1− µ

s−

�α
g

U−
=
U+ − U+

�
1− µ

s−

�α
U+ − U−

�
1− µ

s−

�α
s+ 6= s− finite
s− finite

m ∝ ln

 
1− µ

s−

1− µ
s+

! g = α ln

 
1− µ

s−

1− µ
s+

!
g

U−
= 1−

 
1− µ

s−

1− µ
s+

!α
g

U−
=

U+ − U+

�
1− µ

s−
1− µ

s+

�α

U+ − U−
�

1− µ
s−

1− µ
s+

�α

where the superscript [−1] means inverse of g(µ) via the
composition law ⊗. So, the possible shape of U depends
on the possible shape of g(µ), i.e., on the nature (finite
or infinite) of the fixed points of ⊗̃ and ⊗. Since there
are nine possibilities, we shall not detail each case (see
Tab. 1). Instead, we stress general features shared by all
the cases. A first interesting feature of the symmetrical
solution is that the field cut-offs are necessarily attained
at the parameter cut-offs: U(s−) = U+ and U(s+) = U−.
This is a necessary (but non sufficient) condition for a
field to be invariant by the finite size scale invariance.
A second interesting property is the disappearance of the
classical power law behavior, replaced by an apparent scale
dependence of the local scaling exponent:

dU
ds

=
dg/ds(

1− g(s)(1/U+ + 1/U−)
)2 · (15)

This property had already been noted by Nottale [13] and
used to characterize the classic/quantum transition. To
illustrate this modification induced by finite size effects,
we show in Figure 1 a typical finite size scale invariant
function, compared with a self-similar function with same
slope in s = 0. The corresponding local exponent given
by (15) is plotted in Figure 2 for comparison. In Figure 1,
we observe only approximate self-similarity in the neigh-
borhood of s = 0, r = rL. The influence of the two cut-offs
becomes clearly visible, as the local exponent diverges or
tends to zero at their location.

3.1.2 Compatibility with finite size scaling

The symmetrical fields, given by (14) do also obey the
traditional Finite Size Scaling (1). By definition, φ =
φL exp(U) and s = ln(r/rL) = − ln(ξ/L)/ν. So, since
φL = r

−α/ν
L = Lα, we get:

φ = ξα exp
(
− g(s)

1− g(s) (1/U+ + 1/U−)
− α ln(ξ/L)

)
.

(16)

Since s is a function of ξ/L only, the function correct-
ing the power law behavior is a function of ξ/L only. We
have here finite size scaling, where the correction func-
tion can be computed explicitly using Table 1 once the
cut-offs are known. Practical examples are worked out in
Section 5. Since the shape of g only depends on the na-
ture of the cut-offs, the correction function is “universal”:
it does not depend on the field itself directly, but only on
the finiteness or nor of its cut-offs. We have in the present
framework a direct proof of the universality conjecture of
Fisher and Barber [4].

Formula (14) is also compatible with similarity of sec-
ond kind. Indeed, in the neighborhood of s = 0, the cor-
rection function behaves like rδα, where δα = dg/ds(s =
0)− α is a correction exponent. When this correction ex-
ponent is zero, we do not have similarity of second kind,
the exponent measured in the finite size system near rL
is equal to the exponent measured in a infinite size sys-
tem and the correction function behaves like a log-normal
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Fig. 1. Comparison between the self-similarity and the finite
size similarity. For simplicity, we considered only the case where
the field is bounded, while the parameter r can be unbounded.
The purely self-similar function is given by the straight line,
the two generic deviations to self-similarity in that case (see
Tab. 1), are given by the dashed line, and the dashed dotted
line. Note the apparent self-similar range appearing around
r = rL.

Fig. 2. Comparison between the local scaling exponents for
the functions given in Figure 1. One sees that the three local
exponents collapse at r = rL (in the middle of the appar-
ent self-similar range), but that none of the finite size similar
functions are truly ever self-similar, since the local exponent is
never constant.

function e−(ln(r))2
in the neighborhood of r = rL. When

this correction exponent is non-zero, the correction func-
tion behaves like a power-law, with log-normal corrections.

4 Generalizations

4.1 The case of several field variable

The definition of the finite size scale symmetry can
be easily generalized to function of several variables.
One just needs to introduce one composition law of
the type (8) per variable, each composition law de-
pending of the cut offs of the corresponding variable.
So, for a function H(φ1, φ2, . . . φn), we introduce n + 1

log-variables: h = ln(H/H0), U1 = ln(φ1/φ1,0), . . . Un =
ln(φn/φn,0) where H0 ∼ Lβ, φ1,0 ∼ Lα0 ..., and n+ 1 com-
position law ⊗0, . . .⊗n. The finite size scale symmetry for
H then writes:

h(U1, . . . Un) = µ⊗0 h
(
U1 ⊗1 g1(µ1), . . . , Un ⊗n gn(µ)

)
,

(17)

where g1, . . . , gn are functions of µ which can take only
one of the nine generic shape given in Table 1.

This generalization to several variables can be used
to define a finite size renormalization by taking one vari-
able, say φn to be the scale ` tracking the renormal-
ization procedure. Now, by iterating several finite scale
renormalization, the scale ` necessarily converges to the
fixed point, say L, and any function of several variable
h(U1, . . . , Un−1, `) converges towards h(U1, . . . , Un−1, L),
which is a fixed point of the renormalization procedure:

h(U1, . . . , Un−1, L) =

µ⊗0 h
(
U1 ⊗1 g1(µ), . . . Un−1 ⊗n−1 gn−1(µ), L

)
. (18)

As we show in Section 5.1, this property can be used to
determine the finite size scaling properties of a function
of several parameters.

4.2 Non positive fields and parameters

In general, fields and parameters can take positive and
negative values. For example, the order parameter goes
from positive to negative upon crossing the critical value.
In turbulence, the velocity increments can take positive
and negative values. So, it is of great interest to gener-
alize the finite scale symmetry to non positive fields and
parameters. This generalization sets only technical diffi-
culties, not conceptual one. A non-positive field can in-
deed be considered as a two-dimensional field, with one
coordinate representing its modulus, and one coordinate
representing its phase. Then, one can upgrade the finite
size composition law to two dimensions. This was done
by [22]. The only technical difficulty is then the finding
of the generic shapes of the symmetry parameters gener-
alizing the one dimensional case (the results of Tab. 1).
To understand that, let us consider only the case of one
field variable, φ, depending on only one parameter r. As
previously, we introduce the log-coordinates, except that
now they are two-dimensional:

U = ln(φ/φL), V = Θ −ΘL,
s = ln(r/rL), t = θ − θL. (19)

In these coordinates,Θ and θ are the phase of the field and
of the parameter, and all the quantities labeled by L are
references quantities. For a positive (resp. negative) field
or parameter, the phase is equal to 0 (resp. π), but we al-
low a continuous variation of the phase through the finite
scale symmetry by an analytic continuation in the com-
plex plane. In two dimension, the composition law gener-
alizing (8) is [22]:

(U ′′, V ′′) = (U ′, V ′)⊗ (U, V ) (20)
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where ⊗ is the composition law:
U ′′ =

U + U ′ − aUU ′ − dV V ′ − j(U ′V + UV ′)
1− hUU ′ − kV V ′

V ′′ =
V + V ′ − cjUU ′ − bV V ′ − cd(U ′V + UV ′)

1− hUU ′ − kV V ′ ·
(21)

Like in 1D, the composition law can be characterized
by its fixed points, which depend on the parameters
a, b, c, d, h, k, j. The coefficients a, b, c, d, h, k and j are pa-
rameters depending on the physical model. They satisfy

h = ck, −k + ad+ jb = j2 + d2c. (22)

We have therefore five free parameters, four to charac-
terize the cut-offs of U and V , and one to characterize
the coupling between phase and modulus. Moreover, since
V is a phase, its two cut offs V+ and V− must satisfy
V+ − V− = 2π. This sets an additional constraint on the
parameters a, b, c, d, h, k, but it is not easy to express it,
except in some simple cases (see e.g. Sect. 5.2.2).

With this two-dimensional composition law, we can
now express the finite size scale transformation for any
general field and parameter as:

S(µ1, µ2) : (s, r)→ s ⊗̃ (µ1, µ2),

(U, V )→ (U, V )⊗
(
g1(µ1, µ2), g2(µ1, µ2)

)
,
(23)

where ⊗̃ and ⊗ are the composition law given by formula
like (21), (µ1, µ2) is the (2D) transformation parameter
and g1(µ1, µ2), g2(µ1, µ2) two functions which character-
ize the finite scale transformation. Because of the group
structure, these function satisfy the condition generalizing
the 1D case:

(g1, g2)
(
(µ1, µ2) ⊗̃ (µ′1, µ

′
2)
)

=

(g1, g2)(µ1, µ2)⊗ (g1, g2)(µ′1, µ
′
2). (24)

Finding the functions g1 and g2 is in principle possible
via an iteration formula, like in the 1D case: iterating m
times equation (24) starting from (1, 1), one obtains ex-
pression of µ1(m), µ2(m) and g1(m), g2(m) and so one
gets an implicit representation of g1 and g2 as a function
of µ1 and µ2. The technical difficulty here involves the
finding of the explicit expression of µ1(m), . . . , g2(m) as
a function of the parameters of the composition law (21).
This is however tractable in some simple examples. We
explore one example in Section 5.2.2, as an application to
turbulence.

5 Examples of application

To illustrate the interest of the concept of finite size scale
invariance, we now present a few applications, borrowed
from critical phenomena and turbulence.

5.1 Critical phenomena

5.1.1 The correlation function

The correlation function ξ∞ is unambiguously defined in
an infinite size system where the pair correlation function
decays exponentially. Even when the exponential decay
does not hold, it is generally assumed that some char-
acteristic length ξ∞ can be defined, such that it deter-
mines the scale variations of the correlation function, and
that it diverges at the critical point: ξ∞(t) ∼ |t−ν |, where
t = (T − Tc)/Tc, Tc being the critical temperature. The
definition of a correlation length in a finite size system in-
volves some subtilities (see e.g. [23]). Here, we assume that
a correlation scale has been somehow defined to determine
the scale variations of the correlation function, and we ex-
amine what are the possible shapes allowed by a finite
size scale symmetry. For simplicity, we restrict our study
to the case of positive variables, and we assume that there
is only one cut-off in the scale space, determined by some
larger scale L. Since the correlation scale is a scale itself,
its composition law is determined by the existence of this
single cut-off scale L. On the other hand, the temperature
can take any value between t = 0 and t = ∞, so that
the composition law for temperatures is just the addition.
We note tL = O(L−1/ν), the shifted temperature defining
the critical finite size behavior, and ξL = t−νL the corre-
sponding value of ξ. This value is O(L), we denote it bL,
where b < 1 is a prefactor which cannot be computed from
symmetry arguments only. The finite size scale symmetry
then means that:

ln
(
ξ

bL

(
ln(t/tL)

))
= g(µ)⊗ ln

(
ξ

bL

(
ln(t/tL) + µ

))
,

(25)

where U ⊗V = U +V +UV/ ln(b) and g(µ) = ln(1/b)(1−
eαµ), see Table 1. By applying (25) with µ = − ln(t/tL),
we therefore get:

ln
(
ξ

bL

)
= ln(1/b)

(
1−

(
t

tL

)−α)
. (26)

As t goes from 0 to ∞, ξ goes from 0 to L. The corre-
lation length can never exceed L, and so, never becomes
infinite, unlike in the infinite size system case. There is
approximate power law dependence of ξ near t = tL. In
that neighborhood, ln ξ ∼ α ln(1/b) ln(t). This defines an
approximate scaling exponent which coincides with the
infinite size case provided α = −ν/ ln(1/b). Finally, equa-
tion (26) defines a finite size scaling function f = ξ/t−ν ,
which is

f(X) ∝ exp
(

1− e−α ln(X) − ν ln(X)/ ln(1/b)
)
,

X = tL1/ν . (27)

This function is shown in Figure 3. in the cases α =
−ν/ ln(1/b) and α 6= −ν/ ln(1/b).



764 The European Physical Journal B

Fig. 3. Plot of the universal scaling function in the case
α ln(1/b) = −ν (full line), and α ln(1/b) 6= −ν (dotted line).
In the first case, the behavior of the function around r = rL is
Gaussian, while in the second case, it is exponential.

5.1.2 An avalanche distribution function

To give a more elaborate application, let us now consider
the case of the distribution function of some statistical
quantity S, in a system with order parameter t. We denote
D(S, t) this distribution function. We assume that the fi-
nite size occurs because somehow the statistical quantity
cannot take values larger than some value. We have in
mind for example the case of random-field Ising model
at zero temperature [24]. Near the critical point, the spin
system goes into a series of avalanche, the distribution of
which size is given by D(S, t), where here t is the ampli-
tude of the noise parameter. Obviously, on a finite size
lattice, the number of possible spin is limited, so is the
size of the largest avalanche. We denote this size by S+.
On the other hand, avalanche of size zero can be formally
defined, so there is only one cut-off in the avalanche size.
As for D and t, they can take a priori any value between
0 and ∞, so the finite scale invariance property of D is:

lnD
(
ln(S/SL), ln(t/tL)

)
=

lnD
(
ln(S/SL)⊗ g(µ); ln(t/tL) + µ

)
+ γµ, (28)

where SL and tL are some reference quantities depending
on the size of the system, U ⊗ V = U + V − UV/U+ and
g(µ) = U+(1−eαmu), U+ = ln(S+/SL) see Table 1. A first
interesting computation is to find the distribution DL(S)
at the critical parameter t = 0. Since it is a fixed point of
the transformation, it obeys:

lnDL

(
ln(S/SL)

)
= lnD

(
ln(S/SL)⊗ g(µ)

)
+ γµ, ∀µ.

(29)

This equation has only two types of solutions: if D(S) = 0
for any S different from 0, D is simply proportional to a
delta function D(S) ∼ δ(S); if there is at least one S, say
S = 1 for which D is non zero, we can write (29) with
S = 1, and setting X = SL exp(g), we find, since D is a
distribution function and D(lnX) = XD(X):

D(X) =
D(1)
X

(
1− ln(X)/U+

)−α/γ
, ∀X < S+/SL.

(30)

Fig. 4. Illustration of generic finite size corrections to a power-
law distribution function. The cut-off here has been taken to
3 × 106. The power law is only valid near X = 1, which was
taken as the reference.

We note that in the limit S+ →∞ (infinite size system),
then U+ = ln(S+/SL) → ∞, and this distribution tends
to a power law X−1+α/(U+γ). This is the well-known scale
invariant shape of many distribution near or at the criti-
cal point. In the presence of finite size effects, the power
law shape is modified by a factor O(S/S+), which is only
important near the cut-off. Far from the cut-off, the dis-
tribution still looks like a power law; near the cut-off, the
distribution tends rapidly to zero, and deviates from the
power law behavior (Fig. 4).

Now, we can also get the shape of the distribution func-
tion at any t by using the finite size scale symmetry (28)
with µ = − ln(t/tL). A little algebra leads to:

D(S, t) =
1
S

(
1− ln(S/SL)/U+

)−α/γ
F
(

eg(t)Sβ(t)
)
,

(31)

where g(t) = U+

(
1− (t/tL)−α

)
and β(t) = (t/tL)−α. This

shape is different from the usual finite size scaling adopted
e.g. by Sethna [24], which is:

D(S, t) = SτF (tSσ). (32)

So, if one actually tries to obtain σ and τ by ordinary
Widom collapse, one should observe a variation of σ and
τ with t. Also, note that here, the parameter governing the
prefactor of S in the universal function is eg instead of t
and varies like this: it goes from 0 at t = 0, up to a constant
value eU+ at larger values of t. This behavior is similar to
the behavior of (T − Tc)/T , which goes from 0 to 1, as
T varies. This suggest that the scaling should be better
if instead of t one uses (T − Tc)/T in the formula (32).
These two features were actually noted in [24,25].

5.1.3 Illustration

To make the previous assertions more quantitative, we
have conducted a finite size scaling analysis of the spin
avalanche distribution along the lines discussed in the pre-
vious section. The data we used were kindly provided to us
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Fig. 5. Integrated (over a loop) size distribution of avalanches
in a spin system forced by a random magnetic field. The dis-
tribution is shown for four values of the variance of the field,
which is the order parameter in the system. As one approaches
the critical point (Rc ≈ 2.07, see text), one observes the de-
velopment of a power-law behavior, characteristic of critical
behavior. Data courtesy J. Sethna.

by James Sethna. They come from numerical simulations
of spins over an hyperlattice. The spin interact ferromag-
netically and are subject to a uniform magnetic field H
and to a random Gaussian field with width proportional
to R. This quantity plays the role of the order parame-
ter. The simulations and the properties of the system are
discussed at length in [24,25]. For a critical value Rc of
R and a critical value Hc of the uniform magnetic field,
an infinite spin avalanche occurs and the magnetization
curve shows a discontinuity. Near Rc and Hc, avalanches
of all sizes occurs, and one finds critical scaling behaviors.
We are here interested in the size distribution of all the
avalanches that occur on a hysteresis loop, for H from−∞
to ∞. We denote this distribution by D(S,R). Figure 5
shows the typical distributions obtained at four different
values of the parameter R. One sees that as R diminishes,
one observes a more prominent power-law behavior over
several decades. These data were recorded using a 3203

lattice for R = 2.5 to R = 4, and a 1 0003 lattice size
for R = 2.35. This number defines the value of the maxi-
mal avalanche size S+ which can occur in the system. For
simplicity, we took S+ = 109 for all four simulations.

As a first step, we tried to determine the shape of the
distribution at criticality by trying to fit formula (30) onto
the data at the smallest R. The best fit was obtained with
SL = 0.25 and α/γ = 0.79U+, leading to a power law
behavior D(S) = S−1.79 at criticality, for an infinite size
system. This shape is a little bit different from the S−2.03

shape found by [25] using traditional finite size scaling
analysis. With this shape, we then try to get the finite size
function g(r) and β(r) with r = R−Rc, using the collapse
formula (31). For this, we divided all the distributions
by their value at criticality, and located the value of the
maximum Smax and of the cut-off Scut-off of the resulting
curves. An easy algebra shows that if (31) is correct, β(r) is
proportional to 1/ ln(Scut-off/Smax) and that g(r) is equal
to − ln(Smax)β(r) up to a multiplicative and an additive

Fig. 6. Plot of the two characteristic finite size exponents in
the spin system, g(r) (squares) and β(r) (circles). The lines are
the fits using the theoretical predictions, dictated by finite size
scale invariance. The fits suggest that Rc = 2.07.

constants. The two corresponding functions are shown in
Figure 6. According to the theoretical prediction, β should
vary like a power law of r = R−Rc, and g like a constant
plus a power-law, with the same exponent as β (note that
the undeterminacy described above in the computation
of β and g does not change this behaviors). Using these
predictions, we performed a best fit over β and g to extract
the value of the critical parameter, and the value of the
exponent α. We found: Rc = 2.07 and α = 0.74. Our
value of the critical parameter is a little bit lower than
the Rc = 2.16 value inferred by [25]. This discrepancy
is not surprising regarding the differences of analysis. At
this stage, we do not claim that it is significant, because
our determination was made using only four distributions,
and not eight or nine as was done in [25].

Note however the extremely good agreement between
the “universal” theoretical shapes and the values we ex-
tracted. We shall see later using turbulent data an exam-
ple where the same kind of agreement is obtained, using
a much greater values of data points. The quality of our
analysis can be checked a posteriori by plotting all the
size distribution renormalized by the value at criticality,
as a function of the universal variable eg(r)Sβ. This is done
in Figure 7. One sees that the four curves collapse nicely,
defining the scaling function F appearing in (31).

5.2 Turbulence

We now turn to turbulence. We assume here that the finite
size effects – deviations from the Kolmogorov theory –
are given by the finite size of the Reynolds number. We
still label with a L any reference quantity representing the
“almost scale invariant quantity” at that finite Reynolds
number.

In turbulence, a traditional tool to explore the statis-
tical properties of the velocity u as a function of the scale
` is the distribution function of velocity increments δu(`)
over a distance `, defined as:

δu(`) = u(x+ `)− u(x).
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Fig. 7. Finite size collapse of the four distribution given in
Figure 5, using the theoretical formula (31), and the values of
β and g given in Figure 6. The collapsing curves defines a finite
size scaling function, which takes into account the finite size of
the system.

These quantities can be viewed as “poor man’s” wavelet
of the velocity field [26]. Similar but cleaner results can ac-
tually be obtained using real wavelet coefficients, as noted
by [27,26]. Therefore, we shall here consider δu(`) as a
wavelet coefficient of u, without reference to the analyz-
ing wavelet. The influence of its choice over the final result
will be discussed later. Since the velocity field can be posi-
tive or negative, the wavelet coefficient δu(`) can take any
sign. We first discuss the case of absolute value (modu-
lus) of the wavelet coefficient, to deal only with positive
values. The extension to negative value will serve as an
illustration of Section 4.2, and is done in Section 5.2.3.

5.2.1 About the characteristic length scale L

Before discussing distributions functions, it is interesting
to discuss the meaning in turbulence of the length scale
L which is used to in our theory to normalized the log-
variable (10). As discussed in Section 3, this length scale
defines the area of parameter were an apparent self-similar
behavior is observed. We believe that this peculiar length
scale has just been identified in turbulence by [28]. In
turbulence, in the infinite Reynolds number, infinite size
limit, a theoretical prediction due to Kolmogorov leads to
〈(δu)3〉 = − 4

5ε`, where ε measures the energy dissipation.
In real turbulence at finite Reynolds number (finite vis-
cosity) and finite size, [28] actually pointed out that the
Kolmogorov function K(`) = 〈δu)3〉/ε` is not constant,
but instead form a bell like curve with an approximate
plateau in the inertial range. As the Reynolds number is
increased, the plateau tends to be flatter and wider. The
interesting result found in [28] is that the location of the
maximum of the bell curve (the center of the plateau) oc-
curs at a specific length scale which varies like a power
law of the Reynolds number. All these features make this
newly discovered length scale the best candidate for our
normalization length scale L.

5.2.2 Distribution function of |δu(`)|

Any turbulent fluid is subject to a forcing. This forcing
is usually random, therefore opening the possibility that
the reference velocity fluctuation δuL – around which the
flow is approximately scale invariant – is also fluctuating.
This means that the probability distribution of a wavelet
coefficient δu(`) can be written:

P (|δu|, `) =
∫
PL

(
|δu|
σ

)
G`(σ)dσ, (33)

where PL and G` are respectively the probability distri-
bution functions of the reference velocity and of the ratio
|δu/δuL|. Such a shape was proposed several years ago
by Castaing and collaborators [29–31], in connection with
log-infinite divisible laws [32]. The function G is often re-
ferred to as the propagator. Let us compute for example
this propagator in the case where there is not cut-off in
the (log) scale space, and there is only a cut-off in the (log)
velocity space. Physically, ln(|δu(`)/δuL|) can be viewed
as the depth of the cascade from ` to L. Our assump-
tion therefore is equivalent to assume that this depth is
limited by a maximum or minimum step. This case has
already been discussed in the turbulent literature (see
e.g. [33,32]), so it is interesting to see what outcome it
given in the present framework.

This case is similar to the case discussed in Sec-
tion 5.1.2, except that since the probability distribution
functions must be normalizable to 1, γ = 0. Taking into
account the normalization, we therefore write G` as

G`(σ) =
β(`)
σ

F
(

eg(`)σβ(`)
)
, (34)

where F is some universal function, g(`) = U+(1 −
(`/L)−α) and β(`) = (`/L)−α. It can also be checked
that the fixed point distributions obtained in that case
(at ` = ∞ and ` = 0) are either a delta function, or the
distribution

G(σ) ∼ 1
σ
(
1− ln(σ)/U+

) · (35)

This means that, as ` varies, we obtain a continuous de-
formation of the propagator from the delta function to the
distribution (35).

Several interesting properties can be derived from the
shape of the propagator. First, we note that the shape (34)
is a generalization of the self-similar case β(`) = 1 and
g(`) = α ln(`) pertaining the Kolmogorov theory. Despite
its simplicity, (34) implies a non-trivial behavior of the
probability distribution function. For example, if F con-
tains an exponential part, the propagator G will be made
of stretched exponentials, the amount of stretching de-
pending on the scale. This feature is actually observed
in turbulence data. It can also be checked that a general
family of probability distribution function satisfying (34)
are functions whose Fourier transform is of the shape
exp(akε), i.e. are log-stable distributions. This includes
of course the case of log-normal propagator proposed as
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early as 1962 by Kolmogorov and Obukhov [34], and by
Castaing [29], or the case of log-Lévy propagators advo-
cated by Schertzer and Lovejoy [35,36] for geophysical
flows.

Let us now turn to the properties of the probability dis-
tribution function (PDF) of wavelet coefficients. The scale
variation of the propagator means that as scale varies, the
PDF varies from the PDF of the reference velocity, up to
the convolution of this PDF by the distribution (35). This
convolution creates a cusp at the center of the distribu-
tion, reminiscent of what is observed at small scales for
the PDF’s of velocity increments. It is also observed that
at large scale, the PDF’s go towards a quasi-normal dis-
tribution, which in our interpretation should correspond
to the PDF of the reference velocity. The shape of the
propagator (34) and the convolution imply an interesting
behavior of the moments of the wavelet coefficient distri-
bution. By simple changes of variables, these moments can
be put under the shape:

〈|δu(`)|n〉 = Hneng(`)
∫

enY/β(`)F (Y )dY, (36)

where the coefficients Hn only depend on the PDF at the
reference scale via the Laplace transform of H. Now, if we
allow the Reynolds number to tends to infinity (no finite
size effect), U+ tends to infinity, and β(`) = 1 and g(`) =
α ln(`). We recover the self-similar shape 〈|δu(`)|n〉 ∼ `ζ(n)

with ζn = nα. In general, more complex behaviors can
be expected. An interesting class of behavior is obtained
when F is log-stable: in this case, the log of its Laplace
transform is a power law nε, 0 ≤ ε ≤ 2 and the reduced
moments obeys the simple law:

〈|δu(`)|n〉
eng(`)

∝
(
〈|δu(`)|p〉

epg(`)

)(n/p)ε

· (37)

In other words, reduced function of different order can be
expressed as power-law of each other. This property was
observed in turbulence by Benzi et al. and named Gen-
eral Scaling [37]. Finally, we stress that the shape of the
functions g(`) and β(`) appearing in the propagator and
in the moments is exactly that proposed by Castaing [29]
using a hand-waving argument about the fractal dimen-
sion of the dissipation set. This shape was also derived by
Dubrulle and Graner [10] using a scale symmetry breaking
formalism, where the cut-offs are imposed via boundary
conditions and not directly in the formalism as here. This
may suggest that there is a deeper connection between the
two approaches, although we were not able to establish it.

5.2.3 Distribution function of velocity increments

Let us now try to generalize the results obtained previ-
ously to the wavelet coefficients, which can be negative
or positive. We can now generalize the convolution prop-
erty (33) to take into account the phase as:

P (δu, θ, `) =
∫
PL

(
|δu|
σ

)
G`(σ, θ). (38)

For simplicity, we have assumed that the reference phase
quantity is non random and zero. The propagator G now
describes how the phase and the modulus of the step of
the cascade evolve with scale. The probability of positive
increments is obtained from (38) by setting θ = 0 (resp.
θ = π). We allow for a coupling between the phase and
the modulus. A simple situation occurs when we allow
only influence of phase onto the modulus, and not the op-
posite. In the sequel, we shall not try to give any physical
justification of this simplifying assumption, nor on any
subsequent ones. This section is indeed only provided for
the sake of illustration of the method. As it turns out, the
outcome of the simplification provides a result which is at
least qualitatively in agreement with the observation. An
illustration of the application of the method and compar-
ison with turbulent data will be given in Section 4.2.4.

Upon this simplification, the relevant composition law
for the log-modulus U = ln |δu/δuL| and the phase V =
Θ − ΘL is equation (21) with c = 0. As for the scale, we
still consider it as a positive quantity, allowed to take any
value between 0 and∞, so its associated composition law
is just the addition. A propagatorG(U, V ) invariant under
finite scale symmetry then satisfies:

G
(
U, V, ln(`/L)

)
=

N(`)G
(

(U, V )⊗
(
g1(µ), g2(µ)

)
, ln(`/L) + µ

)
, (39)

where N(`) is a factor to ensure the normalization of the
propagator. Taking µ = − ln(`/L), and assuming for sim-
plicity that at ` = L, the modulus and the phase decouple:
G(U, V, 0) = F1(U)F2(V ), we get for the positive part and
the negative part of the propagator, in normal (non log)
variable:

G+(σ, `) ≡ G(σ, 0, `) =
S+(`)
σ

F1

(
eg+(`)σβ+(`)

)
,

G−(σ, `) ≡ G(σ, π, `) =
S−(`)
σ

F1

(
eg−(`)σβ−(`)

)
, (40)

where

S+(`) =
F2

(
g2

(
− ln(`)

))
F2

(
g2

(
− ln(`)

))
+ F2

(
π ⊗̃ g2

(
− ln(`)

)) ,

S−(`) =
F2

(
π ⊗ g2

(
− ln(`)

))
F2

(
g2

(
− ln(`)

))
+ F2

(
π ⊗̃ g2

(
− ln(`)

)) ,
β+(`) = 1− ag1

(
− ln(`)

)
− jg2

(
− ln(`)

)
,

g+(`) = g1

(
− ln(`)

)
,

β−(`) =
1− ag1

(
− ln(`)

)
− jg2

(
− ln(`)

)
1− kπg2

(
− ln(`)

) ,

g−(`) =
g1

(
− ln(`)

)
− dπg2

(
− ln(`)

)
− jπg1

(
− ln(`)

)
1− kπg2

(
− ln(`)

) ·

(41)
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Obviously, equation (40) is a generalization of equa-
tion (34). The function g1 and g2 characterizing the scale
behavior of the propagator can be computed by itera-
tion following the procedure explained in Section 4.2. One
finds:

g2(t) = V+V−
1− βt

V+ − V−βt
,

g1(t) = e(1−a−j)
R dx

1−kg2(x)

×
(
g1(0) +

∫
1− (d+ j)g2(x)

1− kg2(x)

× e−(1−a−j)
R dy

1−kg2(y) dx
)
, (42)

where V± are the fixed points of V , and β is a parameter.
Summarizing, we find that when the sign of the wavelet
coefficient is taken into account, one find a different prop-
agator for the positive and negative part. The difference
however only enters via some scale dependent functions
S±, β±, g± entering the argument of an universal function
F1. This behavior is in qualitative agreement with the ex-
perimental data [38]. We now present a more detailed,
quantitative comparison using real turbulence data.

5.2.4 Illustration

We provide here an illustration of several features of fi-
nite size scale invariance using data kindly provided by
Maurice Meneguzzi. The data come from a direct simu-
lation of Navier-Stokes equation with a spectral code at
a resolution 5123. Details of the numerical method and
on the properties of the flow can be found in [39]. The
Reynolds number (based on the Taylor microscale) of the
simulation corresponds to Rλ ≈ 130.

As a first step, we considered the structure functions
Sn(`) defined by:

Sn(`) = 〈(δu)n〉, (43)

where δu can be the velocity increment in the direction of
the vector ` (longitudinal increments) or in the direction
transverse to it (transverse increment). In the traditional
Kolmogorov picture, these structure functions should be-
have like power laws Sn(`) ∼ `ζ(n), in the infinite Reynolds
number limit. In finite size Reynolds number experiments
or simulations, one in fact observes that these function
are not power-law [40]. It is then legitimate to wonder
whether these corrections to power-law scaling follow the
finite size scale invariance predictions (Eq. (27)). To this
end, we considered the second order and fourth order
structure functions in both the longitudinal and trans-
verse cases3 and tried to fit them with the theoretical
prediction (27). This prediction shows that the function
Sn/`

ζ(n) reaches its maximum at the “normalizing” scale
L discussed in Section 4.2.1. In the present case, it appears

3 Odd order structure functions are zero for transverse veloc-
ity increments, and are very noisy for longitudinal increments,
due to skewness effects.

Fig. 8. Illustration of finite size corrections to power laws in
turbulence, for two longitudinal structure functions S2 (cir-
cles), and S4 (squares with a cross). The scale units are in
mesh size. The lines are the best fits using the theoretical for-
mula (27), with X = `/26, and α = 0.44 and ν/ ln(b) = 0.8 for
S2, and α = 0.56 and ν/ ln(b) = 1.28 for S4. Data courtesy M.
Meneguzzi.

Fig. 9. Illustration of finite size corrections to power laws in
turbulence, for two transverse structure functions S2 (circles),
and S4 (squares with a cross). The scale units are in mesh size.
The lines are the best fits using the theoretical formula (27),
with X = `/26, and α = 0.49 and ν/ ln(b) = 0.7 for S2, and
α = 0.59 and ν/ ln(b) = 1.24 for S4.

to be of the order ` = 26 in mesh units. This property en-
ables to find the scaling exponents by finding the value of
ζ(n) for which Sn(`)/`ζ(n) reaches a maximum. We found
ζ(2) = 0.8 and ζ(4) = 1.28 for longitudinal exponents,
and ζ(2) = 0.7 and ζ(4) = 1.24 for the transverse expo-
nents. These values are consistent with the values directly
measured by [39]. We next try to fit the resulting function
Sn/`

ζ(n) using the theoretical formula (27). The result is
shown in Figure 8 for the longitudinal structure functions,
and in Figure 9 for the transverse structure functions. One
sees that the fit is extremely good from the smallest com-
puted scale ` = 1, the mesh size, up to ` = 120 which is
about half the size of the computational domain (we did
not have data for size largest than that). Another interest-
ing observation is that the scaling function appears rather
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Fig. 10. Test of the universality of the scaling functions in
turbulence. The finite size functions of the longitudinal struc-
ture function (circle for n = 2 and squares filled with cross for
n = 4) appear very similar to the finite size function of the
transverse structure function at same index (line for n = 2,
and dotted line at n = 4).

Fig. 11. Probability distribution function of the logarithm of
the transverse velocity increments δuP (δu) in turbulence at
different scale separations ` = 1, 21, 41, 61, . . . , 121, 129. The
broader distributions is for ` = 129, and it tends to be shallower
as ` decreases towards 1.

universal for a given order: in Figure 10, one can see a
comparison between scaling functions for longitudinal and
transverse, and for the two orders studied. They overlap
pretty well at a given order, even up to the smallest scale
of the simulation. Clearly, it would be interesting to try
this approach on a larger number of structure functions
to investigate more closely this issue.

In a second series of test, we tried to investigate the
validity of our approach onto the PDF of the increments.
As noted in Section 4.2.2, the scaling approach is formally
valid only for the propagator, which must be extracted
from the real PDF’s using rather involved data analy-
sis [26,38]. However, it was pointed to us by B. Andreotti
(private communication) that in the case of the transverse
increments, the propagator is close to a delta function and
so the scaling should apply rather well directly on the
PDF’s. We thus consider only the PDF of the transverse
velocity increments. These PDF are symmetrical, we may

Fig. 12. Plot of the characteristic finite size exponents β(`)
for the transverse PDF’s (squares). This function can only be
determined up to a multiplicative constant. It was extracted
using all PDF’s between ` = 1 up to ` = 129 using a procedure
described in the text. The line is the fit using the theoretical
predictions, dictated by finite size scale invariance.

Fig. 13. Plot of the characteristic finite size exponents g(`)
for the transverse PDF’s (squares). This function can only be
determined up to a multiplicative and additive constant. It
was extracted using all PDF’s, for ` = 1 to ` = 129, using a
procedure described in the text. The line is the fit using the
theoretical predictions, dictated by finite size scale invariance,
and the value of α = −0.05 previously determined using β.

then consider only their symmetrical part by considering
the absolute value of the velocity increments. Figure 11
shows several functions |δu|P (|δu|) at different scale sep-
arations ` = 1, 21, 41, . . . , 121, 129. Using this figure,
we recorded both the location of the maxima umax and
the value at the maxima Pmax. If the theoretical formula-
tion (34) is valid, easy algebra shows that β(`) is propor-
tional to Pmax, and g(`) is given by − ln(umaxβ) up to an
additive and multiplicative constant. We computed these
quantities for all values of ` between 1 and 129, result-
ing in the functions displayed in Figures 12 and 13. Once
again, one sees that the theoretical (power law for β and
power-law with a constant for g) works very well for both
functions, and for all values of `. The finite size collapse
using these function is shown in Figure 14, and works ex-
tremely well, except maybe for ` = 1 which display some
significant deviations at large values of eguβ. This might
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Fig. 14. Finite size collapse of the eight distributions given in
Figure 11, using the theoretical formula (34), and the values
of β and g given in Figures 12 and 13. The collapsing curves
defines a finite size scaling function, which takes into account
the finite size of the system.

be a resolution effect, since this scale only marginally re-
solved in the simulation (the viscous scale was a little bit
smaller than the mesh size).

5.2.5 A mechanism for finite size scale invariance

We just have provided limited but strong evidence that
turbulent data follow the finite size scale invariance sym-
metry. At this stage, we would like to propose a specula-
tive mechanism allowing the arising of this invariance in
a finite size turbulent system. It is easy to check that the
finite size scale invariance is not formally satisfied by the
Navier-Stokes equations. This can be traced back to to
non-linear term, which severely limits the possible sym-
metry transformations of Navier-Stokes. In the context of
2D turbulence, however, we have shown [41] that the ef-
fective dynamics at small scales is governed by a linear
equation, due to the non-locality of the interactions. For
the time being, we have no theoretical or experimental
proof that such situation also prevails in 3D turbulence. If
we speculate that some sort of non-locality also exists in
3D turbulence, then we have a natural mechanism for the
onset of finite size scale invariance: the effective dynamics
will then be linear, and it will be naturally invariant by our
linear finite size transformation. Note that the notion of
non-locality of interaction (interaction between two scales
of very different size), is intimately linked with finite size
effects: in an infinite size system, there are no privileged
scales, and the natural interactions can be only local.

6 Discussion

Let us summarize our main results. We have developed a
new approach to scale symmetry, which takes into account
the possible finite cut-offs of the fields or the parameters.
This new symmetry, called finite size scale symmetry:

i) includes the usual self-similarity as a limiting case,
when the cut-offs are set to infinity (infinite size-
system);

ii) is consistent with the traditional finite size scaling ap-
proach already used in critical phenomena;

iii) enables the computation of some of the universal func-
tions appearing in the finite size scaling formulation;

iv) allows scale transformations leaving the cut-offs in-
variant, like in the traditional renormalization ap-
proach;

v) can be formulated to allow for positive or negative
fields and parameters;

vi) leads to new prediction about the shape of some dis-
tributions in critical phenomena or turbulence.

These findings were illustrated on several examples
drawn from critical phenomena and turbulence. In all
cases, we found extremely good agreement with the the-
oretical predictions arising from the finite size symmetry
in a system with a largest scale. Systems with two bound-
ing scales are actually not easy to find: a smallest char-
acteristic scale usually implies some sort of discrete scale
symmetry, linked with the possibility of complex scaling
exponent [42]. It would be therefore interesting to inves-
tigate whether different shape of scaling function arise in
this kind of systems. Sornette (private communication)
actually pointed out to us that in the case of the rupture
of a heterogeneous material, the scaling function seems to
be well-approximated by an hyperbolic tangent, which is
actually one generic form of a system with two limiting
scales (see Tab. 1). Obviously, more work is needed to de-
termine whether the finite size scale invariance is a useful
concept and indeed leads to universal predictions.

If it is, it would mean that systems near their critical
state, in a presence of finite size effect, place themselves
in a state where effective law of interactions are invariant
under finite size scale symmetry. This would be a surpris-
ing example of restoration of a lost symmetry – the scale
invariance, broken by finite size effects. In any case, this
new symmetry can be used for a better understanding of
the influence of finite size cut-offs, which goes beyond the
traditional dimensional analysis.

Appendix

In this appendix, we describe the nine possible generic
shape for the function g(µ). This shape is fixed by iteration
of the formula (12) starting from µ = 1. It gives:

µ(m) = 1 ⊗̃ 1 ⊗̃ . . . ⊗̃ 1 = 1[̃m],

g(µ(m)) = U(1)⊗g(1)⊗ . . .⊗g(1) = g(1)[m]. (A.1)

Here the notation [m] (resp. [̃m]), stands for the mth iter-
ate via ⊗ (resp. ⊗̃). The shape of these iterates depends
on whether the fixed points of the composition laws are
finite or infinite, equal or not. However, since by definition
the fixed points are of opposite sign, (they are measured
with respect to a reference which lies in between the min-
imum and the maximum cut-off), they can be only three
generic cases per composition law: i) two infinite fixed
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points; ii) one finite, one infinite fixed point; iii) two fi-
nite fixed points. Overall, there are nine possibilities for
the shape of g as a function of µ.

The classification was done in [20]. We can use their
result to invert the function µ(m) and get m as a func-
tion of µ, and then g(µ) via (A.1). The possible cases can
be summarized in the following table: one entry describes
whether s±, the fixed points of the composition law ⊗̃ are
finite and what is the corresponding shape for m(µ). The
second entry describes whether U±, the fixed points of ⊗
are finite or infinite, and what is the corresponding shape
for g(m). The intersection gives g(µ) by inserting m as a
function of µ. In the table, α is an arbitrary parameter,
depending on the system, and we have not consider cases
like U− infinite, U+ finite which can be obtained from the
case U− finite, U+ infinite by a straight transformation of
U− into U+. Note that since U+ and U− are of opposite
sign, all the functions given in the table are regular over
the interval [s−; s+].

This work was initiated by a remark by J.-F. Muzy about the
relevance of power law in a finite size system. I benefited from
constant interaction with B. Andreotti whose suggestions had
important impact on the development of the present work. The
data used in my analysis were the courtesy of James Sethna and
Maurice Meneguzzi. I thank them warmly. I have the pleasure
to acknowledge useful comments of L. Nottale, D. Sornette and
F. Graner. I have been partly supported by a NATO fellowship
during my stay in Boulder.
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