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ARTICLES

A path integral approach to molecular thermochemistry
Kurt R. Glaesemann and Laurence E. Fried
Lawrence Livermore National Laboratory, University of California, Livermore, California 94551

~Received 19 September 2002; accepted 24 October 2002!

The calculation of thermochemical data requires accurate molecular energies. When such high
accuracy is needed, often a method such as G1, G2, or G3 is used to calculate the energy. These
methods rely upon the standard harmonic normal mode analysis to calculate the vibrational and
rotational contributions to the energy. We present a method for going beyond the harmonic analysis,
which uses path integral Monte Carlo to calculate the vibrational and rotational contributions.
Anharmonic effects are found to be as large as 2.5 kcal/mol for the molecules studied. Analytical
methods for determining an optimal path discretization are presented. A novel potential energy
caching scheme, which greatly improves computational efficiency, is also presented. ©2003
American Institute of Physics.@DOI: 10.1063/1.1529682#

I. INTRODUCTION

It is well known that accurate molecular energies are
needed for a variety of reasons, including the calculation of
thermochemical rates and equations of state~EOS!. Tradi-
tional approaches must include a quantum thermal energy
~QTE! term that includes the quantum mechanical zero-point
energy ~ZPE! and the thermal energy. This QTE term is
based upon the harmonic approximation of normal modes
generated from the second-derivative of the energy at the
ground state equilibrium geometry.1 Rotations are treated
through a rigid rotor approximation. This quantum correction
is essential, because vibrations are inherently quantum me-
chanical and the ZPE is larger than the desired accuracy of
1–2 kcal/mol. The QTE calculation done in the traditional
electronic structure calculations ignores vibrational anharmo-
nicity and vibration/rotation coupling. This assumption is
never completely correct, even at 0 K. The importance of
anharmonic effects in molecules is well documented.2,3 The
overall anharmonic contribution to the molecular energy may
either increase or decrease with temperature due to canceling
repulsive and attractive terms.

One method commonly used for calculating highly ac-
curate energies is the family of Gaussian-Y~G-Y! methods
starting with the Gaussian-1 theory~commonly called G1!.
These methods have enjoyed a great deal of success in the
literature. The G-Y methods were created to extrapolate the
energy to the large basis set, high level theory limit by doing
a series of smaller calculations. There are a variety of meth-
ods including the standard G1,4 G2,5 and G3.6,7 Methods that
replace the costly MP4 steps with a lower order perturbation
theory have been proposed: G2~MP2!,8 G3~MP2!,8 and
G3~MP3!.9 Attempts at using smaller basis sets in G2 have
been made: G2~SZP!.10 The quadratic CI~QCI! step has
been replaced with a coupled cluster CCSD~T! calculation in
one variation of G3.11 Methods incorporating density func-
tional theory~DFT! have been proposed: G3X, G3X~MP3!,
and G3X~MP2!.12 Gordonet al. have proposed several mul-
tireference analogs to G2 and G3 for molecular species in

which a single Hartree–Fock determinant is not a good de-
scription of the wave function.13 More accurate, but compu-
tationally more expensive methods, such as the Weizmann-2
theory ~W2! have also been developed.14,15 The W2 method
includes explicit corrections for anharmonicity that are based
upon spectroscopic data. This list of G-Y methods is cer-
tainly not complete. Thermochemical accuracy of 1–2 kcal/
mol is generally achieved, although there are always some
molecules that are statistical outliers. The G-Y methods are
designed to have three independent factors contributing to
the energy: basis set, electronic structure theory level, and
treatment of nuclear rotation and vibration. In some G-Y
methods, relatively small spin–orbit and higher-level correc-
tions are added. The nuclear rovibrational effects are treated
with a single normal mode analysis at the equilibrium geom-
etry. Since the three primary facets of G-Y are largely inde-
pendent, a deficiency in any one will limit the overall accu-
racy.

II. PATH INTEGRAL THERMOCHEMISTRY

We present a treatment of the quantum nature of the
nuclei using path integral Monte Carlo~PIMC! ~Refs. 16–
18! instead of the harmonic normal mode approximation.
The PIMC method has found wide application in quantum
physics and chemistry,19–23and the reader is directed to these
references for a full discussion of the method and the under-
lying physics. PIMC has been applied to the calculation of
thermochemical properties using spectroscopic potentials
and approximations to the propagator.24 PIMC has been ap-
plied to the calculation of free energies for molecules using
empirical potentials.25–27 For clarity, we present the basic
equations for a single particle of massm, temperatureT, and
HamiltonianH5p2/2m1V in one spatial dimension. We de-
fine the inverse temperatureb[1/kBT, wherekB is Boltz-
mann’s constant. The PIMC method is based in a statistical
mechanics approach to the molecular system. The initial step
is defining the canonical ensemble’s partition functionQ for
the molecular system based upon the systems atomic density
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matrix: Q[*drr(r ,r ,b). By insertingN21 resolutions of
the identity into the density matrix, the single molecular sys-
tem of temperatureT is transformed toN replicas of the
system, each at temperatureNT. This yields a partition func-
tion that is an integral over theN replicas. This is known as
the Trotter28 path integral canonical partition functionQ,

Q5S N

b

m

2p\2D N/2E dr1•••drNe2bVC, ~1!

where\ is Planck’s constant divided by 2p and VC is de-
fined by

VC[
1

N (
j 51

N FN2

b2

m

2\2
~r j2r j 11!21V~r j !G , ~2!

with r N11[r 1 and the integral over all degrees of freedom.
Equation~2! leads to the well-known interpretation that the
quantum path integral is the same as a classical expectation
value of the chain potentialVC , which consists ofN beads
bound together by harmonic interactions and acting with an
external potentialV. VC is called the propagator potential
because it includes both the molecular potential of each bead
and the harmonic interbead potential. The harmonic inter-
bead term comes from the kinetic portion ofH, while theV
term comes from potential portion ofH. Equation ~1! is
quantum mechanically exact in the largeN limit and classi-
cally exact in theN51 limit.

The internal energy~often called just the energy! is
evaluated as the expectation value,

E§[
E dr1•••drNe§e

2bVC

E dr1•••drNe2bVC

, ~3!

with r 1•••r N sampled according toVC . The debate as to
which of the common energy estimatorse§ is best is not fully
resolved~thermodynamiceT , virial eV , and centroid virial
eCV).20–23,29–42We choose to use our recently developed
centroid thermodynamic estimatoreCT which avoids the
costly higher derivatives of the virial estimators, but projects
out much of the numerical noise commonly reported with
eT .22,23 Despite the debate over the relative merits of the
various estimators, all the energy estimators give the same
answer for the integral provided the integration is carried out
with an adequate sampling ofdr. This centroid estimator is
not to be confused with the powerful method of centroid
molecular dynamics~CMD!,43,44 which yields quantum rate
constants45 and nonlinear operator expectation values.46

In this work, the integral in Eq.~3! is evaluated via Me-
tropolis Monte Carlo.47 The Metropolis Monte Carlo method
uses a random walk in thedr phase space. Moves that result
in an increased contribution toQ are always accepted, while
those that result in a lower contribution are accepted at a rate
of exp(2b(DVC)). The Metropolis algorithm satisfies the de-
tailed balance condition, which means that a Boltzmann
probability distribution is obtained. The Metropolis algo-
rithm also is ergodic, meaning that it is possible to reach any
state of the system from any other state of the system if the
run is long enough. The other common approach is to use

molecular dynamics~PIMD! to sample thedr phase space.48

Monte Carlo requires a robust pseudorandom number gen-
erator, therefore we utilized an improved Mersenne Twister
to generate the necessary random numbers.49,50

The enthalpyH is defined asH[E1PV, whereP is
the pressure andV is the volume. The change inH during a
reaction determines whether the reaction releases heat~exo-
thermic, DH,0) or absorbs heat~endothermic,DH.0).
The application of the ideal gas equationPV5nkBT ~n is
the number of molecules!, leads to the easily evaluated ex-
pression,H5E1kBT. H and the entropy of the systemS
defines the Gibbs free energyG[H2TS, which determines
whether a reaction is thermodynamically favorable. The nor-
mal mode analysis method uses simple analytical forms for
the contribution of translations, rotations, and vibrations to
S. Within path integral thermochemistry, the most straight-
forward method is to first calculate the constant volume heat
capacity asCV[(]E/]T)V , and integrate to get the entropy,

S5kB ln Q1kBTS ] ln Q

]T D
V

5E
0

T CV~T8!

T8
dT8. ~4!

As with E, there is a variety of PIMC methods for calculat-
ing CV and the reader is directed to Ref. 23 for a review.

The path integral thermochemistry method intrinsically
includes all rotation–vibration interactions and anharmonici-
ties. Other methods that partially take these effects into ac-
count have been applied with varying degrees of success and
computational intensity to thermochemistry, spectroscopic
prediction, and force field generation. Methods utilized in-
clude: application of second-order rotovibrational perturba-
tion theory,51 vibrational self-consistent field with and with-
out additional higher order corrections,52,53 using
theoretically calculated quadratic correction terms,54 and us-
ing spectroscopically obtained anharmonicity constants.55

The path integral thermochemistry approach should scale
well into the highT regime unlike the more traditional sum
over state approaches that can become cumbersome as the
number of states increase. Path integral thermochemistry suf-
fers from no inherent approximations: the approximations of
basis set, level of electronic structure theory, and number of
beads are all well defined and systematically improvable.
Due to the exploratory nature of this paper, only internal
energies are studied and the calculation of enthalpies and
free energies will be presented in a later work.

III. EFFICIENT MONTE CARLO SAMPLING

There are certain practical considerations that must be
taken into account, since the normal mode analysis is com-
putationally fast compared to PIMC. Due to the necessity of
long Monte Carlo runs to adequately sample the available
phase space and the large values ofN needed to converge Eq.
~1!, an efficient method must be used. The calculation of the
classical potentialV for each bead is the computational
bottleneck, therefore minimizing the evaluations ofV is very
useful. The brute force approach requiresNM evaluations of
V, whereM is the number of Monte Carlo steps. We have
chosen to use a novel data caching scheme, in which a sparse
evenly spaced grid is used to store values ofV. This method
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is summarized pictorially in Fig. 1. Values ofV are interpo-
lated as needed from the grid using multilinear interpolation.
Multilinear interpolation involves the product of linear func-
tions. The values of the grid points are calculated as needed
with the appropriateab initio code. The grid acts as a trans-
parent layer between the PIMC code and theab initio code.
The first time a point is needed from a region of phase space,
the actualV at the needed point is calculated to verify that
the interpolation errors are below a small tolerance. Internal
coordinates of the molecules are used instead of Cartesian
coordinates to increase the efficiency of the cache. We cur-
rently store onlyV in the cache files, althoughV8 and V9
would be possible. The use of internal coordinates adds ad-
ditional complexity to the caching ofV8 andV9, since they
must be interconverted between internals and Cartesians.
Since the grid only storesV and possibly its derivatives, the
grid is independent ofT, N, the choice ofe§ , M, andm ~i.e.,
isotope!. Although the cache could be replaced with a stan-
dard potential table, the cache used here differs from a tra-
ditional potential table in several ways. The cache is both
sparse and dynamically generated, while a potential table is
pregenerated for a predefined region of phase space. In this
way the cache is more convenient, because one does not
have to know in advance what regions of phase space are
relevant and no time is wasted calculating unneeded points.
The cache code supports operation in a ‘‘lossy’’ mode, in
which points that have not been utilized recently can be re-
moved if memory limits further growing of the cache. The
lossy mode may be useful when studying large molecules.
Additional work is currently being undertaken to improve
the interpolation method with quadratic terms and to imple-
ment a parallel cache filling code. The underlying method
may be changed to utilize another interpolation scheme such
as inverse local internal coordinates in the future.56–59

As N increases, the harmonic terms ofVC become very
stiff and very small Monte Carlo steps must be used. To
overcome this problem, the beads are moved using normal
mode sampling.60 This method involves moving multiple
beads simultaneously according to the interbead term in Eq.
~2!. This application of normal modes is not an approxima-
tion, because the (r j2r j 11)2 term in Eq. ~2! is truly har-
monic. These normal modes will not be discussed again to
avoid confusion with the molecular normal modes.

In all simulations, dynamic adjustment of the Monte
Carlo step size isnot used to increase sampling efficiency.
Dynamic adjustment uses different step sizes for different
regions of phase space, so that acceptance ratios do not ap-
proach either 0% or 100%. Dynamic adjustment can add an

uncontrolled systematic error and result in a corresponding
loss of both balance and detailed balance.61

IV. ERROR ESTIMATION IN PATH INTEGRAL
THERMOCHEMISTRY

It would be very useful to knowa priori how largeN has
to be, and consequently how quantum mechanical the system
is, without resorting to a discussion of the thermal de Broglie
wavelength relative to an arbitrary standard. For the har-
monic oscillator such insight is possible. The exact quantum
harmonic oscillator equations are simply,

E~n,b!5
hn

2

11e2bhn

12e2bhn
, ~5!

CV~n,b!5kB~bhn!2
e2bhn

~12e2bhn!2
, ~6!

with n being the frequency of the harmonic oscillator andh
being Planck’s constant. In theM5` limit, E and CV are
readily calculated for harmonic oscillators within the PIMC
finite bead approximation. The PIMC equations are simply
the classical values (kBT, kB) multiplied by a quantum cor-
rection term,23,30,62

E~n,b,N!5kBTS Nr

A41r 2D S f N11

f N21
D , ~7!

CV~n,b,N!5kBFNS r

A41r 2D 3S f N11

f N21
D

12N2S r 3

A41r 2
1

2r 21r 4

41r 2 D
3S f N21

~ f N21!2D G , ~8!

where

r[
bhn

N
, ~9!

f [11
r 21rA41r 2

2
. ~10!

These equations are independent of the estimator used for
calculatingE andCV .

Within the harmonic normal mode approximation, the
translational and rotational contributions to the internal en-
ergy are calculated as

Etrans,rot5
3

2
kBT1

q

2
kBT, ~11!

whereq is zero for an atom, 2 for a linear molecule, and 3
for all other molecules. The resulting contribution to the heat
capacity is trivial,

CV
trans,rot5

3

2
kB1

q

2
kB . ~12!

FIG. 1. Values ofV are cached and interpolated with a grid.
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Oscillators with a highbn ~high frequency and lowT!
require a larger value ofN than oscillators with a lowbn.
For molecules, we simply add up contributions of all fre-
quencies~not the frequencies themselves! and compare the
exact results of Eq.~5! with the finiteN results of Eq.~7!,

DE5(
i 51

freq

uE~n i ,b!2E~n i ,b,N!u, ~13!

DCV5(
i 51

freq

uCV~n i ,b!2CV~n i ,b,N!u. ~14!

This provides ana priori estimate of the number of beads
needed to achieve a given accuracy. Although the highest
frequency mode is primarily responsible for limiting accu-
racy, correctly calculatingE requires calculating all normal
modes accurately, since they all contribute at allT. At low T
the vibrational contribution toCV becomes insignificant
compared the rotational and translational contribution.

As an example, the expected error for MBPT2/6-
311G~2df,p! •CH2

1 at a givenT is presented in Figs. 2 and 3.
For low T, CV requires a larger value ofN than QTE. For
high T, E still must capture the residual ZPE, butCV only
has to capture the change in QTE, thereforeE becomes more
difficult than CV . For low T the accuracy ofCV initially
decreases withN and then improves. This behavior is a result
of the bead degrees of freedom initially increasingCV , fol-
lowed by a stiffening of the interbead potential asN in-
creases. It should be noted that this analysis provides only a
guide for determining the size ofN needed. Steep repulsive
walls will most likely require a larger value ofN than the
harmonic system. For this reason, in this work we conducted
a convergence study with respect toN51,2,4,8,...~not in-

cluded for brevity! and then verified the reasonableness of
our choice ofN with the harmonic system. The harmonic
oscillator estimate of the requiredN was found to be accurate
for the molecules studied here

For the harmonic oscillator, one can gaina priori insight
into which energy estimator will perform better based upon a
similar analysis. The numerical noise associated with each
estimator depends uponn, b, and Monte Carlo walker
used ~normal modes, Fourier, primitive, molecular
dynamics!.30,32,33,36,42Because with the normal mode sam-
pling method the different estimators have similar autocorre-
lation times, we choose to ignore autocorrelation within this
investigation. For the harmonic oscillator the deviations of
the thermodynamic and virial estimators for the internal en-
ergy are30,33

sV,i
2 5

CV~n i ,b,N!

b2
1

3

4b
E~n i ,b,N!, ~15!

sT,i
2 5sV

21
N

2b2
2

7

4b
E~n i ,b,N!, ~16!

where the thermodynamic and virial estimators for the ki-
netic energy are

KT5
N

2b
2

Nm

2\2b2 (
j 51

N

~r j2r j 11!2, ~17!

KV5
1

2N (
j 51

N

r jV8~r j !. ~18!

The more quantum mechanical the system is~low T, high b,
large n), the better behavedeT is compared toeV , but the

FIG. 2. Expected errorDE in Eq. ~13! with frequencies of UMBPT2/6-
311G~2df,p! •CH2

1 .
FIG. 3. Expected errorDCV in Eq. ~14! with frequencies of UMBPT2/6-
311G~2df,p! •CH2

1 .
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more quantum systems require large values ofN, which fa-
vorseV . It is important to include the zero frequency modes
~rotations and translations! for which each of these degrees
of freedom has a variance of

sV
250, ~19!

sT
25

N

2b2
. ~20!

The total variance would then be the sum of all variances.
This analysis ignores the additional cost associated with cal-
culating V8 vs calculatingV, thus this merely provides an
initial guide. We should note that the centroid estimators
would have a lower variance than the noncentroid
analogs.22,23

V. RESULTS

We apply PIMC to a variety of molecules and compare
to the harmonic approximation. The number of Monte Carlo
cycles and beads were chosen to converge the energy to
within at least 0.01 kcal/mol. Convergence was verified by
using the standard blocking technique. This method involves
comparing the average of the entire calculation to the aver-
age of blocks of data. All calculations were run for at least
108 Monte Carlo cycles. The error introduced by the use of
the cache is found to be less than 0.01 kcal/mol based upon
the internal error checking within the cache code. The cache
spacing was set to 0.04 Å for bond distances and 0.08 rad for
angles. The fraction of occupied grid points was constantly
,50% and decreased with increasedT. Approximately 7000
points were needed for a calculation at 300 K.

In the present work, we limit our study to ABA triatom-
ics which can be surprisingly anharmonic.63 The anharmo-
nicity would be greater in ABC triatomics due to the loss of
symmetry and tetra-atomics due to the torsional degree of
freedom. With additional improvements to the cache, the
method should be extendable to four and five atom systems.
Although the goal of path integral thermochemistry is the
calculation ofE, S, H, G, andCV , in the current work we
concentrate onE and H. Although multiplying calculated
frequencies by an empirical constant is common~and used in
G-Y!, we use unscaled frequencies for comparison, unless
otherwise noted. Scaling factors are generally used to correct
for the anharmonicity, for using an imperfect basis set, and
for imperfect theory. The scaling factors vary greatly depend-
ing upon the level of theory, the basis set used, the tempera-
ture, and what property is being fit.2,64 For Hartree–Fock
~HF! theory and 3-21G basis set~abbreviated HF/3-21G! the
scaling factors range from 0.9085 to 1.0075, depending on
whether one is fittingv, 1/v, QTE~T!, DHvib(T), or
Svib(T).2 All molecules studied, except for CH2

1 , are mem-
bers of the G3 test set. The G3 test set is the set of molecules
that G3 theory was calibrated against, because reliable ex-
perimental data was available.

Several molecules were studied withV calculated with
unrestricted second order many body perturbation theory
~UMBPT2! ~Refs. 65 and 66! and the 6-311G~d,p! basis set
which is part of the family of standard traditional style basis

sets.67–72 Our PIMC code73 was interfaced to theGAMESS

code74,75 for the calculation of all necessaryab initio V. An
unrestricted reference wavefunction was used to correspond
to the G-Y methods, to avoid the ambiguity that exists
among the multitude of RO-MBPT2 methods,66,76,77and to
minimize the possibility of a divergence in the perturbation
expansion.78 Basis set superposition error~BSSE! ~Ref. 79!
was not taken into account via the counterpoise correction
because of its unreliability in calculating molecular
hypersurfaces.80 All comparisons were made to single point
frequency calculations81–83 using eitherGAUSSIAN 98 ~Ref.
84! or GAMESS. We have chosen to use a basis set and level
of theory that is higher than that used in the G-Y methods, to
reduce ambiguity about convergence of level of theory. The
anharmonic contribution to the energy~ACE5Eharm

2EPIMC) for triplet CH2, doublet NH2, and singlet OH2 are
presented in Table I. This can be as large as 2.5 kcal/mol.
The harmonic and PIMC results differ by more than 1 kcal/
mol at 298 K for all three molecules.

The doublet ion radical•CH2
1 was also studied.Ab initio

PIMC methods have not been applied previously to radicals
or ions.16–21 Therefore, we studied it with several basis sets
and levels of theory. In the density functional theory~DFT!
~Ref. 85! calculations we used the BLYP~Refs. 86–88! and
B3LYP ~VWN5 version! ~Ref. 89! density functionals. BLYP
is used to maximize DFT dominance of the calculation and
to minimize empirical parameters.90 We used FullCI~FC!
which is a full configuration interaction~CI! with all orbitals
active except for the frozen cores~FC!.91,92This was done to
optimally treat electron correlation. Results are presented in
Table II. The harmonic frequencies are converged with the
small 6-31G~d! basis set, varying little with basis set. Con-
versely, the anharmonicity grows with basis set size. As the
basis set increases, errors due to basis set incompleteness are
reduced. For path integral calculations we require a basis set
that is flexible enough to properly represent not just the equi-
librium geometry, but also the thermally accessible portions
of the PES.

The FullCI~FC! harmonic and PIMC energies agree.
This does not necessarily imply that the FullCI~FC! PES is
more harmonic than the MBPT2, since the steeper inner wall
can partially cancel the effects of the shallow outer potential
wall. For B3LYP, the ACE changes sign withT. For
FullCI~FC!, the absolute value of the ACE increases with

TABLE I. Harmonic and PIMC calculated UMBPT2/6-311G~d,p! QTE
~kcal/mol!. The ACE is the difference between the PIMC and harmonic
energies.

T Harmonic PIMC ACE

triplet CH2 298 12.9 11.8 1.1
1000 18.0 17.2 0.8
2000 27.5 27.0 0.5

doublet NH2 298 14.0 12.3 1.7
1000 18.8 17.1 1.7
2000 28.1 26.8 1.3

singlet OH2 298 15.5 12.9 2.5
1000 20.2 17.7 2.5
2000 29.1 26.8 2.3
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increasedT. The FullCI~FC! results are within 0.2 kcal/mol
of the UMBPT2/6-31G~d! calculations.

We have also explored the effect of using different en-
ergy estimators in these calculations. Results were found to
be independent of whether the thermodynamic or centroid
thermodynamic estimator was used.22 For the FullCI~FC!
calculations, the computational speedup from using theeCT

estimation instead ofeT is a factor of 0 for 298 K, 1.8 for
1000 K, and 17 for 2000 K. The use of the cache provides a
more dramatic speedup. For the 2000 K,N564 calculation,
the PIMC code takes 10 days with the cache and over 3600
years without. This speedup of over 6 orders of magnitude
does not take into account the additional speedup obtained
because the lower temperatures are effectively free with the
cache code, once the 2000 K run is done.

The convergence with respect to basis set was investi-
gated using the uncharged triplet CH2 at the UMBPT2 level
of theory at 298 K. In addition to traditional style basis sets,
we also used the correlation consistent basis sets.93–99 For
computational efficiency, the rotated versions are used,
which give the same answers as the unrotated versions.100

These basis sets were designed to converge consistently to
the correct answer as the basis set size is increased. They are
designed with the intent of properly treating correlated meth-
ods, like MBPT and CI. They provide a straightforward, sys-
tematic way to improve the basis set, but they do suffer from
a very rapid growth in size as thez value increases. Unlike
the traditional basis sets which use Cartesian Gaussians, the
correlation consistent basis sets use spherical harmonics for
d,f,g, . . . functions. Results are presented in Table III. The
harmonic approximation converges quickly to an apparent
large basis set limit of 12.9 kcal/mol. The PIMC results are
more basis set dependent, indicating that the latent anharmo-
nicity is difficult to converge with respect to basis set. The
correlation consistent basis sets appear to offer better conver-
gence in PIMC calculations than the traditional basis sets.
The PIMC energies are found to be converged within 0.2
kcal/mol at the triplez level. The use of augmented basis

changes the energy by,0.2 kcal/mol. The cache provided a
speedup of approximately 8 orders of magnitude for the aug-
cc-pVQZ basis set calculations.

We studied singlet CH2, triplet CH2, doublet NH2, sin-
glet O3 , singlet OH2, and singlet SO2 at 298 K with UHF/
6-31G~d!, because this is the level of theory and basis set
used in G2 and G3 for calculation of the QTE. Both scaled
frequencies~by traditional 0.8929! and unscaled frequency
results are presented. The results are presented in Table IV.
The SO2 results show that even for species with heavier~less
quantum mechanical! atoms there is a significant difference
between PIMC and the harmonic approximation. In all cases
the harmonic approximation underestimates the thermal/
quantum energy and the frequency scaling only makes the
agreement worse. Clearly, the scaling is attempting to correct
for an inadequate level of theory~no electron correlation!,
and a small basis set—not the lack of anharmonicity.

For H2O PIMC results are compared with atomization
energies calculated based on JANAF tables.101 The MBPT2
method and a 6-311G~d,p! basis set are used to calculate the
thermal contribution to the energy. The equilibriumE for
H2O, H, and O is calculated at the CCSD~T!/aug-cc-pVQZ
level. Harmonic approximation results for the thermal con-
tribution are also presented for comparison. Results are pre-
sented in Fig. 4. The PIMC results match experiment better
than the harmonic approximation. ForT.300 K the har-
monic results more nearly match the JANAF results as a
result of the curve being the wrong shape.

TABLE II. Harmonic and PIMC QTE~kcal/mol! for •CH2
1 . The ACE is the

difference between the PIMC and harmonic energies.

V T Harmonic PIMC ACE

UMBPT2/6-31G~d! 298 12.6 12.6 20.03
UMBPT2/6-311G~d,p! 298 12.4 11.5 0.9
UMBPT2/6-31G~2df,p! 298 12.4 10.4 2.0
BLYP/6-311G~d,p! 298 11.7 11.3 0.4
B3LYP/6-311G~d,p! 298 12.0 11.8 0.2
FullCI~FC!/6-31G~d! 298 12.4 12.3 0.04
UMBPT2/6-31G~d! 1000 17.8 17.8 20.03
UMBPT2/6-311G~d,p! 1000 17.6 16.4 1.2
UMBPT2/6-31G~2df,p! 1000 17.7 14.8 1.9
BLYP/6-311G~d,p! 1000 17.1 16.6 0.5
B3LYP/6-311G~d,p! 1000 17.3 17.0 0.3
FullCI~FC!/6-31G~d! 1000 17.6 17.6 20.03
UMBPT2/6-31G~d! 2000 27.4 27.6 20.2
UMBPT2/6-311G~d,p! 2000 27.3 26.5 0.8
UMBPT2/6-31G~2df,p! 2000 27.3 25.4 1.9
BLYP/6-311G~d,p! 2000 26.9 26.6 0.3
B3LYP/6-311G~d,p! 2000 27.0 27.2 20.1
FullCI~FC!/6-31G~d! 2000 27.2 27.5 20.2

TABLE III. Harmonic and PIMC QTE~kcal/mol! for UMBPT2 triplet CH2

at 298 K. The ACE is the difference between the PIMC and harmonic
energies.

Harmonic PIMC ACE

STO-3G 14.0 14.2 20.2
3-21G 12.9 13.1 20.2
6-31G 13.0 13.2 20.3
6-31G~d! 13.1 13.2 20.1
6-31G~d,p! 13.2 13.3 20.1
6-311G~d,p! 12.9 11.8 1.1
6-311G~2df,p! 12.9 12.2 0.7
6-31111G~2df,p! 12.9 12.2 0.7
cc-pVDZ 12.9 13.0 20.1
cc-pVTZ 12.9 12.9 0.05
cc-pVQZ 12.9 12.9 20.01
aug-cc-pVDZ 12.9 12.9 20.1
aug-cc-pVTZ 12.9 13.1 20.2
aug-cc-pVQZ 12.9 13.0 20.1

TABLE IV. Scaled harmonic approximation, harmonic approximation, and
PIMC calculated QTE~kcal/mol! for UHF/6-31G~d! at 298 K.

Harmonic Scaled PIMC

singlet CH2 13.1 11.8 13.4
triplet CH2 13.3 12.1 13.6
NH2 14.7 13.3 14.9
O3 7.3 6.7 8.1
OH2 16.1 14.7 16.6
SO2 6.9 6.4 7.6
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Calculations presented in this paper are computationally
affordable: all calculations in this paper were run serially and
all but the aug-cc-pVTZ basis set~and larger! calculations
took less than a week per energy. Further work is currently
being undertaken to determine the level of theory and basis
set needed to fully converge the path integral thermochemis-
try calculation, although previous research into accurately
treating the PES is a valuable guide.102

VI. CONCLUSIONS

We have calculated quantum anharmonic corrections to
the energy ofab initio electronic structure calculations using
PIMC. The difference between PIMC and the traditional har-
monic normal mode approximation is not always the same
sign or magnitude, therefore there is clearly no simple scal-
ing relationship that can be consistently exploited. Anharmo-
nicity is found to be more than 2 kcal/mol for some mol-
ecules. The effects of basis set size and electron correlation
must be carefully investigated. The exploratory calculations
presented here suggest that the cc-pVTZ basis set performs
well in PIMC thermochemical calculations. More investiga-
tion into the level of electron correlation required in a PIMC
calculation is needed. Because of the analytical nature of the
harmonic oscillator, one can knowa priori how large the
number of beadsN must be based upon the molecules nor-
mal modes. It is also possible to gain insight into which
estimator is best for a particular molecule and temperature by
comparing results for the harmonic oscillator. A novel cache
code is utilized to overcome the numerical difficulties of
repeated potential energy evaluations. Finally, the reader is
cautioned that the unaccounted for anharmonicity provides a
limit on the obtainable accuracy of methods~such as
Gaussian-3! that ignore anharmonicity.
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