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An objective determination of the polar vortex using Ertel's 
potential vorticity 

Eric R. Nash, • Paul A. Newman, 2 Joan E. Rosenfield, 3 and Mark R. Schoeberl 2 

Abstract. We have developed objective criteria for choosing the location of the northern 
hemisphere polar vortex boundary region and the onset and breakup dates of the vortex. 
By determining the distribution of Ertel's potential vorticity (Epv) on equivalent latitudes, 
we define the vortex edge as the location of maximum gradient of Epv constrained by the 
location of the maximum wind jet calculated along Epv isolines. We define the vortex 
boundary region to be at the local maximum convex and concave curvature in the Epv 
distribution surrounding the edge. We have determined that the onset and breakup dates 
of the vortex on the 450 K isentropic surface occur when the maximum wind speed 
calculated along Epv isolines rises above and falls below approximately 15.2 m s-•. We 
use 1992-1993 as a test case to study the onset and breakup periods, and we find that the 
increase of polar vortex Epv values is associated with the dominance of the term in the 
potential vorticity equation involving the movement of air through the surface due to the 
diabatic circulation. We also find that the decrease is associated with the dominance of 

the term involving radiatively induced changes in the stability of the atmosphere. 

Introduction 

The polar vortex is the dominant dynamical feature of the 
stratospheric winter circulation in both northern and southern 
hemispheres. A typical vortex is marked by strong circumpolar 
winds and cold temperatures in the interior of this vortex 
region. As the circumpolar winds begin to increase in the 
autumn, the polar vortex consequently spins up, and the values 
of Ertel's potential vorticity (Epv) rise at the pole. These large 
polar Epv values form a relatively coherent air mass, and this 
air mass is commonly referred to as the polar vortex. The polar 
vortex is convcntionally described using global maps of Epv on 
iscntropic surfaces. The mapping of Epv has become one of the 
primary diagnostic tools for the analysis of stratospheric trans- 
port and dynamic processes. 

Sampling of the polar vortex air in both hemispheres by 
high-altitude aircraft and satellite instruments has conclusively 
demonstrated that the chemical composition is substantially 
different from midlatitude air outside of the vortex [Leovy et 
al., 1985; Proffitt et al., 1989]. For example, Microwave Limb 
Sounder (MLS) data from the Upper Atmosphere Research 
Satellite (UARS) have shown enhanced values of C10 con- 
tained within the interior of the polar vortex [Waters et al., 
1993]. Aircraft and satellite measurements of long-lived strato- 
spheric trace gases show substantially lower values inside the 
polar vortex [Loewenstein et al., 1989; Russell et al., 1993]. Also, 
gradients of long-lived constituent tracers are highly correlated 
with the high gradients of Epv at the vortex edge [Schoebed et 
al., 1992; Loewenstein et al., 1990]. 

Irreversible transport of material out of the polar vortex can 
be easily observed using Epv as a diagnostic. Mcintyre and 
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Palmer [1983] stimulated this use of Epv by demonstrating its 
utility in their discussions of planetary wave breaking. They 
showed that the winter Epv distribution had high values in the 
polar region (the main vortex), with a broad region of weak 
Epv gradient surrounding the main vortex (the surf zone). 
Since Epv is generally conserved on an isentropic surface over 
weekly time periods, this separation into a main vortex and surf 
zone was noted as a material separation, and the breaking of 
planetary waves was observed to cause irreversible separation 
of material from the vortex [Mcintyre and Palmer, 1984; Clough 
et al., 1985; Waugh et al., 1994]. It is now recognized that 
irreversible transport may also occasionally move material into 
the vortex under certain conditions of persistent tropospheric 
blocking [Plumb et al., 1994]. This irreversible transport can 
also lead to a reduction in Epv as tongues of material are 
pulled off the vortex and stretched until the area of the tongue 
can no longer be resolved by the observational networks 
[Mcintyre and Palmer, 1983]. 

Radiative effects also have a large impact on the develop- 
ment of the stratospheric polar vortex. O'Neill and Pope 
[1993a, b] showed that radiation can be a prime contributor to 
the development of the polar vortex using the analysis of cir- 
culation integrals over constant Epv values. They were able to 
show, using a numerical simulation of the 1980-1981 winter 
season, that the vortex in the middle stratosphere developed 
through the radiative term in the circulation budget and that 
the decay of the vortex was also largely driven by this radiative 
term. 

Because of the importance of the polar vortex, precise 
knowledge of the vortex boundary region and the vortex evo- 
lution is extremely important. The vortex boundary region was 
originally defined as the area between the main vortex and the 
surf zone where the Epv gradient attained large values. But- 
chart and Remsberg [1986] used Epv analyses to show that the 
short-timescale changes in area of the vortex on the 850 K 
isentropic surface were related to planetary wave breaking. 
These changes were superimposed upon the slower changes of 
Epv related to the diabatic heating. Various modeling studies 
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have shown that the polar vortex is relatively isolated from the 
midlatitudes [Rood et al., 1992; Waugh et al., 1994]. Further, 
Bowman [1993], Pierce and Fairlie [1993], and Manney et al. 
[1994b] have shown that the vortex boundary region acts as a 
barrier to transport. 

Mcintyre and Palmer [1984] and Butchart and Remsberg 
[1986] first presented a way of looking at the vortex using the 
area under Epv isolines. More recently, Manney et al. [1994c] 
have used this viewpoint to study the polar vortex of 1992- 
1993. In this paper we use this same viewpoint combined with 
several analyses techniques to provide a comprehensive de- 
scription of the gross features of the northern hemisphere 
polar vortex. We define objective techniques for determining 
the extent of the vortex region using the gradients of Epv. We 
also define a method to determine the dates of vortex forma- 

tion and dissipation. Using these definitions, we will focus our 
attention on the lower stratospheric northern hemisphere win- 
ter of 1992-1993 as a case study of the vortex spinup and 
breakdown. We also analyze the Epv budget of the polar vortex 
and show that the physics of the lower stratospheric vortex are 
in good agreement with the middle stratospheric results of 
O'Neill and Pope [1993a, b]. 

Data 

The National Meteorological Center's (NMC) Climate 
Analysis Center provided temperature and geopotential height 
data on pressure surfaces as 65 x 65 polar stereographic grids. 
These data are a combination of radiosondes and satellite 

retrievals from the TIROS operational vertical sounder 
(TOVS) aboard the National Oceanic and Atmospheric Ad- 
ministration's polar orbiter series [Randel, 1987; Nagatani et 
al., 1988, 1990]. At 100 hPa and below the analyses are from 
the Global Data Acquisition System (GDAS) [McPherson et 
al., 1979]. Above 100 hPa the analyses are calculated using a 
scheme based on the successive corrections method [Cressman, 
1959]. The data quality has been analyzed by Trenberth and 
Olson [1988] for the GDAS data and by Gelman et al. [1986] 
for the stratospheric data. The analyses were of good quality 
for the period that we considered, and we have interpolated 
over any obviously poor data. We interpolated all of the data 
used for this study to the 450 K isentropic surface. This level 
corresponds to pressures between 100 hPa and 50 hPa. 

Ertel's potential vorticity Q is defined as 

Q = p-•(V x u + 2•). V0, 

where p is the density, u is the three-dimensional velocity field, 
tl is the Earth's angular velocity, and 0 is potential tempera- 
ture. We calculated Epv in the form 

00 

Q: -g(•p + f)op' (1) 
where g is the acceleration due to gravity, p is pressure, •p is 
the vertical component of the relative vorticity given by 

Ov Ou 

07 ' (2) 
f is the Coriolis parameter given by 

y= 21sal sin 

4> is latitude, and u and v are the zonal and meridional wind 
components along the x and y Cartesian coordinates. 

The potential vorticity equation on an isentropic surface is 
given by 

--+v. VoQ=-- (o-H)- o-- 'V0x H•-• +F at •-• ' 
(3) 

where t is time, v is the horizontal velocity field, H is the 
diabatic heating rate (-- D O/Dt), F is the frictional forcing, 
and o-is defined as 

•r -- -9-•(Op/OO). 

Our use of Epv (Q) is somewhat analogous to the mixing ratio 
of a chemical substance. The "PV-substance," which is analo- 
gous to the corresponding chemical substance, has no source 
or sink in a layer bounded by two isentropic surfaces and 
cannot be transported across these surfaces. However, Q does 
change within a layer because mass can be transported into or 
out of the layer. For a general discussion of the conservation of 
Q and the quantity "o'Q," see Haynes and Mcintyre [1987, 
1990], Mcintyre [1992], and references cited therein. 

From the geopotential heights we calculated balanced winds 
and relative vorticities on the 65 x 65 grid [Randel, 1987; 
Newman et al., 1988]. We then interpolated the temperatures, 
winds, and relative vorticities to a 5 ø longitude by 2 ø latitude 
grid. This method produced more realistic polar winds and 
vorticity fields than if the heights were first interpolated to the 
latitude-longitude grid. We calculated O0/Op using log pres- 
sure for the vertical differencing. 

We also used data from an assimilation model produced by 
the Data Assimilation Office at NASA Goddard Space Flight 
Center [Rood et al., 1990]. This model (GEOS1) used an op- 
timal interpolation scheme that advects information from data 
poor to data rich regions. The derived fields were constrained 
to be consistent with each other. Excessive inertial gravity 
waves were avoided by using the incremental analysis update 
procedure which gradually inserted data over a 6-hour period 
as forcing terms. The data were provided to us on a 5 ø longi- 
tude by 4 ø latitude grid. 

Methodology 

Determining the Vortex Boundary Region and Vortex Edge 

The boundary between polar vortex and midlatitude air is 
indicated by the position of the strong horizontal gradient of 
Epv on an isentropic surface [Mcintyre, 1982; Mcintyre and 
Palmer, 1983, 1984]. This area defines the polar vortex bound- 
ary region with high Epv values found poleward and a region 
of smaller Epv and gradients (the surf zone) in midlatitudes. 
Plumb et al. [1994] have shown that weak mixing into the vortex 
can occur under conditions of persistent tropospheric blocking. 
However, in general, most recent studies [e.g., Juckes and 
Mcintyre, 1987; Bowman, 1993; Pierce and Fairlie, 1993; Man- 
hey et al., 1994b] have shown that there is a kinematic barrier 
to transport of material into the polar vortex, effectively iso- 
lating the vortex from midlatitude material. 

Determining the vortex boundary region can be difficult. In 
plotting the Epv gradient against the Epv values for each grid 
point on the latitude-longitude grid, there is a scattering of 
points with a peak value that can be determined by fitting 
Gaussian, polynomials, and similar functions to the data and 
finding the maximum. This technique is highly susceptible to 
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noise, analysis errors, and the choice of functions to fit the 
data. 

We view the Epv data in an alternative way, as first pre- 
sented by Mcintyre and Palmer [1984] and Butchart and Rems- 
berg [1986]. We began by contouring the Epv values on an 
equivalent area map projection. Then we calculated the area 
enclosed by each isoline. Expressed as a fraction of the total 
hemispheric surface area, we rearranged these areas on the 
hemisphere so that they ranged from 1 at the equator to 0 at 
the pole. The transformed Epv isolines can be thought of as 
being symmetrically arranged around the pole and monotoni- 
cally increasing from the equator to the pole. The latitudes on 
this transformed map projection are referred to as "equivalent 
latitudes." 

Plotting Epv against equivalent latitude results in a distribu- 
tion that has an "S" shape in the vortex region. Our method for 
determining the extent of the boundary region is based on both 
this shape and the averaged wind speed along Epv isolines. 
Since the wind is not single-valued around the vortex edge, we 
averaged the wind along Epv isolines to determine the location 
of the jet maximum relative to the area under the Epv isolines. 
We define the vortex edge to be the location of the highest Epv 
gradient, constrained by the proximity of a reasonably strong 
westerly jet. We note that from (1) and (2), Epv is proportional 
to the negative meridional gradient of zonal wind, and thus the 
gradient of Epv with equivalent latitude is proportional to the 
negative second derivative of zonal wind with respect to equiv- 
alent latitude. Therefore the broad-scale jet is a useful con- 
straint on the location of the vortex edge, since the wind max- 
imum is strongly correlated with the Epv gradient maximum. 
However, while the wind maximum is a surrogate for the vortex 
edge, it cannot serve as a precise definition because the quasi- 
conservative Epv also contains the 00/0p term and the wind 
maximum is typically a few degrees equatorward of the vortex 
edge. 

There are often multiple peaks in the distributions of the 
Epv gradient and the wind versus equivalent latitude, in addi- 
tion to the strong peak at the vortex edge. Although some of 
these other peaks may also be large, they usually appear only 
in one distribution but not in both. However, at the true vortex 
edge, both distributions have strong peaks. Therefore we mul- 
tiplied together the values of the peaks in the Epv distribution 
with associated nearby peaks in the wind distribution and 
chose the largest resultant value in the Epv distribution as the 
true vortex peak. We also applied a sloping filter that ranges 
between I at 80 ø and 0 at 90 ø equivalent latitude. There are few 
points that add to these small areas, and slight variations in the 
number of points can produce these large gradients. 

We define the vortex boundary region to be located between 
the local maximum convex and concave curvature in the Epv 
curve that surrounds the vortex edge. As an example, Figure I a 
shows a plot of the NMC Epv versus equivalent latitude for the 
northern hemisphere on January 1, 1993. Figure lb shows that 
the peak gradient is located at 68 ø , and this is where we deter- 
mined the vortex edge to be located. The value of Epv at this 
edge is 2.9 x 10 -5 K m 2 kg -• s-• (indicated by the dashed 
line). There was a corresponding peak in the wind distribution 
that confirmed the peak in the Epv gradient (Figure l c). The 
second derivative of Epv (not shown) had a local minimum and 
maximum at 66 ø and 70 ø with associated values of 2.6 and 

3.2 x 10 -5 K m 2 kg-• s -x, respectively (indicated by the dotted 
lines.) 

This method considerably reduces the noise and analysis 
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Figure 1. (a) Ertel's potential vorticity (Epv), (b) the gradi- 
ent of Epv, and (c) the average wind speed along Epv isolines 
versus equivalent latitude for the 450 K isentropic surface in 
the northern hemisphere on January 1, 1993. The dashed line 
indicates the calculated vortex edge, and the dotted lines indi- 
cate the calculated boundary region. 

errors and completely eliminates the need for choosing func- 
tional fits. However, there is a choice to be made in the reso- 
lution of the equivalent latitudes. Choosing the steps for equiv- 
alent latitude is the same as choosing steps of Epv isolines. We 
have found that choosing equivalent latitudes with the same 
latitude spacing as the original data provides the best estimates 
for the boundary calculations. Choosing a larger interval (less 
latitude bands or Epv isolines) broadens the derivatives so 
much that an accurate placement of the vortex cannot be 
made. Choosing smaller intervals leads to "ringing" in the 
derivatives, where local differences in the distribution of Epv 
versus equivalent latitude give large local differences in the 
derivatives. 

Other studies have used a particular value of Epv through- 
out the season to define the vortex edge (see, for example, 
Manney et al. [1994c]). We note that the maximum gradient of 
Epv changes as the vortex develops and dissipates and that our 
technique is more sensitive to these changes. Also, our defini- 
tion of a vortex boundary region better allows for studies of 
constituent transport through this finite area. 

We have utilized the vortex boundary calculations to analyze 
the development and breakdown of the polar vortex on the 450 
K isentropic surface. In the case of the summer circulation, the 
winds in the stratosphere are generally easterly. Hence aver- 
aging of the wind component parallel to the Epv isolines yields 
easterlies that ill define an edge. As the wind reverses direction 
during the autumn, the wind average on Epv isolines also 
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reverses direction, and a weak Epv gradient maximum be- 
comes evident. 

Determining a date for the formation and breakup of the 
vortex is a relatively subjective process. Manney et al. [1994c] 
determined the dates to be when the equivalent latitude under 
a chosen Epv contour was greater then 80 ø. Our formation and 
breakup dates were determined for most of the years of data by 
using winds and Epv. For this date determination, we consid- 
ered changes in (1) the Epv gradient, (2) the distribution of 
winds around Epv isolines, (3) the maximum winds near the 
vortex edge, and (4) the area of the vortex. We found that the 
maximum wind speed integrated around Epv isolines was in 
best agreement with the subjectively determined dates. We 
calculated the average of these maximum wind speeds to be 
15.2 m s- • with a standard deviation of 3.2 m s- • for both the 
formation and breakdown dates. We used the 15.2 m s-• value 

as the threshold for determining the existence of the vortex on 
the 450 K surface. 

The vortex builds up slowly in late autumn. Using the stan- 
dard deviation range for the wind speeds provides a useful 
range of dates during which the vortex is formed. As the vortex 
decreases in strength between winter and spring, the winds 
along the vortex edge also decrease, and the vortex usually 
dissipates quickly. The range of dates associated with wind 
speed range is much smaller than that in the buildup period. 
Clearly this relationship of the threshold wind to the strength 
of the Epv gradient is a consequence of the buildup of westerly 
momentum and kinetic energy of the flow field during the 
autumn and of the decrease to easterlies during the spring. 

Determining the Change in Area 

The evolution of the polar vortex can be analyzed by under- 
standing the physical processes that control the growth, main- 
tenance, and decay of the area of the vortex. Plate i shows a 
typical example of the evolution of the polar vortex over the 
course of the winter. In midautumn (October 20, 1992) Epv 
values are low, the Epv gradient between mid-latitudes and the 
polar region is small, and the areal coverage (indicated by the 
yellow to red colors) is also small. By late January the Epv 
values and areal coverage are quite large, and the gradient is 
very strong. The areal coverage is a useful indicator of the 
polar vortex temporal behavior. 

The area as a function of time, A (t), enclosed by a given Epv 
isoline Q,, will remain constant in the absence of diabatic 
heating, divergent winds, or frictional forces. Changes in the 
area provide a diagnostic tool to study the vortex behavior. 
Using (3), the time rate of change of the areaA(t) is given by 

d •0 OH ds • OO ds d• A(t)O->ø• = Q•-•- Iv001- IV001 
=Q• Q=Q, 

+ Vo' •v dA - v. VoQ' Iv001 
(t)e•>e O:Q 

+ F V0Ol (4) 
:O 

where ds is a length element along an isoline, the circumflex 
denotes the observed values, and the prime denotes the devi- 
ation of the observed values from the true values (generally 
spatial scales below the resolution of the analyses) [Butchart 

and Remsberg, 1986]. Line integrals are taken at a particular 
Epv isoline (O = Q,), and the area integral is taken over all 
values of Epv greater than or equal to the particular isoline 
(O -> Q ,). We calculated the heating rates from the radiation 
model of Rosenfield et al. [1987], updated following Rosenfield 
[1991]. 

The first term on the right-hand side represents changes in 
Epv associated with diabatically induced changes in the stabil- 
ity. It is usually negative at this level around the northern 
hemisphere vortex region, since Epv is positive and the heating 
rate decreases (cooling is larger) with increasing potential tem- 
perature, thus reducing the stability. This term acts to dissipate 
the polar vortex and can be conceptually understood as a 
vorticity dilution term, where diabatic processes act to com- 
press the material and hence spin down the Epv. 

The second term on the right-hand side represents changes 
in Epv from the movemenf of air through the surface due to 
the diabatic circulation. In the northern hemisphere polar vor- 
tex, Epv increases with height, so that radiative cooling then 
leads to increases in Epv and the area enclosed by Epv isolines. 

The third term on the right-hand side denotes the change in 
area due to the divergence of the wind field. We could not 
accurately determine its direct contribution since the calcula- 
tion of this term was very unstable. We instead used a high- 
resolution trajectory model to determine how the area would 
change in the absence of the diabatic terms. 

The fourth term denotes unresolvable contributions from 

subgrid scale processes. These processes can act in either di- 
rection to expand or shrink the vortex. Epv isolines become 
stretched into long thin filaments that wrap around the vortex 
during the breaking of Rossby waves [Polvani and Plumb, 1992; 
Waugh, 1993a, b]. This appears to usually be a one-way process 
in which air is stripped from the vortex into the surf zone. The 
large-scale satellite observations cannot resolve these fine- 
scale features and may represent a smearing of the Epv over a 
region of alternating high and low Epv values or may miss 
these features completely. Smearing would result in a widening 
of the horizontal Epv gradient in the areas of the fine-scale 
features, while missing a feature would, at most, be reflected in 
a slight change in the local Epv values. 

The final term involves the contribution of frictional forces. 

We note that gravity waves can have a large impact on both the 
heating rate and momentum balance. The effect of this fric- 
tional drag would be to reduce the Epv gradients and shrink 
the vortex area. 

There are other terms which involve horizontal derivatives 

of the heating rate and vertical winds. We estimated from the 
assimilation and NMC data that these terms were at least 2 

orders of magnitude smaller than the terms given in (4), and so 
we have ignored them for this study. 

Examples and Discussion 
We used the winter vortex of 1992-1993 as a case study to 

show the applicability of calculating the vortex boundary re- 
gion and edge, and to diagnose the processes responsible for 
the development and decay of the polar vortex. Plate 1 shows 
six different Epv maps on key dates in the season. The map for 
October 20 shows the state of the atmosphere before forma- 
tion of the polar vortex. The map for November 18 indicates 
the conditions during early vortex formation. The map on 
January 21 shows a well-formed vortex in midseason. The maps 
on February 16 and March 20 point out the deformation of the 
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Plate 1. Northern hemisphere Ertel's potential vorticity on the 450 K isentropic surface. The Greenwich 
meridian points downward. The heavy black line is the computed vortex edge, and the thin black lines are the 
computed vortex boundary region. Units are 10 {' K m 2 kg-i s-i 

vortex during two warming events. Finally, the April 20 map 
illustrates the conditions at the vortex breakup. Mamtey et al. 
[1994a, c] describe the 1992-1993 winter polar vortex using 
data front the Upper Atmosphere Research Satellite (UARS) 
and Epv derived from NMC data. Our findings are in general 
agreement with their descriptions. 

Formation of the Winter 1992-1993 Vortex 

From a visual inspection of Epv charts, we can clearly see a 
well-formed vortex in late November, whereas the vortex is 
relatively indistinct in early November. Figure 2 shows the 
distribution of maximum winds along Epv isolines over the 
winter. There is a daily scatter about a steadily increasing jet 
maximum and then a falloff after mid-January. Using 5-day 
smoothed values, we determined that the vortex formed on 
November 10, when the wind maximum reached more than 
15.2 m s -I. Applying our standard deviation limits, we note 
that the wind reached 12.0 m s -I on October 27 and 18.4 m s -• 

on November 18, a range of 23 days. 
We found slightly different results with the assimilation data. 

The wind maximum reached 15.2 m s -• on November 18, and 
the 12 m s -• and 18.4 m s -• limits were reached on November 

7 and December 2, respectively, a range of 26 days. The as- 
similation winds were consistently lower then the NMC winds 
during this period and resulted in the later dates of formation. 
The late part of the NMC range and early part of the assimi- 
lation range overlapped. Given that the vortex was slow to 
form, these ranges are in reasonable agreement. 

In the early part of November the calculated vortex edge was 

located around 76 ø (Figure 3) equivalent latitude. In mid- 
November, calculated edge values dropped to around 64 ø . The 
more northerly values in early November were a result of local 
peaks in the Epv gradient and wind maximum fields. As the 
vortex began to spin up in mid-November, the Epv gradients 
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Figure 2. Maximum of average winds along Epv isolines in 
the northern hemisphere on the 450 K isentropic surface (thin 
line). The heavy line is a 5-day running mean of the wind 
maximums. The dashed line is at 15.2 m s -I which is the 

determining value for the onset and breakdown of the polar 
vortex. Dotted lines are at the I standard deviation limits of 

--I 12.0 and 18.4 m s 
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Figure 3. Iso]ines of Erte]'s potential vorticity over equiva- 
lent latitude and time on the 450 K isentropic surface in the 
northern hemisphere. The heav• line is the calculated 
cd•c, a•d the •hadcd a;ca • the calculated vo;tcx 
;c•]o•. [•o]]•c• a;c plotted cvc• •.• x ]•-• E m • E•-• •-•. 
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•CaD. 

and wind maximum increased, and we began to see the peaks 
in these fields at the vortex location of about 64 ø . 

The area enclosed by the calculated vortex increased slightly 
between mid-December and mid-February (see also Manney et 
al. [1994c]). However, there was a steady rise in the Epv value 
at the vortex edge from 2.2 to 3.2 x 10 -5 K m 2 kg -• s -•. The 
gradient across the vortex edge tripled by mid-January from 
the value at formation in mid-November. 

The development of the polar vortex is mainly a result of the 
movement of air through the surface due to the diabatic cir- 
culation. To show this, we calculated the change in area ex- 
pected from the first two terms on the right-hand side of (4) 
enclosed by the 2.8 x 10 -5 K m 2 kg -• s -• isoline (Figure 4). 
These two terms together are the contribution from diabatic 
processes. This isoline first appeared in late October at 90 ø and 
then showed a rapid increase in area until early December. It 
was near the vortex edge from early January throughout the 
rest of the season. During the formation period, both diabatic 
terms increased in magnitude (negative and positive in sign, 
respectively), but the second term dominated and caused the 
rapid increase in the area enclosed by the 2.8 x 10 -s K m 2 
kg -• s -• isoline. There is good agreement between the ob- 
served change in the area under the isoline and the area cal- 
culated from the diabatic heating terms during this period. In 
early December the area tendency of the isoline started to 
decrease, and the rate of increase of Epv inside the vortex 
slowed down. These results are similar to those found by 
O'Neill and Pope [1993a, b], whose data were at a higher 
potential temperature level for the 1980-1981 season. 

The Midwinter 1992-1993 Vortex 

During the 1992-1993 winter season there were three warm- 
ing events, although, since the zonal wind never reversed below 
10 hPa these could not be classified as major warmings. The 
first event was dominated by wave 1 and occurred in mid- 
February. On the 450 K isentropic surface, the temperature 
difference between the pole and midlatitudes decreased in 
magnitude but did not reverse. This remained true up through 
the 30 hPa level. At 10 hPa there was a reversal to a warm pole 
and this remained so through the rest of the season. On the 450 

K surface the maximum polar warming occurred on February 
16 (bottom left pane of Plate 1). The warming occurred over 
the western Pacific and displaced the vortex to the opposite 
hemisphere. During this time the area of the vortex stayed 
nearly constant, however, inner vortex Epv values decreased 
rapidly from 5.2 to 4.6 x 10 -5 K m 2 kg -• s -• (Figure 3). 

The second warming event was a minor warming in which 
the Aleutian anticyclone intensified over Canada and displaced 
the vortex off the pole toward the northern Russian coast. The 
maximum warming occurred on March 6 (not shown), and 
there was a reversal to a warm pole on the 450 K surface and 
above. The total area of the vortex and the maximum values 

inside the vortex began to decrease before this event, but 
during the peak of the warming these values increased slightly, 
propagating from 90 ø to to the polar boundary region over a 
few days. 

In late March there was a dramatic change in the vortex 
position. In a reversal from the second event, the vortex slid 
across to the Canadian side of the hemisphere. The peak 
warming occurred on March 20 (bottom center pane of Plate 
1). During this event the winds increased, while the pole 
warmed. The area of the vortex decreased rapidly, but the 
highest Epv values inside the vortex increased slightly. This 
event was wave 1 dominated in geopotential height, but wave 
2 was nearly as large in the temperatures. 

In early February the area tendency from the diabatic cir- 
culation was negative and by late February the tendency from 
the NMC data was also negative (Figure 4). Both diabatic 
terms decreased in absolute magnitude during this time, but 
the dissipation term began to become stronger, which resulted 
in the shrinkage of the vortex area. 
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Fig, re 4. •ea tendency on the 450 K isentropic surface in 
the northern hemisphere for the 2.8 x 10 -s K m 2 kg -• s -• 
isoline of Ertel's potential vorticity. The solid line is the cal- 
culated tendency from the NMC data. These data were 
smoothed with a 7-day running mean. The dashed line is the 
component of the tendency associated with the diabatically 
induced movement of air through the isentropic layer, and the 
dashed-dotted line is the component associated with diabati- 
cally induced changes in the stability. The dotted line is the 
sum of these •o terms and is the total time tendency calcu- 
lated from the diabatic circulation. See the text for definitions 
of these terms. 
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Breakup of the Spring 1993 Vortex 

The final warming on the 450 K isentropic surface started on 
April 5, when the 800-50 ø latitude temperature difference be- 
came positive for remainder of the season. The zonal winds 
decreased from a mid-March maximum to a minimum on April 
24, although the winds were still slightly westerly. 

The vortex broke up on April 20, 1993 (bottom right pane of 
Plate 1). Normally, as the vortex breaks down, it fragments into 
two or more separate pieces of high Epv material. Visual 
inspection of Epv maps in early April showed an intact coher- 
ent vortex, whereas maps in late April showed a weak frag- 
mented Epv field. Figure 2 shows the steadily declining values 
of the wind maximum around Epv isolines. The wind maximum 
went below 15.2 m s-• on April 20, and this corresponded well 
with our visual inspection of Epv plots. Again, as a reference, 
we note that the wind maximum fell below 18.4 m s-• on April 
17 and below 12 m s-1 on April 22, a range of 6 days. This is 
a much tighter range than for the formation period. 

The assimilation data showed the vortex breakup on April 
17. The 18.4 m s -• and 12 m s -• limits were reached on April 
5 and April 21, respectively, a range of 17 days. Just as in the 
build up period, the assimilation wind speeds were less than 
the NMC wind speeds, so the break up date was earlier. There 
was an overlap of the entire NMC range with the later part of 
the assimilation range. Again, the data are in reasonable agree- 
ment. 

During April the area contained by Epv isolines rapidly 
decreased. The calculated diabatic terms were small and the 

resulting expected area tendency of the 2.8 x 10 -s K m 2 kg -• 
s-• isoline was much less than the observed tendency by a 
factor of 3 to 6 (Figure 4). These results are similar to those of 
O'Neill and Pope [1993a, b], who found that in the middle 
stratosphere the radiation terms accounted for about half of 
the decrease in area during major vortex shrinkage events. 
They proposed that the vertical smoothing of satellite data may 
account for much of the difference. We made estimates of the 

limits of possible changes due to the diabatic heating terms by 
running the radiation model with various sonde, aircraft, and 
satellite data profiles. We found that the differences in the 
diabatic heating provided, at most, a change of 0.05 fraction of 
hemispheric area per 100 days. This is still too small by a factor 
of 2 to 3 to explain the decrease in Epv area. 

We used a high-resolution trajectory model [Schoeberl et al., 
1993a, b] to calculate the evolution of the 2.8 x 10 -5 K m 2 
kg-• s-• Epv isoline through April. The results showed that 
the Epv field was not sheared into unresolvable scales. The 
vortex area contained by this adiabatic advection of the 2.8 x 
10 -5 K m 2 kg- • s-• isoline remained relatively stable over the 
entire period. This implies that the divergence of the wind field 
was small and the Epv was not sheared out into scales of 
motion that were unresolvable by the synoptic network. This 
differs from the results found by Juckes and O'Neill [1988], who 
estimated that half of the decrease they observed was due to 
this effect. However, their data were for the winter of 1982- 
1983 on the 850 K surface. 

Gravity waves may have a large effect on Epv amounts. 
There were indications that significant activity took place on 
the southern boundary of the vortex during April (J. T. Bac- 
meister, personal communication, 1994). The effect of this 
activity would be to reduce the area of the vortex, and this may 
have accounted for a significant portion of the area decrease 
which we found. 

Summary 
We have presented an objective method for determining the 

location of the vortex boundary region and vortex edge using 
the gradient of Ertel's potential vorticity and the wind maxi- 
mum around Epv isolines. The wind maximum is nearly colo- 
cated with the maximum Epv gradient on equivalent latitudes. 
Using the wind maximum to constrain the location of the Epv 
gradient peaks allows us to unambiguously determine the polar 
vortex edge. 

We have shown that the formation and breakup dates of the 
vortex can be determined from the coarse grid of the NMC 
data. We have determined that on the 450 K isentropic surface, 
the polar vortex forms when the wind maximum rises above 
15.2 m s-• in the autumn and that breakup occurs when the 
wind maximum drops below 15.2 m s-• in the spring. During 
the winter of 1992-1993, we estimate that the lower strato- 
spheric vortex formed on November 10, 1992, and broke down 
on April 20, 1993. The NMC data set should be useful enough 
to produce a climatology of formation and ending dates for the 
period of 1979 to the present. 

We have shown the importance of diabatic heating in the 
formation, expansion, and shrinkage of the polar vortex. From 
the potential vorticity equation (3) we find that the autumn 
build up of the lower stratospheric vortex is primarily associ- 
ated with the movement of air through the surface due to the 
diabatic circulation in the polar region. As the polar region 
becomes coldest in December and January, the polar lower 
stratosphere radiative relaxation timescales become very long, 
and diabatic heating is reduced from the late autumn maxi- 
mum. Hence the movement of air through the layer is also 
reduced, and the vortex stops growing. In late winter and 
spring the dissipation term (diabatically induced changes in the 
stability) becomes larger and is associated with the shrinking of 
the vortex. During the period close to breakup, all of the 
calculated terms are too small to account for the change in 
area of the vortex. Frictional dissipation of the vortex by grav- 
ity waves may account for much of this disparity. 
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