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Abstract. If model parameterizations of unresolved 
physics, such as the variety of upper ocean mixing 
processes, are to hold over the large range of time and 
space scales of importance to climate, they must be 
strongly physically based. Observations, theories, and 
models of oceanic vertical mixing are surveyed. Two 
distinct regimes are identified: ocean mixing in the 
boundary layer near the surface under a variety of 
surface forcing conditions (stabilizing, destabilizing, 
and wind driven), and mixing in the ocean interior due 
to internal waves, shear instability, and double diffu- 
sion (arising from the different molecular diffusion 
rates of heat and salt). Mixing schemes commonly 
applied to the upper ocean are shown not to contain 
some potentially important boundary layer physics. 
Therefore a new parameterization of oceanic bound- 
ary layer mixing is developed to accommodate some of 
this physics. It includes a scheme for determining the 
boundary layer depth h, where the turbulent contribu- 
tion to the vertical shear of a bulk Richardson number 

is parameterized. Expressions for diffusivity and non- 
local transport throughout the boundary layer are 
given. The diffusivity is formulated to agree with sim- 
ilarity theory of turbulence in the surface layer and is 
subject to the conditions that both it and its vertical 
gradient match the interior values at h. This nonlocal 
"K profile parameterization" (KPP) is then verified 
and compared to alternatives, including its atmo- 
spheric counterparts. Its most important feature is 

shown to be the capability of the boundary layer to 
penetrate well into a stable thermocline in both con- 
vective and wind-driven situations. The diffusivities of 

the aforementioned three interior mixing processes are 
modeled as constants, functions of a gradient Richard- 
son number (a measure of the relative importance of 
stratification to destabilizing shear), and functions of 
the double-diffusion density ratio, R v. Oceanic simu- 
lations of convective penetration, wind deepening, and 
diurnal cycling are used to determine appropriate val- 
ues for various model parameters as weak functions of 
vertical resolution. Annual cycle simulations at ocean 
weather station Papa for 1961 and 1969-1974 are used 
to test the complete suite of parameterizations. Model 
and observed temperatures at all depths are shown to 
agree very well into September, after which system- 
atic advective cooling in the ocean produces expected 
differences. It is argued that this cooling and a steady 
salt advection into the model are needed to balance the 

net annual surface heating and freshwater input. With 
these advections, good multiyear simulations of tem- 
perature and salinity can be achieved. These results 
and KPP simulations of the diurnal cycle at the Long- 
Term Upper Ocean Study (LOTUS) site are compared 
with the results of other models. It is demonstrated 

that the KPP model exchanges properties between the 
mixed layer and thermocline in a manner consistent 
with observations, and at least as well or better than 
alternatives. 

1. INTRODUCTION 

A major challenge in the creation of Earth system 
models is the development of improved submodels of 
all its components, including the ocean. Recent expe- 
riences with coupled atmosphere-ocean models dem- 
onstrate that extensive and pervasive difficulties arise 
because of a mismatch in the equilibrium surface heat 
flux of each model individually. To avoid the resulting 
climate drift, flux corrections are often applied [Sau- 

sen et al., 1988]. A demanding, but physically more 
attractive alternative is model improvement. A critical 
requirement for an ocean submodel is that it simulate 
the annual cycle of sea surface temperature (SST) 
globally, since SST is the most important ocean prop- 
erty governing the exchange of energy between the 
ocean and atmosphere. The SST represents a balance 
among many processes, including air-sea exchange, 
oceanic transport, and vertical mixing. The latter must 
be parameterized because the processes involve small 
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turbulent scales that presently cannot be resolved in 
other than very limited domains. This present work 
seeks practical parameterizations with skill at distrib- 
uting properties in the vertical in all oceanic regimes: 
polar, midlatitude, and equatorial. To do so even over 
climate scales, it may be necessary to mix properly 
over the much shorter timescales of the diurnal cycle 
and storm events because of strong nonlinearities. 

The atmosphere and ocean communicate with each 
other via their respective planetary boundary layers 
(PBL), so both may need to be well modeled. A rich 
literature exists for boundary layers in general [Monin 
and Yaglom, 1971] and the atmospheric boundary 
layer (ABL) in particular [Haugen, 1973; Nieuwstadt 
and van Dop, 1982; Stull, 1988]. Boundary layers have 
distinctive physics from fluid interiors [Wyngaard, 
1982] and hence are governed by their own mixing 
rules. Thus ocean vertical mixing requires two distinct 
parameterizations: one for the ocean interior and one 
for the oceanic surface boundary layer (OBL). In gen- 
eral, employing a single scheme for both is not justi- 
fied. Several known aspects of boundary layer physics 
are outlined in the first part of section 2. The challenge 
is to incorporate this knowledge into a global ocean 
model without imposing unreasonable computational 
demands. 

The ABL has been much more fully observed and 
understood than either the oceanic surface boundary 
layer or bottom (benthic) boundary layer (BBL). By 
assuming similarity between PBLs, the wealth of at- 
mospheric experience can be applied to models of the 
OBL and BBL. The extent of the knowledge gap is 
illustrated by the fact that heat and momentum fluxes 
have yet to be directly measure in the open OBL. The 
technical difficulty of separating the turbulent vertical 
velocity from surface wave motions is not so problem- 
atic under sea ice, where McPhee and Martinson 
[1994] have directly measured profiles of these fluxes. 
In contrast, time series and profiles of vertical turbu- 
lent fluxes (and other turbulence parameters) have 
been measured in the ABL from meteorological tow- 
ers [Kaimal et al., 1976] and aircraft [Lenschow et al., 
1980] over a relatively wide range of forcing condi- 
tions. Equally important, according to Wyngaard 
[1982], are the numerical investigations of the ABL 
pioneered by Deardorff[1972a]. These large eddy sim- 
ulations (LES) resolve most of the energy containing 
turbulent eddies such that the parameterized subgrid- 
scale turbulence is relatively unimportant. Although 

ond part of section 2, and a nonlocal K profile param- 
eterization (KPP) of the boundary layer [Troen and 
Mahrt, 1986] is selected. Additional components of the 
complete KPP model are local parameterizations for 
each of three mixing processes in the ocean interior 
(section 4), rules for matching the boundary layer to 
the interior, and surface and bottom boundary condi- 
tions. The boundary layer scheme and matching are 
described in section 3. The boundary conditions are 
discussed in Appendix A, and some of the details of 
the model formulation are presented in Appendix B. 
The details of the vertical discretization and numerics 

used to implement the numerical model are given in 
Appendix D. 

Alternatives considered in section 2 include first- 

order mixing length closure [Blackadar, 1962], the 
hierarchy of second-order moment closures espoused 
by Mellor and Yamada [1982] with embellishments 
[Gaspar et al., 1990; Kantha and Clayson, 1994], and 
bulk mixed-layer models [e.g., Kraus and Turner, 
1967; Niiler, 1975; Price et al., 1986]. Not included a 
priori are closures without an established history of 
geophysical applications or those judged too compu- 
tationally demanding or too complicated without well- 
demonstrated compensating benefits. Examples of 
such models are third-order moment closures and the 

transilient model of Stull [1984]. 
In section 5, model solutions for several classic 

oceanic situations (convective deepening, wind deep- 
ening and diurnal cycling) are used to determine, val- 
idate, and refine choices for the important model pa- 
rameters. With these choices fixed, simulations of a 
complete oceanic annual cycle are then used to dem- 
onstrate model performance. The results of further 
sensitivity experiments are given in Appendix C. 
Model simulations, again with fixed parameter values, 
are compared with observations and previously pub- 
lished model results in section 6. The discussion, sec- 
tion 7, recaps the KPP model and its successes, re- 
views the model intercomparison, and suggests further 
KPP model developments. Overall, the KPP model is 
found to perform at least as well as others in all 
comparisons and significantly better in some. Unfor- 
tunately, the oceanic database is not fully up to the 
task of settling all modeling questions. 

2. PLANETARY BOUNDARY LAYERS 

......... these_•rnodels_ are_ restricted to_ limited _domains ..and ..... This section first reviews the_distinctive physicsof_ 
short integration times, they do provide valuable data 
with which to formulate and evaluate parameteriza- 
tions for boundary layer models used on all time and 
space scales. 

The first objective of this paper is to choose, from a 
wide assortment of classes, a vertical mixing scheme 
that can be developed into a suitable OBL model for 
climate studies. The choices are surveyed in the sec- 

planetary boundary layers then discusses various PBL 
models. These layers are fundamentally turbulent and 
extend from near the surface to the boundary layer 
depth h, which is the limit to which boundary layer 
eddies can penetrate in the vertical. PBL models strive 
to represent faithfully the mixing due to the turbulent 
vertical velocities w of unresolved eddies. This turbu- 

lence is driven primarily by the surface stress, •0 and 
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a negative surface buoyancy flux Bf and is suppressed 
by dissipation and a stabilizing Bf • O. Like the wind 
stress, all forcing functions are defined to be positive 
when they act to increase the oceanic values of the 
property being transferred. Thus positive forcing 
moves properties downward into the ocean. 

The time evolution of a property X due to PBL 
eddies is expressed as the vertical divergence of the 
kinematic turbulent fluxes' 

OtX = -Ozwx (1) 

where t and z are the time and upward vertical coor- 
dinates, respectively, with 0 denoting a partial deriv- 
ative with respect to its subscript and the overbar 
denoting a time average. In (1) and hereinafter when- 
ever generalization is possible, uppercase X repre- 
sents mean quantities such as eastward velocity U, 
northward velocity V, potential temperature T, buoy- 
ancy B, and ocean salinity S, and lowercase x repre- 
sents their turbulent fluctuations u, v, 0, b and s, 
respectively. Similarly, a subscript x is used to asso- 
ciate a particular quantity, such as diffusivity, with any 
of the above properties. Whenever it is necessary to 
distinguish the velocity or momentum components 
from the scalar properties, the subscripts rn and s, 
respectively, are used. In these situations, S and s are 
used to represent the mean and turbulent components 
of all the scalar properties. Sometimes potential tem- 
perature needs to be treated uniquely, and the sub- 
script 0 is used, while S, s, and subscript s then apply 
only to salinity and to the concentration of other sol- 
utes that behave like salinity, such as water vapor in 
the atmosphere and nutrients in the ocean. 

Boundary Layer Physics 
The semiempirical Monin-Obukhov similarity the- 

ory is the most well tested boundary layer scaling. It 
argues that in the surface layer near the boundary, the 
only important turbulence parameters are the distance 
from the boundary, d, and the surface kinematic fluxes 
WXo. In the ABL and BBL, d = z, while in the OBL, 
d = -z. The fundamental turbulent parameters that 
can be formed from these quantities are the friction 
velocity u*; the scale of the turbulent fluctuations of 
any scalar property, S*; and the Monin-Obukhov 
length scale L: 

S* = -WSo/U* (2) 

œ = 

where K = 0.4 is von Kfirmfin's constant and P0 is 
surface density. 

The surface layer, d < eh (e << 1), need not be a 
constant flux layer [Tennekes, 1973a]. In many situa- 
tions a horizontal pressure gradient is balanced by 

substantial vertical stress divergence. However, as 
long as the surface fluxes remain the important param- 
eters, dimensional analysis defines the dimensionless 
profiles as universal functions of the stability parame- 
ter [ = d/L: 

Kd 

(•)m(•) = •' Oqz( U2 -[- V2)1/2 
Kd 

,s([) = ozs 

(3) 

These functions have been determined empirically 
from measurements in the ABL, but there is no con- 
sensus about their precise functional form [H6gstr6m• 
1988]. The forms used throughout this paper are given 
in Appendix B and plotted in Figure B 1. 

Integration of (3) gives the mean property profiles, 

(e(d) 2 q- V(d)2) 1/2-- (e• q- V02) 1/2 

+ -- In - Om([) (4a) 
K 

S(d) = So + In - Os(g) (4b) 
K 

: - ag x(g) = ' 
•/L • • 

where the square root terms are speeds; the X0 are 
surface values; and the constants of integration, Zx, 
are the roughness lengths. The Ox functions have been 
integrated for some common analytic forms of the • 
functions by Paulson [1970]. The neutral (Ox = 0) 
forms of (4) are the familiar logarithmic profiles. Al- 
ternative derivations of these profiles also do not re- 
quire a constant stress layer [Tennekes, 1973a]. The 
surface layer does not extend all the way to the surface 
[Monin and Yaglom, 1971; Liu et al., 1979] because at 
a finite distance, surface roughness elements and mo- 
lecular processes begin to directly influence the turbu- 
lence. Therefore neither (3), nor (4) can be expected to 
hold as d approaches z•. 

A typical value of e is 0.1 [Tennekes, 1973a]. Fluxes 
should be within about 20% of their surface values at d 

= e h and approach their surface values linearly as d 
becomes small [Lumley and Panofs•, 1964; Ten- 
nekes, 1973a]. In ABLs of the order of 1 km in height, 
logarithmic profiles have been observed to extend to a 
height of 100 m [Carl et al., 1973], implying that the 
surface fluxes are still the most important turbulence 
parameters throughout the surface layer even though 
local fluxes can be measurably different from their 
surface values. 

In addition to a surface layer, another impo•ant 
feature of boundary layers is that the turbulence is 
fundamentally nonlocal; that is, in addition to local 
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Figure 1. Relative buoyancy (solid trace, bottom scale) and 
buoyancy flux (dashed trace, top scale) profiles after 3.0 
days of convective deepening into an initially uniformly 
stratified water column of OzT = 0.1øC m -1, N = 0.016 s -1, 
under the action of a steady cooling, Q t = -100 W m -2. 
Axes have been normalized with a boundary layer depth, h 
= 13.6 m and a surface buoyancy flux, wbo - 6.3 x 10- 8 
m 2 s -3. Also shown are the entrainment depth, he, and the 
mixed layer depth, h,n. 

properties and gradients, local fluxes depend on 
boundary layer parameters such as the surface fluxes 
and h. Important characteristics of nonlocal behavior 
are the coherent structures that can be detected in 

PBLs [Mahr! and Gibson, 1992]. Coherent structures 
identified in the turbulent ABL include buoyant verti- 
cal plumes, convergence lines, sweeps, microbursts, 
horizontal roll vortices, mesoscale cellular convective 
elements, Kelvin-Helmholtz waves, and internal grav- 
ity waves. Most of these structures are described by 
Stull [1988]. After surface and internal gravity waves, 
the most important coherent structures in the OBL are 
thought to be Langmuir cells [Weller and Price, 1988]. 
These are near-surface, counterrotating vortices with 
horizontal axes that are nearly aligned with the mean 
wind. Their dynamics are not well understood, but in 
the model of Craik and Leibovich [1976] they are 
generated by the interaction between the surface grav- 
ity wave induced current (Stokes drift) and the wind- 
driven current. It is uncertain what role Langmuir 

upward buoyancy flux • > 0 in locally stable or 
neutral regions where the mean buoyancy increases or 
remains constant with height. In general, such fluxes 
can be present with any gradient, so nonlocal transport 
[Holtslag and Boville, 1993] is a more general term 
that also applies to passive scalar transports. This 
feature of convection is generally observed throughout 
the central 50% or more of both atmospheric and 
laboratory boundary layers [Deardorff, 1966] and of 
LES experiments [Deardorff, 1972b; Holtslag and 
Moeng, 1991]. In Figure 1 it dominates the region 0.35 
< d/h < 0.80. Different theoretical considerations 

lead to the same result, namely, that the heat flux 
should have a nonlocal convective transport in addi- 
tion to the familiar local downgradient component. 
Theoretical expressions for the countergradient heat 
flux have been derived from the turbulent evolution 

equation for 0tw0. Deardorff[ 1972b] finds that it arises 
from the buoyant production term, while Holtslag and 
Moeng [1991] find the turbulent transport term respon- 
sible. Holtslag and Moeng [1991] use LES data to 
evaluate both these possibilities and find that both give 
similar nonlocal behavior throughout the central re- 
gion of the boundary layer despite the differing phys- 
ics. 

Wyngaard and Brost [1984] suggest that another 
fundamental property of convective boundary layers is 
that the vertical diffusivity profile for passive scalars is 
radically different depending on whether the property 
fluxes are driven by entrainment or surface fluxes. 
Because they were considering the ABL, entrainment- 
driven diffusion was termed "top-down" and the more 
familiar surface-driven diffusion was termed "bottom- 

up." Furthermore, they attribute this peculiar behav- 
ior to vertical asymmetry. An observed characteristic 
of this asymmetry is that buoyant plumes are horizon- 
tally narrower and have larger vertical velocities than 
the more diffuse return flows. Wyngaard and Brost 
[1984] present LES results that confirm that entrain- 
ment-driven diffusivities are significantly smaller than 
surface-driven diffusivities. An important implication 
is that a single diffusivity defined for the total process 
may be ill behaved but that the two processes can be 
parameterized separately and later superimposed. 
However, Holtslag and Moeng [1991] use the LES 
data of Moeng and Wyngaard [1989] and obtain well- 
behaved expressions by incorporating a nonlocal 
transport term in the flux parameterizations. Entrain- 
ment-driven diffusion may be very important in the 

ci_r•ulatipn phys_in thepc•.an, but We!!er_et aL_[!984] ...... ocean,_. where it_.is__the_ prin_cipa!___sourc_.e.gf_. sglt and 
suggest that it could be an important factor in trans- 
porting properties that are not uniformly distributed 
within the mixed layer. 

Figure 1 illustrates expected profiles of buoyancy 
and buoyancy flux in a convective oceanic boundary 
layer. One manifestation of nonlocal behavior found in 
such boundary layers is what is traditionally termed 
countergradient heat flux. This flux is characterized by 

nutrients to the OBL. 

In the case of a purely convective boundary layer, 
u* = 0 and Bf < 0, eroding into a region of stable 
stratification (Figure 1), the entrainment depth he, 
where the negative buoyancy flux is maximum, is less 
than the boundary layer depth h. The mixed layer 
depth hm can depend a great deal on definition [Lukas 
and Lindstrom, 1991]. Here it is arbitrarily taken as 
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the shallowest depth where O zB exceeds 5.2 x 10 -5 
s -2, and it is less than he. As was argued by Ball 
[1960], the entrainment flux at h• is driven by the 
surface buoyancy flux, so that in pure convection the 
ratio of these two fluxes should be approximately a 
constant, [3r. The observational data [Deardorffet al., 
1969; Tennekes, 1973b] and LES results [Moeng and 
Wyngaard, 1984, 1989] suggest [3r = -0.2. This re- 
lationship will be used in the next section to parame- 
terize the role of unresolved turbulent shear in deter- 

mining h. 
Boundary layers are often characterized by very 

small vertical property gradients over large portions of 
their central region (e.g., Figure 1). This observation 
has led to the concept of the boundary layer as a 
well-mixed layer, especially in the ocean, where the 
isothermal layer often extends to very near the sur- 
face. A major theoretical objection to the well-mixed 
boundary layer is the implicit infinite diffusivity lead- 
ing to all properties being instantaneously mixed 
throughout the layer. As is shown by Figure 1 and 
other cases, a more physical finite diffusion is capable 
of evolving well-mixed regions over much of the 
boundary layer. 

Many observations also contradict the mixed-layer 
concept. Properties are often observed to have vertical 
structure throughout much of the boundary layer. A 
notable example is the specific humidity profiles 
shown by Mahrt [1976], which Wyngaard and Brost 
[ 1984] attribute to the entrainment flux of water vapor 
that diffuses according to finite "top-down" diffusivity 
laws. A well-mixed surface layer is not always found 
in the ocean either. Also, isothermal, isohaline, and 
turbulent layers are not universally found to coincide. 
In the western equatorial Pacific, for example, Lukas 
and Lindstrom [1991] find that the mean mixed-layer 
depths based on temperature and salinity gradient cri- 
teria are 37 m and 29 m, respectively. Individual pro- 
files show that the isohaline layer can be as much as 90 
m deeper or 70 m shallower than the isothermal layer. 
It has also been recognized that mixed layers might 
extend to the depth of previous turbulent boundary 
layers and that at any given time the boundary layer 
may be thinner. The opposite situation can also exist 
in the ocean. Recent observations of diurnal cycles of 
turbulence at the equator [Peters et al., 1988; Moum et 
al., 1989] clearly show nighttime turbulence down to 
80 m, far below the 20-m depth of the isothermal layer. 
This state can be interpreted as the penetration of the 
convective boundary layer, though Moum et al. [1989] 
suggest interval waves as the cause. In midlatitudes, 
strongly shear-driven boundary layers do appear to 
penetrate tens of meters into the seasonal thermocline, 
giving rise to abnormal mixed-layer cooling [Large et 
al., 1986; Large and Crawford, 1994]. 

Unfortunately, relatively little is known about the 
OBL from either direct observations or resolved tur- 

bulence numerical experiments. Only recently has 

LES modeling been applied to the OBL [McWilliams 
et al., 1993]. It is this state of affairs that provides the 
motivation for incorporating the knowledge and expe- 
rience of atmospheric and laboratory boundary layers 
to the ocean. Although there are physical reasons to 
expect differences between the ABL and OBL, until 
uniquely oceanic physics is observed and quantified, 
the assumption that the ABL and OBL are physically 
similar will remain appropriate. One obvious differ- 
ence is surface waves. These ought to have little effect 
on the ABL above the order of a wave height above 
the surface, i.e., about 1% of the boundary layer. 
However, a wave height is a much larger fraction of 
the OBL depth. Wind-driven surface waves are be- 
lieved to be essential to the generation of Langmuir 
circulation [Craik and Leibovich, 1976]. Also, surface 
wave orbital velocities and shear can extend through- 
out the OBL and perhaps interact with surface-driven 
turbulence in important ways. There could be a diver- 
gent horizontal transport of energy by surface and 
internal gravity waves. Another difference is that the 
surface velocity of the ABL is zero over land and 
usually negligible over the ocean. In the ocean the 
velocity is usually largest near the surface. A further 
complication is that the OBL strongly absorbs solar 
radiation, while the ABL is nearly transparent. How to 
include absorbed radiation properly in the expressions 
for L and S* in (2), in the flux profiles (equation (3)), 
and hence in the logarithmic profiles (equation (4)) are 
unanswered research questions (Appendix C). 

Boundary Layer Models 
In trying to incorporate boundary physics in climate 

models, first-moment models are attractive because 
there are time evolution (prognostic) equations for 
only mean, or first moment, quantities X. The system 
is closed by parameterizing higher-order moments, 
such as the second-moment kinematic fluxes (equation 
(1)), in terms of the first-moment prognostic variables. 
The order of a turbulence closure is defined to be equal 
to the highest prognostic moment, so these models 
have first-order closure schemes. They are also easily 
adapted to finite differencing and matched to models of 
the interior. Common to these schemes is the assump- 
tion that turbulent, like molecular, diffusion is down- 
gradient, depending linearly on the local property gra- 
dient, with an appropriate eddy diffusivity Kx, the 
constant of proportionality: 

wx = -KxOzX (5) 

Specification of Kx throughout the boundary layer, K 
theory, includes the constant Kx of Ekman [1905]. 
Stull [1988] gives a lengthy list of other proposed Kx 
parameterizations. 

What might be termed a nonlocal K profile model 
was developed by Troen and Mahrt [1986] specifically 
for use in large-scale models of the atmosphere. There 
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are two distinctly nonlocal aspects of their model. 
First, there is an additional nonlocal transport term on 
the right-hand side of (5). Second, the diffusivity ev- 
erywhere in the boundary layer depends upon both the 
surface forcing and the depth of the boundary layer. 
They report that the model is well behaved in transi- 
tions from stable to unstable forcing. It requires some 
resolution in the boundary layer, but detailed resolu- 
tion is needed in neither the transition layer near h, 
nor the surface layer. Furthermore, in the convective 
limit of u* approaching zero the model boundary layer 
turbulence is well behaved because it becomes depen- 
dent on the convective velocity scale, 

W* = (-Bf h)1/3 (6) 
and the diffusivities are well defined. Holtslag and 
Boville [1993] compare a similar nonlocal K profile 
parameterization to a local K approach [Louis, 1979] 
in an atmospheric general circulation model. They 
choose the nonlocal scheme for a global climate model 
primarily because of its better physics in dry convec- 
tive conditions. Nighttime and wintertime convection 
are very prominent features of oceanic boundary lay- 
ers. Therefore such a scheme appears to be very well 
suited for the boundary layer parameterization in an 
ocean general circulation model too. Other possibili- 
ties are surveyed below, but in no case do the advan- 
tages outweigh the apparent disadvantages relative to 
the nonlocal K profile approach. 

The model of upper ocean mixing in the marginal 
ice zone of McPhee [1987] has neither of the above 
nonlocal aspects found in the Troen and Mahrt [1986] 
model. There is only downgradient diffusion like (5), 
and Kx is proportional to a locally defined, height 
dependent friction velocity and a length scale that 
describes the vertical scale of energy-containing ed- 
dies at any level. The length scale in turn depends only 
on local fluxes and the Coriolis parameter. As was 
noted by Termekes [1973a], u*, not the local friction 
velocity, is the true boundary layer velocity parameter 
that is independent of d. Consistent with this view- 
point is the observation [Panofsky, 1973] that the log- 
arithmic behavior (4) describes the wind profile to 
greater heights when u*, rather than local friction 
velocity, is used. The McPhee [1987] scheme behaves 
very differently in the convective limit. Instead of 
depending on w*, the diffusivity become proportional 
to the square of the local friction velocity and inde- 
pendent of the buoyancy flux. 

................. Non!i.o•e__ar_mJxiog_!.e_ngth, or L theory• follows from 
Prandtl's [1925] proposition that the significant eddy 
size, or mixing length Lm, is proportional to the stan- 
dard deviation of the vertical displacement of fluid 
particles. Heisenburg's [1948] hypothesis further 
states that Kx is proportional to the four-thirds power 
of m m and the one-third power of the molecular dissi- 
pation. Blackadar [1962] expresses this latter depen- 
dency in terms of the vertical shear to arrive at 

g x = m2m[(OzU) 2 q- (OzV)2] 1/2 (7) 

L m = Kd/(1 + Kd/Lo) 

where L0 is an empirical, asymptotic value of L m from 
observations of the free atmosphere. This formulation 
yields good results only near the surface, where m m 
approaches nd in accord with the similarity result (3). 
The form (7) has no nonlocal transport term, and Kx 
varies only with local shear and d. 

There are many other proposed parameterizations 
of L m. In numerical models where the grid spacing A is 
less than the significant eddy size, L theory is used to 
parameterize the subgrid-scale mixing process. For 
this purpose it is common to make L m proportional to 
A, with an adjustable constant of proportionality. This 
practice follows Smagorinsky [1963], who applied it to 
lateral mixing in a two-layer atmospheric general cir- 
culation model. It is also used for subgrid-scale verti- 
cal mixing in LES, where significant eddies are re- 
solved in all three dimensions [Lilly, 1967; Deardorff, 
1970]. 

The class of second-order closure models directly 
computes the time evolution of second-moment quan- 
tities, including the turbulent fluxes wx(d). Full clo- 
sure of the second-moment equations therefore carries 
the substantial computing burden of integrating many 
prognostic equations. Donaldson [1973] considers a 
system with three velocity components, potential tem- 
perature, and one conservative scalar and formally 
derives time evolution equations for each of the 15 
prognostic second moments. Mellor and Yamada 
[1974, 1982] present a hierarchy of second-moment 
closures for a u, v, w, and 0 system. At each degree of 
approximation the "level" of their closure decreases 
(from 4 to 1). There are 10 prognostic equations for the 
second moments in their full, level 4 closure. To date 
it has not been demonstrated that the results from such 

models justify the additional complexity and compu- 
tations. 

At level 3 in their hierarchy, Mellor and Yamada 
[1982] solve prognostic equations for only two second 
moments; temperature variance • and turbulent ki- 
netic energy g (= 0.5(u 2 + v 2 + w 2)). This simplifi- 
cation arises from expressing the other second-order 
moments as diagnostic equations depending only on 
themselves; mean quantities, including g; and empiri- 
cal length scales. Similarly, expressing • as a diag- 
nostic equation results in the intermediate level 2.5 
degree of approximation, with g the only_prognostic 
second moment. Since all the length scales are related 
to the scale of energy containing turbulence, they are 
usually made proportional to a master length scale, 
such as L m of (7) with an analytic expression for L0. 

The level 2 approximation assumes that shear plus 
buoyant production of turbulent energy is balanced 
locally by turbulent dissipation. Dissipation is then 
parameterized by •73/Le to give a diagnostic equation 
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for g as well. The need to specify yet another length 
scale L e compounds the length scale problem alluded 
to above. At this point in the hierarchy there are no 
second moment prognostic equations, so the closure is 
akin to L theory. Melior and Yamada [1982] report 
that further simplification, level 1, failed to reproduce 
observational data. 

The most popular member of the Melior and Ya- 
mada [1982] hierarchy is the level 2.5. However, as 
was discussed extensively by Kantha and Clayson 
[1994], these schemes are known to have the general 
trait of too little entrainment during convection and the 
related problem of too little mixing across stabilizing 
density gradients. There are several possible causes of 
this problem. Zeman and Lumley [1976], for example, 
find that realistic entrainment requires buoyancy ef- 
fects to be accounted for in the closure of the turbulent 

transport of third-order fluxes. According to Melior 
and Yamada [1982], the use of a master length scale, 
which sets all processes proportional to a single scale, 
is another major weakness. Moeng and Wyngaard 
[1989] present an overview of second-order closures of 
the O tg equation needed by level 3 and level 2.5 
schemes. They note two more objections to these 
closures as usually practiced, namely, their downgra- 
dient transport assumption, which is inadequate in the 
convective ABL because it neglects nonlocal effects, 
and their neglect of buoyancy effects on the pressure- 
scalar covariance closure. They also find that the Mel- 
Ior and Yamada [1982] parameterization of the eddy 
diffusivity for g is more than an order of magnitude 
less than that computed from LES data. 

In response to these criticisms, there have been sev- 
eral recent developments. Melior [ 1989] adds a prognos- 
tic equation for the product of g times the master length 
scale. Gaspar et al. [1990] ameliorate the master length 
scale problem by specifying two independent diagnostic 
length scales but continue to assume downgradient 
transport. Kantha and Clayson [ 1994] attempt to address 
some of Moeng and Wyngaard's [1989] concerns and 
enhance the mixing in the shear region below the oceanic 
mixed layer. Results from these latter two ocean appli- 
cations are presented in section 6. 

Mixed-layer models attempt to capitalize on the 
very small vertical gradients found in the PBLs. They 
have often been applied to the ocean because many 
ocean observations support the idea of a well-mixed 
layer down to a mixed-layer depth h m. Neglecting 
horizontal transports and integrating (1) through this 
layer leads to [Stevenson and Niiler, 1983] 

hmOtX m + AX[Oth m + W(hm) ] -- •-•(hm) - wx 0 (8) 

where X m is the mean property value in the layer and 
AX -- X m - X(hm). Given the right-hand side of (8) 
and W(hm) as boundary conditions, integration can 
proceed once the evolution of h m is specified. A prog- 
nostic equation for h m is commonly derived from the 

turbulent kinetic energy budget of the mixed layer 
[Kraus and Turner, 1967], where the energy inputs 
from both the mean shear and the wind are parame- 
terized as being proportional to u '3. However, G. C. 
Crawford and W. G. Large (A numerical investigation 
of ocean inertial resonant response to wind events, 
submitted to Journal of Physical Oceanography, 1994) 
(hereinafter referred to as Crawford and Large, sub- 
mitted manuscript, 1994) find that the mean shear 
production can depend a great deal on the rotation rate 
of the wind stress vector. Implicit in many of these 
models are property jumps at the base of the mixed 
layer, but these are not generally observed even fol- 
lowing large storm events [Large et al., 1986]. How- 
ever, an advantage of such integral models is that 
observed rapid changes in mixed-layer vertical gradi- 
ents do not need to be explicitly resolved. Models 
based on these ideas include those of Niiler [1975] and 
its derivatives [Davis et al., 1981b] and of Garwood 
[1977]. The model of Price et al. [1986], on the other 
hand, calculates h m from bulk stability considerations 
and smooths out property jumps with local Richardson 
number dependent mixing below the mixed layer. A 
bulk stability criterion is also used to deepen the 
mixed-layer model of Pollard et al. [1973]. 

Bulk ocean mixed-layer models are common, but 
by vertically integrating they lose distinctive mixed- 
layer features, such as the logarithmic profiles (4) and 
nonlocal transport. In convection they typically satisfy 
static stability, but are not necessarily formulated to 
produce the additional entrainment due to convective 
elements penetrating into the stratified region beyond 
the mixed layer. Similarly, wind-driven penetrative 
entrainment may not be accounted for. 

3. A NONLOCAL K PROFILE MODEL OF OCEANIC 

BOUNDARY LAYER MIXING 

In this section the nonlocal K profile parameteriza- 
tion of Troen and Mahrt [ 1986] is adapted for use as an 
oceanic boundary layer model. The OBL scheme re- 
tains the two nonlocal characteristics discussed in sec- 

tion 2. Other important characteristics of both appli- 
cations are that they are consistent with similarity 
theory (3) in the surface layer, the boundary layer is 
capable of penetrating the interior stratification, and 
turbulent transport vanishes at the surface. In this 
section the OBL model is shown to have some addi- 

tional desirable features. For example, turbulent shear 
contributes to the diagnosed boundary layer depth so 
as to make the entrainment of buoyancy at the base of 
the convective OBL independent of the interior strat- 
ification. In addition, interior mixing at the base of the 
boundary layer (d = h) influences the turbulence 
throughout the boundary layer. Also, in the convec- 
tive limit the turbulent velocity scales for both momen- 
tum and scalars become directly proportional to w*. 
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Figure 2. (left) Vertical profile of the shape function G(cr), 
where cr = d/h, in the special case of G(1) = 0,•G(1) = 0. 
(right) Vertical profiles of the normalized turbulent velocity 
scale, wx(o')/(Ku*), for the cases of h/L = 1, 0.1, 0, -1, 
and -5. In unstable conditions, Ws(Cr) (dashed traces) is 
greater than Wm(Cr) (solid traces) at all depths, but for stable 
forcing h/L -> 0, the two velocity scales are equal at all 
depths. 

The problem of determining the vertical turbulent 
fluxes of momentum and both active and passive sca- 
lars in (1) throughout the OBL is closed by adding a 
nonlocal transport term •/x to (5): 

wx(a) = -gx(OzX- (9) 

In practice, the external forcing is first prescribed, 
then the boundary layer depth h is determined, and 
finally profiles of the diffusivity and nonlocal transport 
are computed. Here the depth determination is de- 
scribed last because its formulation depends on the 
form of the diffusivity. The external forcing is dis- 
cussed in Appendix A. 

Diffusivity and Nonlocal Transport 
The profile of boundary layer diffusivity is ex- 

pressed as the product of a depth dependent turbulent 
velocity scale w x and a nondimensional vertical shape 
function G(tr): 

Kx(tr) = hwx(o')G(tr) (1 O) 

where tr = d/h is a dimensionless vertical coordinate 

that varies from 0 to 1 in the boundary layer. At all 
depths, values of K x are directly proportional to h, 
reflecting the ability of deeper boundary layers to 
contain larger, more efficient turbulent eddies. Partic- 
ular examples of G(tr) and Wx(tr) profiles are shown in 
Figure 2. The shape function is assumed to be a cubic 

polynomial [O'Brien, 1970], 

G(tr) = a0 + a•tr + a2 0'2 q- a3 0'3 (11) 

so that there are four coefficients with which to control 

the diffusivities and their vertical derivatives at both 

the top and bottom of the boundary layer. 
Turbulent eddies do not cross the surface, so there 

is no turbulent transport across d - 0. The implied 
condition Kx(O) = 0 is imposed by setting ao = 0. 
Molecular transport terms, in addition to (9), are re- 
quired only if the very near surface, where molecular 
processes dominate [Liu et al., 1979], is to be re- 
solved. 

In the surface layer • < e, where Monin-Obukhov 
similarity theory applies, eliminating the property gra- 
dient from (3) and (9) with •/x = 0 and then substituting 
(10) for Kx with G(•r) -• ,(a• + a2{r) leads to 

Wx(O')(al + a2o')= Lx(C)]x wxo / (12) 
A sensible way of satisfying (12) is to equate the term 
in square brackets to the turbulent velocity scales. As 
was argued by Troen and Mahrt [1986], this formula- 
tion is assumed to be valid everywhere in the stably 
forced boundary layer. In unstable conditions the tur- 
bulent velocity scales beyond the surface layer are 
assumed to remain constant at their •r = e values. 

Without this constraint, unstable W x values would be- 
come very large (Figure 2), in the absence of any 
supporting observational evidence. Therefore the gen- 
eral expression for the velocity scales is 

K/,/* 
Wx(•r) = e < •r < 1 • < 0 

q>x( eh/L ) 

nu* (13) 
Wx(e) = otherwise 

These scales are functions of [ = d/L = •rh/L, so 
profiles of Wx(•r) are fixed functions of h/L, as is 
shown in Figure 2. 

The q>x functions (Appendix B, Figure B 1) are such 
that the velocity scales equal nu* with neutral forcing 
(h/L - 0 in Figure 2) and are enhanced and reduced in 
unstable (h/L < 0) and stable (h/L > 0) conditions, 
respectively. The turbulent velocities for momentum 
and scalars are equal in stable forcing. The unstable 
4)m is greater than 4)• (Figure B1), so W m becomes less 
than the corresponding w• (dashed lines) in Figure 2. 
In order for w x to scale with w* in the convective limit, 
the q>x functions in very unstable (convective) condi- 
tions of [ < Ix < 0.0 have the form 

q>x = (ax - Cx[) -•/3 (14) 

where the constants ax and Cx make (14) match less 
unstable forms of q>x at [ = Ix (equation B1). Com- 
bining (2), (6), (13), and (14) leads to 
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w x = K(ax u*3 + CxKO'W*3)l/3---> K(CxKO')I/3w * 

cr<e 

W x = i<(axtl '3 + ½xlqœw*3)l/3--> i<(½x•œ)l/3w * 

(15) 

where the arrows indicate the convective limit. 

Eliminating the velocity scales from (12) and assum- 
ing a linear reduction of flux with distance in the 
surface layer [Lumley and Panofsky, 1964; Termekes, 
1973a] gives 

WX(tY)/•'• 0 = 1 -- [•rO'/E = a 1 q- a2cr (16) 

where [•r is the fractional loss of flux at the furthest 
extent of the surface layer, cr = e. To satisfy (16) at cr 
= 0 requires a• = 1, so that this loss is governed by a 2 

Equation (11) and its derivative with respect to cr at 
cr = 1 give the following expressions for a 2 and a3' 

a2 = -2 + 3G(1)- O,G(1)= --[•r/œ 

a 3 = 1 -- 2G(1) + O.G(1) 
(17) 

Atmospheric conditions are often well approximated 
by G(1) = O o.G(1) = 0, and e = 0.1, which lead to the 
Troen and Mahrt [1986] result, G(cr) = (or)(1 - or) 2 
shown in Figure 2. In this case, a2 = -2, a3 = 1, and 
[•r • 2e = 0.2, which is in accord with Lumley and 
Panofsky' s [ 1964] definition of the atmospheric surface 
layer. We assume e = 0.1 to be appropriate in the 
ocean, too. However, there is evidence of more com- 
plicated interior-driven boundary layers. For example, 
type I nocturnal boundary layers, as classified by 
Kurzeja et al. [1991], are characterized by light and 
variable winds, strong radiative cooling and a weak 
low-level jet. In such a case, Kim and Mahrt [1992] 
find that boundary layer similarity theory fails to rep- 
resent the impact of the local shear on the underside of 
the nocturnal jet. They conclude that the local gener- 
ation of turbulence at the top of the inversion layer 
resulting from this shear may be the principal cause of 
boundary layer diffusion. 

Therefore in our ocean scheme the ocean interior is 

allowed to force the OBL through a dependence of 
G(cr) and its vertical derivative at cr = 1 on the interior 
diffusivity, v•(d), and its vertical derivative at d = h. 
By matching these two interior quantities to the 
boundary layer diffusivity K• and its vertical deriva- 
tive, respectively (assuming % is negligible compared 
with 0zX at cr = 1), the fluxes, the time rate of change 
(OtX), and the vertical derivatives of X through the 
second order are all continuous across the bottom of 

the boundary layer at d = h, cr = 1. This matching is 
achieved with 

Gx(1) = 
vx(h) 

hwx(1) 

O.Gx(•) = - 
Ozvx(h) vx(h)O,Wx(1) 

Wx(1) hwx2(1) 

(18) 

In unstable and neutral forcing, the O,Wx(1) term van- 
ishes (Figure 2). In stable forcing, the form of (B 1) and 
(2) reduce this term to 5•vx(h)Bfu *-4, a function of 
the surface and interior forcing. In cases where the 
right-hand sides of (18) are nonzero, the shape func- 
tions become different for velocity and scalars because 
in general P m •= P s and w m 5 •= w s. When the interior 
diffusivities are different for temperature and salinity, 
the shape functions for these properties differ too. 

The nonlocal transport term in (9) is nonzero only 
for scalars in unstable (convective) forcing conditions 
where, as was suggested by Deardorff[1972b], it has 
been successfully parameterized by Mailh3t and 
Benoit [1982] as 

wx o 
•/• = C* (19) 

w*h 

with C* = 10 in a highly convective case. In order that 
it apply to all forcing conditions, we use 

•/x=0 [->0 

ws o 
'Ym = 0 'Ys = Cs (20) 

Ws(Cr)h 

(wOo + w0a) 
'•o = Cs • < 0 

Ws(Cr)h 

with C• = C*K(CsKœ) 1/3 from (15) in order to be 
consistent with (19) in the convective limit outside the 
surface layer. The w0• term is discussed and defined 
in Appendix A. It represents the amount of radiative 
heat absorbed in the boundary layer that effectively 
contributes to the nonlocal transport of heat (equation 
(20)). 

There is considerable evidence from observations 

[Kaimal et al., 1976; Lenschow et al., 1980] and LES 
[Deardorff, 1972a] of very small velocity gradients in 
the central portion of the convective ABL. This im- 
plies that momentum fluxes in this region are also 
maintained by nonlocal transport. However, such a 
term cannot be derived as Deardorff[ 1972b] did for the 
heat flux, so it is unlikely to have the form of (20). 
Until a suitable form is determined, nonlocal momen- 
tum flux is not parameterized (•/m = 0). 

Boundary Layer Depth 
The extent of the oceanic PBL, h, depends on the 

surface forcing and on the oceanic buoyancy B(d) and 
velocity V(d) profiles. A bulk Richardson number rel- 
ative to the surface is defined as 
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(B r - B(d))d 

Ri•(d) = iV r _ V(d)12 q- Vt2(d) (21) 
and h is equated to the smallest value of d at which this 
Richardson number equals a critical value Ric. The 
physics behind this definition is that boundary layer 
eddies with mean velocity V• and buoyancy B• should 
be able to penetrate to a depth h where they first 
become stable relative to the local buoyancy and ve- 
locity. The stabilizing mean buoyancy difference is 
taken relative to a near-surface Br, but this is neither 
the parameterized surface buoyancy of convective el- 
ements in unstable forcing nor the first grid level buoy- 
ancy in the stable case, as are used by Troen and 
Mahrt [1986]. Instead, both B r and the near-surface 
reference velocity V• are estimates of the average 
buoyancy and velocity, respectively, over the surface 
layer, 0 < t• < e. In this way the direct use of resolu- 
tion dependent grid level values is avoided. As is 
illustrated in Figure 1, property values at the first grid 
level depend a great deal on how well the surface layer 
is resolved. 

The destabilizing shear term that leads to the de- 
nominator of (21) includes the magnitude squared of 
the vector mean velocity difference from V•. Unlike 
the Troen and Mahrt [1986] model, it also includes 
turbulent velocity shear, equal to Vt/d, which is often 
not negligible and is most important in pure convection 
and other situations of little or no mean shear. The 

turbulent shear is resolved and needs to be parameter- 
ized. It should increase with the turbulent velocity 
scale and decrease with boundary layer depth. It is 
also suspected that it would increase with greater local 
stratification, O•B = N 2, where N is the local buoy- 
ancy frequency. These dependencies and dimensional 
considerations suggest 

(Vt(d)/d) 2 or Nwx d-• (22) 

The empirical rule of convection, wbe/wb o = [3 t 
(Figure 1), can now be invoked to provide a more 
rigorous derivation and further dependencies on model 
parameters. Consider the special case of pure convec- 
tion and no mean shear with a well-mixed layer of 
buoyancy B r eroding into a layer of constant stratifi- 
cation, N 2. The numerator of (21) at d = h then 
becomes h(h - he)N 2. The above convection rule, 
relations (9), (10), and (15), and the assumptions •/• << 
N 2, G(he/h ) = (h - h e)2/h 2, and N(he) = N/C•, can 
then be used to eliminate (h - he), leaving 

Cv(--•T) 1/2 
Vt2(h) - RicK2/3 (Cs•) -1/6hNw* 

The constant C• should be greater than 1 and less than 
about 2 because it accounts for some smoothing of the 
buoyancy profile at h e caused by mixing (Figure 1). 

Using the scalar (15) to go from the pure convective 
to the general case gives 

C•(-[3r) •/2 
Vt2(d) = Ric• 2 (cse)-l/2dNws (23) 

Without the Vt 2 term in (21), cases of larger N at the 
bottom of the boundary layer would tend to have 
smaller entrainment fluxes because the larger buoy- 
ancy gradient is insufficient to compensate for the very 
much smaller diffusivity resulting from the smaller h. 
However, with this term the larger N gives a larger h 
from (21), and hence for a fixed h e the smaller he/h and 
the larger h increase the diffusivity (equation (10))just 
enough to keep the entrainment flux independent of N. 
Although the ratio of this flux to the surface buoyancy 
flux will be a constant -[3r in the convective limit, it 
will depend on u* in forced convection. 

With stable forcing (B 0 > 0, L > 0), the boundary 
layer depth is required to be less than both the Monin- 
Obukhov length and the Ekman depth [Koracin and 
Berkowicz, 1988], 

h• = 0.7u*/f (24) 

where f is the Coriolis parameter. The Ekman depth is 
the extent of the boundary layer in neutral stratifica- 
tion, so with stable forcing tending to give stable strat- 
ification, h should be less than h•. At depth beyond L, 
buoyant suppression of turbulence exceeds the me- 
chanical production, and other sources of turbulent 
energy are small. Thus these depths should be placed 
outside the boundary layer because there is no sur- 
face-driven turbulent mixing. The restriction h < L 
means that [ cannot be greater than 1 in the boundary 
layer. 

4. OCEAN MIXING BELOW THE BOUNDARY 

LAYER 

In this section the vertical mixing in the ocean 
interior beyond the boundary layer is regarded as the 
superposition of three processes' local Richardson 
number instability due to resolved vertical shear, in- 
ternal wave breaking, and double diffusion. Each pro- 
cess is reviewed and parameterized in terms of a local 

s w and d respectively. The vertical diffusivity, Vx, Vx, Vx, 
profile of effective overall interior diffusivity, 

vx(d) = VxS(d) + Vx•(d) + vxd(d) (25) 

then gives the interior diffusivity and its gradient at d 
= h,__which are used to force_the boundary-layer 
through (18). It also gives the turbulent vertical fluxes 
of momentum and scalars at depths d > h as 

wx( d) = - v x(d) 0 zX (26) 

Other processes could be easily included by adding 
their diffusivities to (25). An alternative would be to 
assume that only the dominant process acts and equate 
Vx to the largest of the process diffusivities. 
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Shear instability mixing occurs locally in stratified 
flow when the vertical velocity shear overcomes the 
stabilizing effect of the buoyancy gradient. The ten- 
dency for shear instabilities to develop is generally 
characterized by the local gradient Richardson num- 
ber, 

N 2 

Ri o = (OzU)2 + (OzV)2 (27) 
and turbulent mixing can ensue when R ie is below 
some critical value Rio. The diffusivity for interior 
shear instability mixing is parameterized as a function 
of Rie and is the same for momentum and all scalars. 
This parameterization is shown in Figure 3, where 

rxS/r ø = 1 Ri o < O (28a) 

vxS/v ø = [1 - (Rio/Rio)2] p' 0 < Ri o < Rio (28b) 

v•/v ø= 0 Rio < Ri o (28c) 

v ø = 50 x l0 -4m :s -• Ri o = 07 andp• = 3 The 
value of v ø is chosen to fall within the range of maxi- 
mum observed diffusivities reported for the seasonal 
thermocline [Peters et al., 1988]. Oceanic field mea- 
surements of Ri o rarely fall as low as the theoretical 
value of 0.25 [e.g., Koop and Browand, 1979] but are 
often in the range 0.4-1.0 [e.g., Eriksen, 1978; Davis et 
al., 1981a; Kundu and Beardsley, 1991]. The Vx • func- 
tion of Ri o (equation (28)) is not as steplike as is 
observed in laboratory results because it is to be ap- 
plied to coarse-resolution models of the more complex 
ocean environment. Nonetheless, it is in general 
agreement with the limited observations [Peters et al., 

1988]. It results in rapid growth of the diffusivity as Ri o 
decreases below the threshold value of Ri o (Figure 3). 
At low Ri o there is a smooth transition into the regime 
of static instability, characterized by Ri o < 0. These 
instabilities are removed by the high, but finite, v ø, 
rather than by convective adjustment and its implicit 
infinite diffusivity. For 0 < Ri o < Rio, the shear 
instability parameterization (28) is more steplike than 
the Richardson number scheme presented by Pac- 
anowski and Philander [1981] and results in compara- 
tively higher (lower) diffusivities for values of Ri o less 
than (greater than) about 0.4. 

Mixing in the stratified water column away from the 
boundary layer is thought to be driven primarily by 
unresolved internal-wave shear. Kunze et al.'s [1990] 
Richardson number (RiNo) float data generally sup- 
ports the general picture of the superposition of inter- 
nal waves increasing shear and lowering the instanta- 
neous Richardson number below a critical value 

resulting in turbulence and mixing. The magnitude of 
mixing due to internal waves can be calculated from 
the Garrett-Munk internal wave model [Gregg, 1989] 
and Osborn's [1980] equation relating dissipation and 
diffusivity. Diffusivity Vx w due to internal wave break- 
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Figure 3. Interior diffusivity due to shear instability mixing, 
Vx • (equation (28)), normalized by its maximum, vø( = 50 x 
10 -4 m 2 s-l), as a function of the local gradient Richardson 
number (equation (27)). 

ing appears to be small, varying only with the internal 
wave energy, and constant relative to N [Gregg, 
1989]. Ledwell et al. [1993] estimate a small diapycnal 
scalar diffusivity equal to 0.11 x 10 -4 m 2 s -1 from 
purposeful tracer releases in the main thermocline of 
the open ocean. The magnitude of internal wave mo- 
mentum viscosity is still not well known, but for Rio < 
Ri o, Peters et al. [1988] show it to be from 7 to 10 
times larger than the scalar diffusivity. These quanti- 
ties are therefore assigned the respective constant val- 
ues of 

w 

V m = 1.0 x 10 -4 m 2 s -1 

w -4 m 2 1 v s =0.1 x10 s- 

(29) 

These values are less than the Pacanowski and Phi- 

lander [1981] functions for Ri o < 10. They enter (25) 
and become the effective background diffusivities 
throughout the ocean interior. Alternatively, Gargett 
and Holloway [1984] argue that v•' should vary as 
N-l; a form that could easily be implemented. 

Double-diffusive mixing can occur when the verti- 
cal gradient of density is stable but the vertical gradi- 
ent of either salinity (salt fingering) or temperature 
(diffusive convection) is unstable in its contribution to 
density [Turner, 1973]. Although the cause of double 
diffusion in the ocean is the more rapid molecular 
diffusion of temperature relative to salinity, the net 
effect on turbulent length scales is to reduce the po- 
tential energy of the vertical profile by preferentially 
mixing the destabilizing component. Regions of active 
salt fingering and diffusive convection can be identified 
using the double-diffusion density ratio R p: 

Rp = aazT/(•azS) (30) 
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Figure 4. (a) Interior diffusivity for double-diffusive mixing 
a a (equation (31)), normalized by due to salt fingering, vs = Vm 

its maximum, vf = 10 x 10 -4 m 2 s -1, as a function of the 
density ratio Rp (equation (30)). (b) Interior diffusivity of 
potential temperature for double-diffusive mixing due to dif- 
fusive convection, v0 a, normalized by the molecular diffusiv- 
ity v (= 1.5 x 10 -6 m 2 S-I), as.a function ofR• •. The solid 
trace represents (32); the dashed trace, (33). 

where a and [3 are the thermodynamic expansion co- 
efficients for temperature and salinity, respectively. 
The mixing of momentum from double diffusion is 
treated in the same fashion as salinity, such that V m = 
a All solutes are also mixed like salinity but tem- 

perature is distinctly different. 
Salt fingering is found in the subtropical and tropical 

thermoclines where warm, salty water overlies cold, 
fresh water (aOzT > 0 and .80zS > 0) and 1. <_Rp < 
2 [Schmitt, 1981, 1990]. Little is known about the 
relationship between Rp and the diffusivities for salt 
and temperature, v• a and vt a, in this regime. On the 
basis of the limited observational data, vf(Rp) appears 
to be large (-10 -3 m 2 s -]) for Rp less than 1.5, falling 

dramatically near Rp = sl_• and reaching low back- ground levels (10 -5 m 2 by Rp - 1.9 [Schmitt, 
1981]. The mixing of temperature is generally found to 

behave in a similar fashion but to be somewhat less. 

a estimates are _ We should note, however, that the v• 
computed indirectly by applying a laboratory flux law 
to observed salinity steps in staircase regions and then 

- dividing by the mean salinity gradient [Schmitt, 1988]. 
- With this caveat in mind, mixing due to salt fingering is 
- parameterized by (Figure 4a) 

Vsa(gp)/vf-- 1 - 1.0 < Rp < Rp (31 a) 

0 Vsa(Rp)/vf = 0.0 Rp -> Rp (3lb) 
= 0.7s (3c) 

where vf= 10 x 10 -4 m 2 s -] Rø= 1 9 and p2 = 3 
A value of R p less than or equal to 1 in the salt- 
fingering ½as½ results in Ri• -< 0 and convective insta- 
bility where u• dominates (25). 

Diffusive-convective staircases o½½u• primarily in 
the Arctic and adjacent regions where temperature is 
d½stabilizing (cold, fresh water over warm, salty wa- 
ter: aOzT < 0, [•OzS < 0, and 0 < Rp < 1) [Padman 
and Dillon, 1987]. As in the salt-fingering case, no 

a v0 a exist for diffusive- direct measurements of v• or 
convective staircases, but an effective diffusivity can 
be computed from a combination of laboratory mea- 
surements, theory, and field data. The temperature 
flux Fr across a diffusive interface can be related to R p 

and the temperature jump AT using the flux law, Fr oc 
f(Rp)(AT) 4/3 [Turner, 1965]. The function f(Rp) is an 
empirical fit to laboratory data that accounts for the 
dependence of the flux on Rp [Marmorino and Cald- 
well, 1976]. Fedorov [1988] uses a simple model for 
diffusive layer thickness and Marmorino and Cald- 
well's [1976] f(Rp) function to compute v0 a as 

-' 1)]) (32) Voa/V = 0.909 exp (4.6 exp [-0.54(R• - 

where v is molecular viscosity (about 1.5 x 10 -6 m 2 
s -•. Kelley [1988, 1990] offers an alternative formula- 
tion based on observed, oceanic step size data and a 
different empirical fit for f(Rp), 

]'] (33) Voa/V = 8.7R• 
The two formul•ttions are shown in Figure 4b. They 
differ by an order of magnitude near R p = 1 but 
converge for Rp < 0.25. Since an early objective is to 
assess whether or not it is necessary to include double- 
diffusive processes, Fedorov's [1988] formulation 
(equation (32)) is implemented because it gives larger 
effects. Other diffusivities are then found from 

-•)R• a Voa(1.85 - 0.85R• '1)$ •--- 0.5 --< R < 1.0 
p 

a v0 a 0 15R Rp< 0.5 V s = . p 

(34) 
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5. MODEL VERIFICATION AND SENSITIVITIES 

The core of the vertical mixing scheme developed in 
sections 3 and 4 is the nonlocal K profile parameter- 
ization (KPP) of the boundary layer, so we shall refer 
to our complete one-dimensional ocean model as the 
KPP model. The other model components are the 
interior mixing and the rules for matching it to the 
boundary layer. The purpose of this section is three- 
fold. The first purpose is to determine reasonable val- 
ues for model parameters, especially C• and Ric. Sim- 
ulations of convection are used for the former, and 
simulations of high wind forcing are used for the latter. 
A simulation of diurnal cycling under strong stable 
solar forcing is used to investigate these and other 
parameters. The second purpose is to investigate the 
resolution dependencies of these parameters. The 
third motivation is to demonstrate that with these 
choices fixed, a KPP simulation of an upper ocean 
annual cycle is comparable to observations in its ver- 
tical temperature distribution. Further sensitivity stud- 
ies, especially to resolution, can be found in Appendix 
C. 

The following equations are discretized and inte- 
grated implicitly: 

o,u = Oz[-W--u-] + fv (35a) 

Ot V = OzE-w---• - fU (35b) 

OtT= Oz[-wO ] - OzQ n -Ar (35c) 

OrS = Oz[--w----•- OzFn- As (35d) 

where the kinematic fluxes wx are parameterized by 
(9) in the boundary layer (d -< h) and by (26) beyond 
(d > h). The Coriolis terms are fV and fU. The 
nonturbulent heat and freshwater flux profiles, Qn(d) 
and Fn(d ), are discussed in Appendix A. The vertical 
plus horizontal advection tendencies are combined in 
the A r and A s terms. Except for some multiyear 
simulations in section 6, these terms are set to A r = 
A s = 0. Vertical discretization and numerical imple- 
mentation are outlined in Appendix D. In this section 
the discrete numerical model is used in an upper ocean 
configuration with constant grid spacing (X = 0 (equa- 
tion (D 1)). 

Convection 

Oceanic convection is common, so it should be well 
modeled. Stabilizing downwelling longwave radiation 
is usually overcome by several tens of watts per 
square meter by the longwave emissions from the sea 
surface. Even when the sensible heat flux is positive, it 
is almost always compensated for by a greater nega- 
tive latent heat flux. The evaporation respønsible for 
such a latent heat flux is also accompanied by a desta- 
bilizing loss of fresh water. Thus, the OBL is convec- 
tive every night and often during the day. 

TABLE 1. Sensitivity of I• r = (wb,,/wbo) to the Critical 
Richardson Number Ri,, and to C,, in Pure 
Convective Entrainment 

Ric Cv = 1.4 Cv = 1.6 Cv = 1.8 

0.25 -0.171 -0.206 -0.243 
0.50 -0.170 -0.206 -0.241 
0.75 -0.171 -0.207 -0.241 

The value of C• in (23) is chosen to make [3r = 
-0.2 in the pure convective limit of u* = 0, B o < 0. 
Consider a motionless, constant salinity (35 practical 
salinity units, PSU) ocean that is continuously strati- 
fied with O zT = 0. IøC m -• and N = 0.016 s -• from a 
surface temperature of 22øC. Under the action of a 
steady cooling, Qt = -100 W m -2, the surface cools, 
and the resulting convection leads to a deepening tur- 
bulent boundary layer. This situation is somewhat akin 
to a windless, cloudless night where the dominant 
forcing is a net longwave radiative heat loss. The mean 
buoyancy and buoyancy flux profiles shown as an 
example in Figure 1 are actually from day 3.0 of a 
high-resolution (Az = 0.2 m, Ric = 0.25, Cv = 1.6) 
KPP simulation of such a convective case. These pro- 
files are classic examples of the convective boundary 
layer and are very reminiscent of atmospheric obser- 
vations and simulations. Table 1 shows the sensitivity 
of [3 r at t = 3 days to both Cv and Ric. There is nearly 
a linear dependency on the former and no dependence 
on the latter because, as expected, the influence of Ric 
is captured by (23). Table 1 establishes that a value of 
C• between 1.5 and 1.6 results in the desired [3r = 
-0.2. 

In the pure convection case described above, KPP 
was made to behave properly by the choice of C•. For 
confidence that entrainment is realistic in other condi- 

tions, such as when surface cooling is accompanied by 
a wind, the model is now compared with two obser- 
vations of forced oceanic convection. McPhee and 

Martinson's [1994] momentum and heat flux measure- 
ments under drifting pack ice in the Weddell Sea were 
taken in a predominantly shear-driven boundary layer 
(0 > [ > -0.01) with a destabilizing heat flux of the 
order of-10 W m -2. The derived momentum diffu- 
sivities at depths of 4, 8, 16, 20, and 24 m were 160, 
200, 250, 200, and 150 x 10 -4 m 2 s -• respectively. 
The neutral KPP boundary layer scheme with u* = 
0.012 m s -• and h = 40 m gives diffusivities of 
comparable magnitude and a similar vertical structure, 
namely, 160, 210, 280, 250, and 100 x 10 -4 m 2 s-•, 
respectively. 

Observations of a more convective nighttime oce- 
, 

anic boundary layer are presented by Anis and Mourn 
[1992], who used 78 profiles of potential temperature 
and salinity taken throughout a March 1987 night (their 
night 3) between 7 and t0øN along 140øW to produce 
the average data shown by triangles in Figure 5. Be- 
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Figure 5. Potential temperature profiles during nighttime 
convection as observed by Anis and Mourn [ 1992] (triangles) 
and as simulated K profile parameterization (KPP, solid 
trace). 

fore averaging, each profile was referenced to the 
mean potential temperature and salinity of the mixed 
layer in an attempt to minimize the effects of the ship 
moving through oceanic features. Furthermore, the 
data were averaged over 3-m-thick bins. To simulate 

o 
these results, a KPP model with 2.0-m resolution was 
initialized at sundown and forced for 12 hours with the 

surface wind stress and buoyancy fluxes computed by 
Anis and Moum [1992] from shipboard meteorological 
observations. The averages of these two forcing func- • 20 
tions were 0.08 N m -2 and -1.4 x 10 -7 W kg -• 

el_ 3o 
respectively. Model profiles at each 0.5-hour time step 
were also referenced to mixed layer averages and then 

40 
averaged over the run to give the solid trace of Figure 
5. Absolute potential temperatures are not comparable 
because of the ship's travels. Therefore in Figure 6, 
both model and observed profiles are plotted relative 
to their maximum potential temperature, making the 
horizontal offset arbitrary. Both observations and KPP 
give an unstable temperature difference of the order of 
5 x 10 -3 øC between depths of 3 rn and 25 m. Deeper 
than 25 m a more isothermal water column is evident 

in both observations and model. The thermocline in 

the observed average is just appearing at 43 m. It is 
shallower than that modeled because after nightfall, 
when the model was initialized, the ship entered a 
region of decreasing mixed-layer depth [Anis and 
Moum, 1992]. As the surface is approached the mod- 
eled gradient becomes more unstable. An open ques- 
tion is whether observations nearer the surface would 

show a similar behavior. The data tend to suggest not, 
perhaps because of unmodeled near-surface processes 
such as surface wave stirring. 

Wind Deepening 
In atmospheric applications, R ic has varied from 

0.25 in the fine vertical resolution model of Holtslag et 
al. [ 1990] to 0.50 in the coarser Troen and Mahrt [ 1986] 
configuration. It now will be shown that values in this 
range yield acceptable oceanic results at both fine and 
coarse resolution. Fortunately, the results from many 
upper ocean observational [e.g., Davis et al., 1981a; 
Large et al., 1986; Paduan and deSzoeke, 1986; Large 
and Crawford, 1994] and modeling studies [e.g., Ni- 
iler, 1975; Davis et al., 1981b; Price, 1981; Crawford 
and Large, submitted manuscript, 1994] are available 
for this purpose. 

First, following Pollard et al. [1973], a steady of 0.3 
N m -2 wind stress blows over an initially motionless 
ocean with a constant N = 0.016 s -• given by a 0.10øC 
m -• temperature gradient. The boundary layer depth 
from KPP, like the mixed layer depth of Pollard et al. 
[1973], has the characteristics 

h o• u*(t/N) 1/2 hmax or u*/(Nf) 1/2 

where time t represents only the initial deepening and 
hma x is the depth after 0.5 inertial periods, when the 
deepening is arrested by rotation of the currents into 
the wind. Table 2 shows that as Ric increases from 
0.25 to 0.75, hma x increases by more than a third, or 8 
m. Other sensitivities are much smaller. Lower reso- 

lution always tends to decrease hmax, and a larger Cv 

a) Temperature (øC) 

0 2 4 6 8 10 12 14 16 18 20 22 

time (hours) 

Figure 6. Time-depth sections of (a) temperature and (b) 
horizontal velocity, where an upward vector indicates north- 
ward flow from an idealized simulation of resonant ocean 

response to an inertially rotating wind given by (36). The 
open circles trace the evolution of the boundary layer depth h. 

5O 

40 b b) Horizontal Velocity 

s 
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TABLE 2. Boundary Layer Depth, hmax, in Meters at 0.5 Inertial Periods After the Onset of a Steady 0.3 N m -z Wind, as 
a Function of Cv, Ri½, and Resolution, With and Without the Interior Mixing Activated 

No Interior Mixing 

Cv=l.6 Cv= 1.6 

Interior Mixing 

Ri c AZ = 1 m AZ = 4 m C, = 2.0, AZ = 4 m AZ = 1 m AZ = 4 m C, = 2.0, Az = 4 m 

0.25 23.4 22.7 23.1 24.7 22.6 23.3 
0.50 28.3 28.1 28.1 30.2 27.7 28.3 
0.75 31.8 31.4 31.4 32.9 31.1 31.7 

can only partially compensate. Including interior mix- 
ing increases hma x by 1-2 m with 1-m resolution but 
can decrease it slightly with 4-m resolution and Cv = 
1.6. The experiments with no interior mixing are most 
like those of Pollard et al. [1973], who find hma x to be 
about 25 m. The K profile model agrees with this result 
when Ric is greater than 0.25 but less than 0.50. 

A more quantified determination of R i c is provided 
by comparisons with observed ocean responses during 
the Ocean Storms experiment [D'Asaro, 1985a]. The 
data analysis of Large and Crawford [1994] provides 
the initial conditions, forcing, and response to seven 
wind events whose peak wind stresses all exceed 0.4 N 
m -2. The observed mixed layer temperature changes 
have a wide range from -0.03 to -1.11øC. The in- 
crease in potential energy of the water column above 
150 m, APE, is a good measure of this response for 
comparison with model simulations. It includes both 
mixed-layer cooling and thermocline heating and can 
be readily computed from thermistor chains, and the 
effects of horizontal advection often can be estimated 

and removed. Lagrangian drifters also provide an es- 
timate of the change in mixed-layer kinetic energy at 
the inertial period, AIKEm; however, that is perhaps 
not such a good measure of response because it ex- 
cludes energy at other periods and below the mixed 
layer. 

The changes in potential and mixed-layer inertial 
kinetic energy have been computed from KPP simula- 
tions of the seven Ocean Storms events for a range of 
R i c values and resolutions. For each parameter 
choice, Table 3 gives the ratio, modeled to observed, 
of the average responses, APE and A(PE + IKEm), 
over the seven events. The changes in potential energy 
show that the average observed and modeled re- 
sponses could be made equal at all resolutions using a 

value of R i c between 0.25 and 0.50. Interpolating these 
results suggests Ric = 0.3 at Az = 1 m, increasing 
slightly to about 0.4 as the resolution is degraded to Az 
= 5 m. The sum of the energy changes shows the same 
tendency but suggests somewhat larger values of Ric. 
Hereinafter, the standard choice at all resolutions will 
be Ric = 0.3. 

The Ocean Storms events with the largest SST 
decreases are similar to the episodic cooling events 
reported by Large et al. [1986]. There is little change 
in mixed-layer depth and considerable heating in the 
thermocline, which Large and Crawford [1994] find 
are characteristics of resonant ocean response to iner- 
tial period rotation of the wind. In analogy with pen- 
etrative convection, the dominant process might be 
termed penetrative wind mixing because it is the pen- 
etration of the boundary layer deep into the stratified 
thermocline that is responsible for the vigorous ex- 
change of properties between the mixed layer and 
thermocline. 

The following idealized simulation illustrates how 
the KPP, with moderate resolution of Az = 5 m, 
responds to an idealized inertially rotating wind stress 
given by 

x(t) = [Xx, q'y] = Am sin (,rt/Ti) 

ß [sin (2,rt/Ti), cos (2,rt/Ti)] 0 < t < T i (36a) 

,(t) = [Xx, q'y] : [0.0, 0.0] t > T i (36b) 

where T i = 16 hours is the inertial period and A m = 
-0.6 N m -2 corresponds to a peak wind at t = 8 hours 
of about 20 m s-• blowing to the north. At t - 0 hours 
and again at t = T i the wind blows toward the south 
but with no speed. There is no other forcing, no initial 
velocities, and a constant salinity. The initial temper- 

TABLE 3. Ratios of Average Model Response to the Average of Observed Changes in Potential Energy and Changes in the 
Sum of Potential Plus Mixed-Layer Inertial Kinetic Energy as a Function of Ri½ and Model Vertical Resolution 

APE (APE + AIKEm) 

Ric AZ = 1 m AZ = 2 m Az = 5 m AZ = 1 m AZ = 2 m AZ = 5 m 

0.25 0.92 0.89 0.81 0.96 0.90 0.85 
0.50 1.27 1.21 1.08 1.06 1.02 0.99 
1.0 2.03 1.96 1.80 1.30 1.29 1.25 
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Figure 7. Profiles taken during the simulated resonant ocean 
response to an inertially rotating wind shown in Figure 6. 
(top) Instantaneous profiles at t = 10 hours of (left) thermal 
vertical diffusivity K0 and (right) vertical heat flux Qt. (bot- 
tom) (left) Initial (dashed trace) and final (solid trace) model 
temperature profiles and (right) their difference, AT. 

ature profile is given by T = 13.0øC from the surface to 
20-m depth, then a linear decrease to T = 7.0øC at 
50-m depth. 

Figure 6 shows time-depth sections of temperature 
and horizontal velocity from this simulation. Unlike 
the previous steady wind case, the boundary layer 
deepening and current acceleration are not arrested at 
0.5T i because the wind rotates with the near-surface 
currents and never opposes them. Instead, the bound- 
ary layer retreats, and the currents stop accelerating 
later as the wind stress diminishes in strength. As the 
currents and velocity shear increase, the boundary 
layer deepens according to (21), so that for many hours 
it is well below the initial mixed-layer depth of 20 m. 
The juxtaposition of large boundary layer diffusivities 
and upper thermocline temperature and velocity gra- 
dients leads to very large downward fluxes of heat and 
momentum with the following consequences. First, 
considerable momentum is transferred out of the 

mixed layer, so that when the wind stops at t = 16 
hours there are significant free inertial currents in the 

profile from 20 observed episodic cooling events from 
Large et al. [1986]. Finally, Figure 7 (bottom left) 
shows that the initial sharp break in temperature gra- 
dient (dashed trace) imposed at 20-m depth is 
smoothed so that the temperature profile at t = 18 
hours (solid trace) is more like observations [e.g., 
Large et al., 1986]. 

The model response also agrees quantitatively with 
observations. It is most energetic at about t = 10 
hours, when the instantaneous downward heat flux 
Qt(d) between 20- and 30-m depth exceeds 2000 W 
m -2 and when K 0 at 20 rn is about 300 x 10 -4 m 2 s -• • ß 

Such a large boundary layer diffusivity at the base of 
the initial mixed layer does not need to persist for very 
long to give the large, 1- to 2-day, average values of K 0 
reported at the base of the mixed layer (20-70 x 10 -4 
m 2 s -• [Large et al., 1986], 15-20 x 10 -4 m 2 s -• 
[Gregg, 1987]) and in the seasonal thermocline (--•4 x 
10 -4 m 2 s -1 [Large et al., 1986]; 16 x 10 -4 m 2 s -1 
[Large and Crawford, 1994]). Large et al. [1986] esti- 

-2 
mate average heat fluxes of more than 1000 W m 
from observed mean temperature changes. The heat 
flux profile at t = 10 hours (Figure 7) is reminiscent of 
the buoyancy flux profile of Figure 1 in that it is nearly 
linear from the surface to the entrainment depth, 
which lies between h m and h. Of course, at all depths 
in this wind-driven case, Qt(d) is positive and • is 
negative because there is no surface heat or buoyancy 
flux. 

Diurnal Cycling 
The occurrence of stabilizing forcing depends a 

great deal on the radiative contribution B R to the 
surface buoyancy flux Bf (equation A3)). If no solar 
heat is allowed to contribute (ha = 0), then only 
periods of substantial precipitation would be expected 
to be stable. It is clearly incorrect to include all the 
solar heating in B R, especially when the boundary 
layer is thin and a large fraction of the radiation passes 
through the boundary layer. However, it is physically 
possible for heat absorbed within the boundary layer 
to directly influence the turbulence throughout the 
layer. Assuming that this influence does not depend on 
where the heat is absorbed leads to ha = h, which is 
now to be tested against observations of diurnal cy- 
cling. 

Stable forcing conditions are commonly produced 
by strong solar heating in low-wind conditions and are 
often followed by convection when the Sun goes 
down. The net result is a large diurnal cycle in SST. 

..... upper-ther-'m ocline. Thus vel-oeityy -sh-e-at isfou-hd, -nota•t .... Thb-'ea•abilit y- 6fKPPlb-sh•Ulate lhe se di dmaI 6 s c•- 
the base of the mixed layer as in many models, but in 
the upper thermocline as was observed by D'Asaro 
[1985b]. Second, there is rapid mixed-layer cooling of 
more than 0.6øC in 10 hours and an associated ther- 

mocline heating that is as much as 1.2øC at 37.5-m 
depth. The temperature change profile (Figure 7, bot- 
tom right) is very similar to the composite heating 

lations is desirable so that their role in climatological 
air-sea exchange can be addressed. It is demonstrated 
by comparison to observations from the Long-Term 
Upper Ocean Study (LOTUS) site in the Sargasso Sea 
(34øN, 70øW) [Briscoe and Weller, 1984]. LOTUS data 
have been used to validate other one-dimensional 

models of the upper ocean (section 6). The data set 
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consists of an approximately 2-year-long time series of 
meteorological variables and of temperature and ve- 
locity measured at various depths through the water 
column from a mooring. 

A short, 7-day portion of the LOTUS temperature 
records from shallow thermistors (0.6-, 5-, 10-, and 
15-m depths) for July 1982 is shown in Figure 8. The 
SST (0.6-m temperature) undergoes large diurnal os- 
cillations of 0.5ø-2.5øC during the initial part of the 
record when wind speed was low and daytime insola- 
tion was high [Stramma et al., 1986]. These diurnal 
temperature fluctuations are trapped above 1- to 2-m 
depth and are not apparent in the 5-m thermistor 
record. Increasing wind speed on year day 200 deep- 
ens the mixed layer and damps the diurnal SST re- 
sponse. 

Surface forcing for the LOTUS simulations is com- 
puted as outlined in Appendix A and is similar to that 
used by Stramma et al. [1986] and Gaspar et al. 
[1990]. The heat content of the upper 50 rn at the 
LOTUS site just prior to day 194.5 shows a large 
decrease, which is inconsistent with the calculated 
surface heat flux and most likely reflects horizontal 
advective effects. Following day 194.5, however, the 
estimated net heat flux nearly balances the observed 
increase in the 0- to 50-m heat content. The KPP 

simulations therefore have been initialized at day 
194.5, and no advective heat flux corrections have 
been applied. They have been integrated forward in 
time until the end of the low-wind period at 201.5. 
These LOTUS simulations are initialized using ob- 
served temperature and velocity components linearly 
interpolated onto the model grid (surface to 50 m) and 
a climatological surface salinity of 36.3 PSU every- 
where in lieu of salinity measurements. 

The simulated temperature records at the shallow 
LOTUS thermistor depths from our standard LOTUS 
configuration (Cv = 1.5; Ric = 0.3) are also shown in 
Figure 8. In this case there are 20 vertical levels, each 
with Az = 2.5 m. Solar radiation is included in Bf, 
with ha = h. We chose not to include radiation in the 
countergradient term by setting h.• = 0 (equation A4)), 
because there is negligible impact on modeled diurnal 
cycles and because further refinement of the nonlocal 
transport (equation (20)) is being considered. There- 
fore w0R in (20) is zero. The performance of KPP 
relative to the observations is acceptable, given the 
uncertainty in the forcing. The K profile boundary 
layer captures both the magnitude of the diurnal SST 
variability and the shallow trapping depth found in the 
thermistor data. The model solution also entrains the 

5-m and 10-m thermistors into the surface layer at 
about the correct times. The model SST differs from 

the observed after year day 200, when clouds lower 
the solar heating and perhaps' lead to large errors in the 
estimated surface heat flux. 

The standard LOTUS simulation is almost identical 

to a high-resolution run (Az = 0.50 m), so the KPP 

29.0 

28.0 

'""' 27.0 

•o 26.0 

• 25.0 

24.0 

23.0 I I I I I I I I I I I I I 

194.5 195.5 196.5 197.5 198.5 199.5 200.5 20 

I I I I I I I I I I I I I I . 
29.0 Model 

28.0 

o 

"-' 27.0 

•_ 26.0 

E 
a> 25.0 

24.0 

23.0 t I I I I I I I I I I I I I 
194.5 195.5 196.5 197.5 198.5 199.5 200.5 201.5 

Year Day 

Figure 8. Seven-day time series from 1200 UTC on July 13, 
1982, of LOTUS (34øN, 70øW) ocean temperatures at depths 
of 0.6, 5.0, 10.0, and 15.0 m. Shown are (top) the observations 
and (bottom) a KPP simulation, with hB = h, h.• = 0. 

results (Figure 8) are not very resolution dependent. 
Sensitivity to the treatment of solar radiation through 
the choices of h• (equation A3)) and h• (equation (A4)) 
and to the choices of Cv and R ic, and the role of 
interior mixing are presented in Appendix C. These 
experiments support allowing all radiation absorbed in 
the boundary layer to influence stability (h• = h). The 
model solutions are then insensitive to solar radiation 

included in the nonlocal transport parameterization 
(20), so h• = 0 is our preferred choice. 

Annual Cycling 
The performance of the KPP over the highly vari- 

able conditions of an annual cycle will now be as- 
sessed. Of particular interest here is the comparison 
with observed temperatures and the dependency on 
resolution. An attractive site for this simulation is 

ocean weather station (OWS) Papa (50øN, 145øW) be- 
cause the forcing functions are relatively well known; 
there is a large annual range of SST, hm, and forcing 
conditions; there is an abundance of local oceano- 
graphic data available over many years; and horizontal 
effects are relatively small in the area [Gill and Niiler, 
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• •. . . (AT As 0.0), it is expected that the results should begin to diverge from observations in the fall as is 
discussed in Appendix A. 

• Simulations in spring and summer are sensitive to 
• water clarity, so an annual cycle of Jerlov [ 1976] water 
• type is specified as moderately clear type IA from 
o_ December through February, turbid type II from June 
_•1 through September, and intermediate type IB in the 

o I 0 other months. Such an annual cycle in the North Pacific is indicated by the Secchi depth (depth to 
1 which a white disk is visible) analysis of Lewis et al. 

MAR AP 

........... [1988]. The winter values are supported by measure- 
ments at 35øN, 155øW in February [Simpson and Paul- 
son, 1979] and Secchi depth readings at OWS Papa in 

•, excess of 20 m. In summer the Secchi depth is only 
• 10-12 m, indicating more turbid Type II water. How- 

• ever, any such annual cycle is somewhat uncertain 
o_ because of the difficulty in converting Secchi depths to 
_•1 light extinction coefficients [Preisendorfer, 1986] and 

b Mo • then to Jerlov water types. 
i d,,I ...... Figure 9 shows both the observed and modeled 150 .... time-depth sections of temperature. The latter (Figure 

Figure 9. Time-depth sections of 4-day averages of observed 
temperatures in degrees Celsius (a) from ocean weather 
station (OWS) Papa during the ocean year March 15, 1961, to 
March 15, 1962 and (b) from the standard KPP simulation of 
OWS Papa. 

1973]. For these reasons this site is popular for upper 
ocean model testing. Martin [ 1985], for example, com- 
pares simulations of the period from January 1 to 
December 31, 1961, from four models (section 6). 

Our standard OWS Papa simulation uses model 
parameters as determined above (Ric = 0.3, Cv - 
1.5, ha = h, h• - 0), and these values are retained 
throughout the remainder of this paper. There is a 
moderate 5-m resolution over a 200-m depth and a 
1-hour time step. The annual run begins on March 15, 
1961, at the beginning of the ocean year when the heat 
content above 200 m is a minimum, the SST is 4.6øC 
and the mixed-layer depth is about 130 m (Figure 9). 
This start date is preferable to the beginning of the 
calendar year, when the ocean is still cooling and 
advective events still appear to be important. Model 
initial conditions are 20-day average observed temper- 
atures, the salinity profiles from Tabata [1965], and 
zero flow. The observed temperature data shown in 
Figure 9a were produced by averaging the frequently 
observed temperature profiles over 4-day periods, 

9b) shows comparatively less variability at depth. The 
formation of the seasonal thermocline during spring 
and summer is very well reproduced, as is the thermal 
structure above 20 m. The erosion of the thermocline 

and its internal structure is well modeled until the end 

of October, after which the annual (34 W m -2) imbal- 
ance in model heating leads to the expected warm 
temperatures from the surface to the halocline below 
100-m depth. These features support the suggestion of 
Large et al. [ 1986] that the fall and winter advection of 
deep, cold water may be at the depth of the seasonal 
thermocline where it first acts to stabilize the water 

column and later to cool the surface when mixed. 

Figure 10a shows that 1961 was not an average year 
for heat advection because of the observed net gain in 
heat content above 200 m. The heat flux inferred from 

changes in observed heat content (Figure 10b, dashed 
trace) is averaged over 6 days. This flux often differs 
from 6-day averages of the estimated surface flux by 
many hundred watts per square meter when advective 
effects must have been dominant. The associated tem- 

perature changes are seen in Figure 9a as vertically 
coherent signals, which are indicative of advection. 
Until November 1, 1961, advective heating and cool- 
ing appear to nearly balance, though heat content 
excesses and deficits, relative to the one-dimensional 
model, can persist for as long as a month (Figure 10a). 
After November 1 the anticipated bias due to net 

- which effectively filters out-the internal tide and iner- - advective co½ling is-'evident, but--a•heating •tendency 
tial oscillations by averaging over about eight and six 
periods, respectively. 

The surface forcing at OWS Papa is described in 
Appendix A. Over the simulated 1961 ocean year there 
is greater than average net heat flux of 34 W m -2 and 
freshwater flux of about 11 mg m -2 s -•. Since there is 
no advection in the standard OWS Papa simulation 

from late January through February leads to the an- 
nual heat content gain of about 500 MJ m -2, which 
corresponds to a heating rate of 16 W m -2. Thus the 
warm model bias in 1961 is only 18 W m -2. If this 
amount of advective cooling were judiciously applied 
to the model, the simulations could be made to match 
observations throughout the year. Without such cool- 
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Figure 10. Time series, March 15, 1961, to March 15, 1962, of 
observed (dotted traces) and modeled (solid traces) (a) heat 
content above 200-m depth, (b) the time derivatives of Fig- 
ure 10a, which are the total heat fluxes, (c) sea surface 
temperature (SST), and (d) mixed-layer depth. 

ing the modeled and observed heat contents agree only 
through October, and the overall gain in modeled heat 
content over the year reflects the net 34 W m -2 of 
surface heating minus 2 W m -2 of vertical diffusion 
across 200-m depth. 

The SST and h m comparisons are shown in Figures 
10c and 10d, where the data are averaged over 2 days, 
or about three inertial and four semidiurnal tidal peri- 
ods, to reduce signal contamination. Here, to be con- 

sistent with Martin [1985], h m is the shallowest depth 
at which the temperature is 0. IøC less than SST. The 
excellent agreement extends past the November 1 
limit of similar heat contents and into December 1961 

because the colder observed temperatures are con- 
fined to below the mixed layer. Throughout the spring 
and summer there is considerable high-frequency cor- 
relation between model and observed SSTs and 

mixed-layer depths, indicating that the KPP is per- 
forming well. At the start of the simulation, the model 
h m from the 20-day average initial conditions is about 
15 rn deeper than the instantaneous temperature ob- 
servations, but within about 20 days, the two h m traces 
begin to track each other again. Advective heating 
(cooling) can be seen to result in warmer (colder) 
observed SSTs that persist until advective cooling 
(heating) can compensate. 

Figure 11 compares the standard simulation with 
two cases with constant water types throughout the 
year. A constant Jerlov water type IA (dotted trace) 
produces much lower SSTs from July through October 
and deeper mixed-layer depths from September 
through December. By late summer the SSTs are more 
than IøC cooler than in the standard simulation. Mar- 

tin [1985] used constant type II water, and the dashed 
trace of Figure 1 comes from the corresponding KPP 
simulation. The specification of type IB water in May 
and June reduces the SST in the standard run, and this 
difference persists throughout the summer even 
though the standard run also uses type II water during 
this period. 

6. COMPARISON OF MODEL PERFORMANCE 

In this section, simulations from several one-dimen- 
sional upper ocean models of Ocean Storms wind 
deepening, LOTUS diurnal cycling and annual cycles 

MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN FEB 
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Figure 11. (a) Annual cycle, starting 
March 15, 1961, of SST from the 
standard OWS Papa simulation (sol- 
id trace), whose specified monthly 
Jerlov water types are given at the 
bottom of the figure, and from runs 
with constant type IA (dotted trace) 
and type II (dashed trace) water. 
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at OWS Papa ocean models are intercompared and 
compared with observations. In each case the KPP is 
shown to perform as well as or better than the others 
without any of its parameter values adjusted. Fortu- 
nately, simulations from all major classes of models 
are available in the literature for comparison. How- 
ever, some of these results were obtained only after 
their model parameters had been optimally adjusted. 
There is considerable discussion of the model forcing 
in Appendix A because any comparison of model re- 
sults is really a comparison of the model and of the 
forcing used to drive it. Using identical forcing would 
not separate the two effects because inaccurate or 
erroneous forcing could easily cause a poor model to 
simulate observations better than even a perfect 
model. Therefore the KPP is forced with our preferred 
forcing, while other model results are taken as pub- 
lished even though the forcing may have been very 
different. 

A further, related complication, also discussed in 
Appendix A, is that the upper ocean is rarely found to 
be one dimensional, so that there is usually an imbal- 
ance between the estimated surface fluxes of heat and 

salt and the corresponding observed changes in upper 
ocean heat content and salinity. There are different 
strategies employed to cope with this problem. Per- 
haps the most common is flux correction, in which the 
fluxes are adjusted to match the observed changes. 
Often the imbalance is simply ignored. The most phys- 
ical treatment is to determine the cause of the imbal- 

ance and to add, or subtract, heat, or salt, at the 
appropriate model depths. However, the cause is not 
always known. 

Ocean Storms 

Large and Crawford [1994] have conducted a de- 
tailed study of the oceanic response of three models to 
storm events in the northeast Pacific. The models are 

a Mellor and Yamada [1982] approximation level 2.5 
(MY2.5), the bulk mixed-layer model of Price et al. 
[1986] (often referred to as PWP), and the KPP model. 
The wind forcing is dominant over these very short 
timescales, so heat and salt imbalances can be ignored. 
Forcing, initial conditions, and comparative observa- 
tions both of the dynamic responses (changes in 
mixed-layer inertial kinetic energy and Lagrangian 
particle displacements in the mixed layer), and of the 
thermodynamic responses (mixed-layer temperature 
and potential energy changes due to vertical mixing) 
were all derived from observations taken during fall 
and winte r 1987 during-the Ocean Stor•ns e•periment 
[D'Asaro, 1985a]. The results can be summarized as 
follows. The thermodynamic responses of KPP are 
significantly stronger than those of either PWP or 
MY2.5 because mixing penetrates deeper into the ther- 
mocline in response to an inertially rotating wind 
stress. The deep mixing in KPP and observations, as 
inferred from thermocline heating, are very similar. 

Again the failure of local second-order closure 
schemes to mix sufficiently deep results in MY2.5 
producing smaller than observed thermodynamic re- 
sponses. Mixing in PWP penetrates deeper than in 
MY2.5, bu.t still considerably less than in the observa- 
tions. Mixing into the thermocline has much less of an 
effect on the dynamical responses, which are therefore 
similar from all three models. These responses com- 
pare favorably with the observations. 

The model of Kantha and Clayson [1994] (KC) is a 
modification of the Galperin et al. [1988] version of a 
Mellor and Yamada [1982] second-moment closure 
model. Additional mixing in the stratified region below 
the mixed layer is based on the parameterizations of 
section 4 and is intended to remedy the inadequate 
mixing of the Mellor and Yamada [1982] models. This 
mixing has a significant impact. Using the same forcing 
and initial conditions as Large and Crawford for one 
particular Ocean Storms event, the mixing extends 
about 5 rn deeper and is more vigorous in the upper 
thermocline in KC than in a companion MY2.5 simu- 
lation. The resulting mixed-layer cooling is about 
0.4øC greater [Kantha and Clayson, 1994]. The ob- 
served thermocline mixing and KPP mixing extend 
even deeper by about 10 m• The observed SST cooling 
of 1.12øC is about 0.12øC more than that of KC and 

0.18øC less than that of KPP. However, the one-di- 
mensional heat budget for this event did not close. 
There was insufficient mixed-layer cooling to balance 
the observed thermocline heating, making compari- 
sons of SST changes inconclusive. 

/OIUS 

Diurnal cycling at LOTUS over the 7 days of Figure 
8 has also been simulated with other models. Stramma 

et al. [1986] use the PWP model and ignore heat 
imbalances (Appendix A). Gaspar et al. [1990] de- 
velop a second-moment model (GGL), which is akin to 
a MY2.5 model except that there are two independent 
length scales and these are diagnostic rather than prog- 
nostic. These length scales are defined by Bourgeault 
and Andre [1986] as the distances upward or down- 
ward that a fluid particle would travel in converting all 
of its initial turbulent kinetic energy into potential 
energy. Gaspar et al. flux correct for about 85% of the 
heat imbalance not accounted for by their estimates of 
advection (Appendix A). However, there is an incon- 
sistency because the advective heat flux is not added 
to the water column. Following Stramma et al. [1986], 
heat imbalances are ignored by Kantha and Clayson 
[19•4] and in the KPP simulations (Figure 8). Over this 
2-week LOTUS timescale, salt imbalances are not 
important and are ignored in all four simulations. 

Some critical quantities that simulations of diurnal 
cycling at LOTUS seek to reproduce are the daily 
maximum surface temperature, Tma x (0.6 m), the daily 
minimum surface temperature, Tmi n (0.6 m), and the 
difference between these surface temperatures and a 
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TABLE 4. Maximum Daily Near-Surface Temperature Minus the Temperature at 15-m 
Depth Tmax (0.6 m) - T (15 m) for 6 Days of Large Diurnal Cycles at LOTUS in 
July 1982 

Model 

Day Data KPP PWP GGL KC 

194 2.52 2.67 1.80 1.81 2.07 
195 2.83 2.79 2.18 2.08 2.64 
196 3.91 3.95 4.06 3.19 3.65 
197 4.06 4.25 4.92 3.42 4.03 
198 3.90 4.58 4.78 3.63 4.38 
199 3.51 3.93 4.97 3.28 4.20 

Average 3.45 3.69 3.79 2.90 3.50 
rms 0.34 0.88 0.59 0.41 

Shown are observed data and the values from four model simulations, and their rms differences 
from observations. 

deeper reference temperature at, say, 15 m, T (15 m). 
Two useful quantities for comparison then are Tmax 
(0.6 m) - T (15 m), and the amplitude of the diurnal 
cycle, Tmax (0.6 m) - rmi n (0.6 m). Values of these 
quantities are given in Table 4 and Table 5, respec- 
tively, for the 6 days of Figure 8 with large diurnal 
signals. Stramma et al. [1986] do not give the absolute 
temperatures from the PWP model, so it is assumed 
that their T (15 m) is constant at the observed average 
value of 24.6øC. Also shown for each measure are the 

averages over the 6 days and the root-mean-square 
(rms) difference between the observed and each of the 
four models. 

Table 4 shows the Tma x (0.6 m) - T (15 m) from KPP 
compared with observations is always within 0.7øC, 
agrees on average to within 0.25øC, and has a small rms 
difference of only 0.34øC. The agreement is particularly 
good over the first four diurnal cycles. In contrast, this 
quantity from GGL is more than 0.6øC smaller than 
observed on each of the first 4 days and on average is 
0.55øC smaller. The Tma x (0.6 m) - T (15 m) values from 
KC tend to be smaller than observed early in the simu- 
lation and larger later, such that there is good agreement 
on average, but a 0.41øC rms difference. The PWP model 
does not reproduce this quantity as well as the others, 

with arms difference of 0.88øC and a maximum differ- 

ence of 1.46øC on day 199. The large PWP differences 
appear to be due to lack of vertical mixing. The conse- 
quences of this deficiency are that heat remains in the 
upper few meters of the model, causing the surface 
temperature to become too warm and the thermal strat- 
ification between the surface and 5 rn to be much greater 
than observed. 

Table 5 shows that all models simulate the average 
observed diurnal amplitudes to within 0.2øC. How- 
ever, PWP differs the most on average and gives the 
largest rms difference. By both the above measures the 
PWP simulation is the least successful. This result is 

somewhat surprising because this model was first de- 
veloped to study diurnal cycling in the Pacific [Price et 
al., 1986]. 

Over the comparison period of Tables 4 and 5, the 
heat flux into the GGL model appears to be too small 
by at least 30 to 46 W m -2 (Appendix A). Such a larger 
heat flux would heat the upper 5 rn by nearly 0.5øC 
over these days. It would also stabilize the water 
column, inhibiting vertical mixing and producing even 
more warming, depending on where the advection was 
put into the water column. Thus without the flux cor- 
rections the GGL surface temperatures would have 

TABLE 5. Amplitude of Diurnal Cycle, [Tmax (0.6 m) - Tmi n (0.6 m)], for 6 Days at 
LOTUS in July 1982 

Model 

Day Data KPP PWP GGL KC 

194 1.26 1.24 1.01 1.16 1.26 
195 1.60 1.24 1.01 1.25 1.41 
196 2.43 2.08 2.31 2.07 1.86 
197 1.78 1.91 1.92 1.80 1.70 
198 1.74 1.95 1.59 1.73 1.66 
199 1.14 1.03 1.06 1.23 1.22 

Average 1.66 1.57 1.48 1.54 1.52 
rms 0.23 0.28 0.21 0.25 

Shown are observed data and the values from four model simulations, and their rms differences 
from observations. 
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TABLE 6. Compilation of Results From OWS Papa Simulations of 1961, 1969, and 1973 

Mean Model-Data SST Difference, øC 

Model QA, W m -2 April May June July Aug. Sept. Oct. Nov. Dec. April-Aug. 

1961 

MY2 8 0.0 0.2 0.6 0.8 1.5 1.9 0.0 0.2 0.8 0.62 
MY2.5 8 0.0 0.2 0.7 0.9 1.6 2.2 0.3 0.5 0.9 0.68 
N75 8 -0.2 -0.5 - 1.2 -2.0 -2.4 -2.7 -3.0 -2.0 -0.8 - 1.26 
G77 8 0.0 -0.1 -0.3 -0.2 -0.3 -1.1 -1.8 -1.0 -0.1 -0.18 
KC 8 -0.1 -0.14 -0.37 -0.76 -0.73 -0.76 -0.92 0.67 1.11 -0.42 
KPP 29 -0.23 -0.16 -0.27 -0.26 -0.33 0.03 -0.32 0.07 0.65 -0.25 

1969 
NK77 12 -0.04 0.12 0.77 0.52 0.48 0.25 -0.33 -0.49 -0.34 0.37 
G77 12 -0.06 0.02 0.56 0.37 0.39 0.48 0.05 -0.02 -0.02 0.26 
CMO 12 -0.06 0.03 0.50 0.28 0.25 0.33 -0.05 -0.07 -0.09 0.20 
GGL 12 -0.04 -0.07 0.02 -0.06 0.22 -0.14 -0.23 0.15 0.24 0.01 
KPP 29 0.15 0.28 0.38 0.06 0.17 0.44* 0.43* 0.46* 0.22* 0.21 

1973 

PWP 0 -0.48 -0.33 -0.61 -1.10 -1.08 -0.73 -1.05 -0.47 -0.59 -0.72 
KPP 11 -0.34 -0.15 0.04 0.22 0.01 0.02* -0.66* -0.55* -0.86* -0.04 

Shown are monthly mean SST differences, model minus observed, and the April through August average. Heat fluxes averaged over the 
calendar year are also shown. 

*Months when climatological horizontal advection was applied to the KPP simulations. 

become much too high and would be indicative of too 
little entrainment mixing. In the LOTUS case the 
additional KC local mixing appears to have overcome 
this problem without flux correction. 

OWS Papa 
Simulations of an annual cycle at OWS Papa pro- 

vide a more stringent test of model and forcing be- 
cause of the longer integration time and the great 
variety of surface forcing conditions. As was dis- 
cussed in section 5, KPP simulations always start at 
the beginning of an ocean year in mid-March. By 
September we suspect that horizontal advection may 
become systematic and large. Thus the most meaning- 
ful comparisons are for the months April through Au- 
gust of the first year. 

One useful measure of model success is the annual 

cycle of monthly mean SST difference, ASST m, model 
minus observed. The turbulent heat flux at the ocean's 

surface, Qt, varies with SST approximately according 
to 

aQt w 
oSST = (5 + 4U•0) m2 K (37) 

where the first term in the right-hand side comes from 
the I0ngwavd radiationSand th• õe6ond is due to the 
combined effects of the latent and sensible heat fluxes, 
with U•0 the 10 rn wind speed in meters per second. 
The mean wind speed at OWS Papa is about 10 rn s -1, 
so an SST error of even 0.5øC can lead to serious flux 

errors of more than 20 W m -2. A necessary, but 
insufficient, condition for model success therefore 
might be ASSTIn values less than 0.5øC every month. 

Even differences this small are a significant fraction 
(14%) of the amplitude of the mean annual cycle of 
SST (about 3.7øC) and 50% or more of the standard 
deviation of a monthly mean temperature over 20 
years. 

Kraus and Turner [1967] bulk mixed-layer models 
have often been applied at OWS PAPA. Martin [ 1985], 
for example, runs both the Niiler [ 1975] (N75) and the 
Garwood [1977] (G77) models at OWS Papa for the 
calendar year 1961, in addition to Mellor and Yamada 
[1982] approximation levels 2 (MY2) and 2.5 (MY2.$). 
This year has also been simulated by the KC model 
[Kantha and Clayson, 1994]. Gaspar [1988] employs 
several Kraus-Turner type models at OWS Papa over 
the 4 years 1969-1973. The models include G77, Niiler 
and Kraus [1977] (NK77), and his own attempt to 
improve on these, which he refers to as the CMO 
model. Gaspar et al. [1990] also report on their OWS 
Papa simulations of 1969 and 1970 with GGL. The 
PWP model too has recently been run at OWS Papa, 
but over the years 1973-1979 [Archer et al., 1993]. The 
forcing used in these simulations is discussed in Ap- 
pendix A. 

The first four ASSTIn entries of Table 6 are from 
Martin's [1985] simulations of 1961. Both second-or- 
de r ClosurdrnodeiS (MY2 and MY2.5) display a warm 
bias, with ASSTIn > 0.5øC from June through Septem- 
ber. The two models' August and September mean 
SSTs range from 15.3 ø to 15.7øC. For comparison, the 
maximum monthly mean SST observed between 1959 
and 1981 was only 14.5øC (August 1979). In Septem- 
ber, ASSTIn is about twice the climatological standard 
deviation of monthly SST (IøC). Forcing these two 
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models with our larger heat fluxes would likely de- 
grade their performance by the ASST m measure be- 
cause of both the increased heat and the greater ver- 
tical stability. This result is consistent with the pattern 
of insufficient vertical exchange in models of this class. 
The additional KC mixing may be overcompensating, 
since the ASST m values are consistently too low until 
December. 

The bulk mixed-layer models behave very differ- 
ently. As was noted by Martin [1985], the N75 mixed 
layer tends to be far too deep, resulting in much too 
cold surface temperatures. It deepens to the model 
bottom at 200 rn in March and again in December. 
According to Martin [1985], G77 gives good results at 
OWS Papa (Table 6) with appropriate tuning but tends 
to deepen too rapidly in the fall. Forcing with greater 
heat fluxes would certainly improve the N75 simula- 
tion by warming the surface and stabilizing the water 
column, but it is likely that there would still be exces- 
sive deepening, especially in March. Use of such 
fluxes could seriously degrade the G77 results. Martin 
[1985] shows a spike in the August SST of 16øC from 
G77 compared with an observed value of less than 
15øC. More heating would make this peak much higher 
and probably increase the summer values of ASST m to 
more than 0.5øC. However, the fall deepening would 
likely be reduced. 

Gaspar [1988] performs 4-year simulations at OWS 
Papa starting January 1, 1969. The imbalance in his 
heat budget is only 4 W m -2 over the 4 years (Appen- 
dix A) and is ignored. He first runs the NK77, Resn- 
yanskiy [1975], and Wells [1979] models. He concludes 
that all these bulk models systematically overestimate 
SST in summer by about the same amount, despite 
empirical calibration or tuning. Table 6 shows only the 
NK77 results because of the similarity between the 
results. In an attempt to improve this situation, Gas- 
par [1988] then develops a new model, CMO. He runs 
this model and G77 over the same 4 years. He finds 
that the G77 results (Table 6) are similar to those of 
Resnyanskiy [1975] and of Wells [1979] and that al- 
though CMO succeeds in reducing ASST m below 
0.5øC, there is still a tendency for SST estimates to be 
too high in summer and too low in fall (Table 6). 
Dissatisfaction with these results presumably led to 
the development of GGL, which Gaspar et al. [1990] 
run only over 1969 and 1970. Now the magnitudes of 
the ASST m values are very small, especially in 1969 
(Table 6). The summer bias in all the bulk models 
(NK77, G77, and CMO) would increase significantly if 
they were forced with our larger surface heating. It is 
unclear what the effect on the second-order closure of 

GGL would be, but it is likely that all the 1969 ASST m 
values would become positive. 

A companion 4-year KPP simulation starts in 
March 1969. Here, for the first time, climatological 
advection of heat and salt is used to balance the heat 

and salt budgets. As is described in Appendix A, most 

of the heat advection occurs between September and 
February, and with this cooling, ASST m remains less 
than 0.5øC through December (Table 6). Before Sep- 
tember the maximum ASST m is only 0.38øC in June. 

The Archer et al. [1993] PWP simulations at OWS 
Papa cover the 6 years 1973-1978. Climatological ad- 
vection was again applied each winter of a companion, 
6-year KPP run. The 1973 results (Table 6) show that 
PWP seriously underestimates the monthly mean SST; 
a systematic bias that persists throughout the 6 years. 
Our estimates over the 20 years 1961-1980 indicate 
that QA was smallest in 1973 and 1974, at 11 and 12 W 
m -2, respectively. The observed temperatures suggest 
anomalous thermocline heating in the summer and 
usual advective cooling in the fall, so that the KPP 
modeled SSTs are too cold from October to December 

1973. It appears to take two winter advective seasons 
to overcome the anomaly, so that the KPP model 
reproduces observed SSTs from March 1976 through 
1978 with little bias. 

We now address the question of how GGL pro- 
duces such a good SST simulation when forced with 
what we believe is too little surface heating. The an- 
swer is that, as is usual with such second-moment 
models, there is insufficient mixing into the thermo- 
cline, which allows the SST to become high enough by 
keeping the entire thermocline too cold. Monthly 
mean observed temperature profiles (dotted traces) 
from near OWS Papa are shown in Figure 12 for June 
through November 1969. The time-depth section from 
Gaspar et al. [1990] is used to give the average depth 
of GGL isotherms from 5 ø to 11øC (solid circles). In the 
seasonal thermocline, GGL temperatures are always 
colder than observed ones, usually by more than IøC. 
The August comparison is particularly poor, with a 
temperature difference of 3øC at 35 m. Vertical mixing 
of this cold thermocline water up into the mixed layer 
would lower the model SST, and hence ASSTm, by at 
least 2øC. The July and September values would de- 
crease by at least IøC. The decrease would be less in 
the other months because of the deeper mixed layer, 
but still significant. Thus proper vertical mixing would 
seriously degrade the GGL simulation throughout 
most of the year. Forcing with our larger surface 
heating would increase the surface temperatures and 
inhibit the vertical mixing even more. 

Monthly mean KPP temperature profiles from 1969 
are also shown in Figure 12. For all 6 months, KPP 
thermocline temperatures are closer to observations 
than are GGL modeled temperatures. The poorest 
agreement is again in August, which may be due to 
warm water advected into the thermocline, but the 
KPP temperature deficit is only about half of that 
found for GGL. Another positive feature of the KPP 
simulation is that differences with observations are not 

systematic. July and October mean profiles are not 
significantly different, and modeled thermocline tem- 
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Figure 12. Monthly mean profiles for six months 
of 1969 at OWS Papa. Shown are observed (dot- 
ted trace) and simulated temperatures from GGL 
(solid circles) as reported by Gaspar et al. [1990] 
and from KPP (solid trace). 

peratures are warmer in September but colder in Au- 
gust and November. 

Figure 13 (bottom) compares observed (dashed 
trace) and modeled (solid trace) changes in heat con- 
tent over the 4 years 1969-1972. Again, strong advec- 

tive activity on timescales of 1 week to 1 month is 
evident in the observations. Corresponding observed 
temperature changes (top plots, dashed traces) are 
coherent throughout the water column. With climato- 
logical advection (Appendix A) the average heat con- 

6 
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Figure 13. Four-year time series (top) of 
temperatures at the surface and at three 
depths in the seasonal thermocline and 
(bottom) of heat content above 200 m. 
Shown are observations (dotted trace) 
and KPP simulations (solid trace). 
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tents are in good agreement through the first two 
winters, suggesting that advection was not unusual. 
From January through March of 1972, however, the 
observed heat content fails to decrease in response to 
the surface cooling, suggesting an absence of the usual 
advective cooling with perhaps some advective heat- 
ing, such as was already seen in 1961. April 1972 to 
March 1973 appears to have been an average year, so 
throughout this time the observed heat content retains 
its positive anomaly picked up in the previous winter 
and remains greater than in the model. It is interesting 
to note that the 1972 SST simulation is reasonable, but 
like GGL in 1969, this test is insufficient because the 
shallow summer mixed layer contains only a small 
fraction of the warm anomaly. However, the absence 
of winter cooling is obvious in the thermocline tem- 
perature comparisons at 42.5, 62.5, and 82.5 rn (Figure 
13). 

From March 1969 to January 1972 the modeled and 
observed temperatures are in very good agreement 
throughout the water column, with the exception of 
some anomalous, relative to the imposed climatologi- 
cal advection, events (Figure 13). There do not appear 
to be any systematic biases. Modeled temperatures at 
a given depth are sometimes warmer and sometimes 
cooler than those observed. The annual cycle is faith- 
fully represented. There are increasing temperatures 
in spring, a leveling off of the temperature increases as 
a particular depth is capped by the seasonal mixed 
layer, then a heating in the fall as heat stored in the 
mixed layer is exchanged with colder thermocline wa- 
ter. As one looks deeper, the spring temperature rise 
stops earlier, the leveling persists longer, and the fall 
heating and temperature maximum occur later. Such 
an annual cycle was described by Tabata [1965] for 
earlier years at OWS Papa. 

7. DISCUSSION 

The KPP vertical mixing parameterizations of both 
the OBL and the oceanic interior were developed for 
use in global ocean models, with integrations lasting a 
decade and longer. A particularly encouraging result 
of the present study is that the KPP model has been 
successful over timescales spanning about 4 orders of 
magnitude, from hours to years. Observations at OWS 
Papa are well simulated at all depths from year to year 
provided that the fall advection is accounted for. It 
very well may be that this success depends on the 
capability of the model to handle events of order only 
a day in duration. The KPP model has been shown to 
simulate many such events very well, including con- 
vective boundary layer deepening, diurnal cycling, 
and storm forcing. 

One key to the success of KPP is that it predicts an 
ocean boundary layer depth, with the mixed-layer 
depth a diagnostic quantity that can depend on defini- 

tion and the property of interest. This feature allows 
for finite diffusivities throughout the water column and 
hence vertical structure within what might be termed 
the mixed layer. Most importantly, both the convec- 
tive and the wind-driven boundary layers can pene- 
trate well into the stratified region below a mixed 
layer. Even though such events may be short-lived, 
the resulting vertical fluxes can be large enough to 
have a significant impact on much longer timescales. 
Only with such penetration can the large diffusivities 
that represent the efficient mixing of boundary layer 
eddies act upon the large property gradients typically 
found below a mixed layer. 

The KPP scheme has several other attributes that 

make it attractive for a variety of applications, includ- 
ing large-scale climate modeling. It is relatively insen- 
sitive to vertical resolution and may perform well in 
low-resolution configurations (see also Appendix C). It 
is readily adaptable to various finite-differencing 
schemes and vertical coordinates. Most importantly, 
the results of the present work indicate that if it is 
given the correct surface forcing and advective trans- 
ports, it will distribute properties properly in the ver- 
tical. A one-dimensional model can do no more. In 

addition, the parameterization has been formulated to 
be run off surface fluxes, so it is readily coupled to an 
atmosphere or sea ice model. 

There are several major differences between this 
ocean boundary layer model and the atmospheric 
counterparts that it follows [Troen and Mahrt, 1986; 
Holtslag et al., 1990]. First, in the atmospheric models 
the turbulent shear does not contribute to the bound- 

ary layer depth. Instead, enhanced convective entrain- 
ment is achieved by giving convective elements (ther- 
mals in the atmosphere) a buoyancy excess. Thus the 
atmospheric version of (21) sets Vt = 0 and B r = B o q- 
C0w---•0, where the last term parameterizes this excess 
and Co is an empirical constant. This form is unattrac- 
tive in the ocean because neither has Co been mea- 
sured, nor has the form of the parameterization been 
confirmed. Also, the use of the surface buoyancy B0, 
rather than a surface layer average, promotes resolu- 
tion dependency (Figure 1). Global applicability would 
be questionable because for a fixed excess, [3r would 
depend on the stratification near h. Also, with Vt = O, 
Richardson numbers (equation (21)) get very large 
when the mean shear is small. Besides, turbulence 
should contribute to the shear. To illustrate the effect, 
suppose that interior stratification weakens and all 
other conditions remain steady. In the atmospheric 
form, the Ri o decreases and h can get very large. In 
our oceanic case these tendencies are offset to a de- 

gree by smaller values of Vt, so the growth in h is 
controlled. 

The second major difference is that all depths in the 
OBL can be forced from the interior through the de- 
pendence of a 2 and a 3 in (17) on the interior diffusivity 
and its vertical derivative at h (equation (18)). This 



388 ß Large et al.: OCEANIC VERTICAL MIXING 32, 4 / REVIEWS OF GEOPHYSICS 

forcing could be very significant in regions such as the 
equatorial ocean where the Equatorial Undercurrent 
could lead to shear instability near h. The scheme may 
be applicable to atmospheric situations, such as when 
the top of the boundary layer is near a nocturnal jet 
[Kim and Mahrt, 1992] or the subtropical jet. The 
dimensionless flux profiles (equation (B1)) are also 
quite different, but situations where these differences 
would change model results appreciably are probably 
rare. 

It is worthwhile reiterating that any comparison 
between model results and observations is a test both 

of model integrity and of the fidelity of the forcing 
functions, and that comparisons of SST and mixed- 
layer depth are necessary but insufficient tests of a 
model's performance. Over most of the period chosen 
for the LOTUS simulation, for example, the ocean 
observations show little sign of important advective 
heating, so following $tramma et al. [1986], no flux or 
advective corrections are applied in the present study. 
Although this is most likely not the case over the 
longer period simulated by Gaspar et al. [1990], it is 
not proper to apply a constant correction to the sur- 
face fluxes. Instead, an intermittent advective cooling 
should be injected at depth in the water column when 
and where the observations indicate. The former pro- 
cedure tends to reduce the stability of the upper water 
column, while the latter may enhance stability. Thus it 
may be preferable not to apply any correction rather 
than to apply an inappropriate one. At OWS Papa our 
flux estimates and interpretation of historical data in- 
dicate that there is important systematic advective 
heat in the region during the fall and winter. Other 
studies assume one-dimensionality and use heat flux 
estimates that are near zero when averaged over an 
annual cycle. Thus at both sites our preferred surface 
heat flux is larger than that used in some other inves- 
tigations. 

The most significant difference compared to other 
models is that the KPP boundary layer can extend well 
into the thermocline and produce realistic exchanges 
of properties between the mixed layer and thermo- 
cline. Second-moment models such as MY2.5 and 

GGL tend to underestimate such mixing. Forcing with 
a greater surface heat flux would stabilize the water 
column and worsen this trait. Another difference, es- 
pecially with bulk mixed-layer models such as PWP, is 
that the OBL in KPP need not always be well mixed. 
Mixing at the base of bulk mixed-layer models typi- 
cally depends on adjustable parameters, so they can be 
made torepresent some sitm•ns.quitewell[Gaspar, 
1988]. However, it may be difficult or even impossible 
to find one set of parameter values for such a model 
that applies in the variety of conditions found over an 
annual cycle [e.g., Archer et al., 1993] or over the 
global ocean. 

Integrations here and in the other studies discussed 
in section 6 have been over a relatively short period of 

time, with temperature the important diagnostic vari- 
able. However, in cases when other properties are also 
important, the model's ability to exchange properties 
between the mixed layer and deeper stratified waters 
may become even more important. For example, such 
ability would seem to be an essential ingredient of any 
model used to study mixed-layer biogeochemistry. 
There is often a rich supply of nutrients in the upper 
thermocline with productivity above in the euphotic 
zone limited by the supply of these nutrients. There 
can also be large differences in the concentrations of 
chemical species between the mixed layer and water 
below. Also, salt can play an important role in the 
ocean, especially, but not exclusively, over longer 
timescales. In such instances the exchange of salt 
between the mixed layer and deeper pycnocline be- 
comes critical to maintaining the correct stability of 
the water column and to balancing the surface fresh- 
water flux. 

Although the present KPP model has proven suc- 
cessful, there are several areas where the model de- 
velopment should continue. Most urgently required is 
a scheme that differentiates between the entrainment- 

driven and surface-driven vertical transports of pas- 
sive scalars. Because the thermocline is such a large 
property reservoir, entrainment-driven transport may 
be much more important in the ocean than in the 
atmosphere. To achieve this behavior, it will likely be 
necessary to have a more satisfactory parameteriza- 
tion of the nonlocal transport term. In the traditional 
parameterization (20), •/s depends on the surface 
fluxes, which in the ABL bulk formulae are expressed 
in terms of near-surface property gradients. However, 
this term should perhaps depend on property differ- 
ences over a larger vertical extent, since it accounts 
for turbulent fluxes resulting from eddies that traverse 
much or all of the boundary layer. 

There are also several aspects of the present model 
that have not been adequately tested owing to a lack of 
observations. Within the boundary layer scheme we 
were unable to show that the restrictions that h be less 

than both L and he (equation (24)) made any appre- 
ciable difference to the solutions. These conditions are 

likely to arise often in a global simulation of many 
years, so it is important to establish whether or not 
they are proper and necessary. Proper physics would 
seem to require much reduced diffusivities at depths d 
> L, where buoyant suppression exceeds mechanical 
production of turbulent kinetic energy. The restriction 
h -< L accomplishes this reduction by making this 

regionpartofthe interior. Howe•r, asimitareffect is 
achieved for L < d < h by the large values of (bx given 
by (B 1) for [ > 1. Such values very effectively reduce 
boundary layer diffusivities (Figure 2) to levels more 
comparable to those of the interior. It was shown 
(Figure C4) that including solar radiation in the surface 
buoyancy flux (equation (A3)) did change the diurnal 
cycling at LOTUS but that the change was too small 
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for the observations to determine which is preferable. 
Some form of interior diffusivity V x was noted to be 
necessary. However, it was not determined if the 
parameterizations of section 4 were appropriate. Of 
concern for global deep water applications is whether 
internal wave mixing is best described as a constant 
(equation (34)) following Gregg [1989] or as propor- 
tional to N-• as was suggested by Gargett and Hol- 
loway [1984]. The latter could be easily implemented 
because N is already computed for the gradient Rich- 
ardson number calculation (32). Most of the observa- 
tions of double diffusion have gone into the parame- 
terizations, and independent observations of both salt 
fingering and diffusive convection are required to con- 
firm the treatment of section 4. 

APPENDIX A: EXTERNAL FORCING 

This appendix describes the external forcing used to 
drive the KPP model. There are the surface fluxes and 

the bottom boundary conditions at d = -D. Expres- 
sions are given for the solar irradiance profile and for 
the radiative contributions both to the stability and to 
the nonlocal transport. In addition, details of the heat 
fluxes used to drive various LOTUS and OWS Papa 
simulations are given, and strategies for dealing with 
imbalances in the heat and salt budgets are discussed 
in the context of individual simulations of ocean ob- 

servations. 

Surface forcing that is transferred by turbulent pro- 
cesses is distinguished from nonturbulent forcing, 
such as radiation. The former includes the zonal and 

meridional stress components *u and *v, the net tur- 
bulent heat flux Q t, and the net turbulent freshwater 
flux Ft. The net solar surface irradiance I0 is distrib- 
uted in the water column as one component of the 
nonturbulent heat flux profile, Qn(d). Sea ice that 
forms at depth and rises to the surface (frazil ice) gives 
rise to the other component of Qn(d) and to a nontur- 
bulent freshwater flux Fn(d). The heat flux associated 
with freezing at the surface and accretion of ice crys- 
tals onto existing sea ice is incorporated into the net 
turbulent heat flux. The companion water flux is really 
a turbulent saltwater flux F s, with the salinity of sea 
ice, S•. 

In the ice-free conditions considered in this paper, 
the surface stress is due solely to the wind, the com- 
ponents of Q t are the net longwave radiation and the 
latent and sensible heat fluxes, F t is the excess of 
precipitation over evaporation, Qn(d) is just the solar 
irradiance profile I(d), and Fs = Fn(d) = 0. Some- 
times the fluxes are estimated from observed meteo- 

rological variables such as wind velocity, SST, air 
temperature, relative humidity, and cloudiness. In 
these cases the wind stress, the sensible heat, the 
latent heat, and hence the evaporation are computed 

following Large and Pond [ 1982], where the respective 
neutral, 10-m bulk transfer coefficients are 

2.70 
-•+0.142+0.0764U•0 (Ala) 103Ct) - U•0 

103C0 = 3 2.7 C• 2 unstable 

10 3Co = 18.0C• 2 stable 
(Alb) 

103CE = 34.6C• 2 (Alc) 

where U•0 is the wind speed at 10-m height in meters 
per second. The Co formulation is a fit to data aver- 
aged over wind speed bins from 1 to more than 25 m 
s -• (E. E. Vera, unpublished manuscript, 1983), and it 
makes all the coefficients go to their theoretical infinite 
values at zero wind speed. The solar radiation is com- 
puted assuming an oceanic albedo of 0.06 and the Okta 
model of Dobson and Smith [1988]. This model cor- 
rects the clear sky solar radiation (a function of lati- 
tude, year day, and local time) for a specified cloud 
fraction. Net longwave forcing is computed from a 
conventional parameterization [Berliand and Berliand, 
1952; Fung et al., 1984], with Bunker's [1976] cloud 
factor equation and a slightly enhanced emissivity of 
1.0 to account for reflected longwave radiation. 

The active surface kinematic fluxes are given by 

WUo - -Xu/PO (A2a) 

WVo = -%/Po (A2b) 

Wto = -Qt/(poCpo) (A2c) 

WSo = FtSo/Po(O) + Fs(So- Si)/po(Si) (A2d) 

where So, P0, and Cv0 are the salinity, density, and 
specific heat at constant pressure of the surface sea- 
water, respectively. The density of surface water of 
salinities 0 and $• are p0(0) and p0(S•), respectively. 
The buoyancy profile B(d) and the surface buoyancy 
flux w bo and forcing Bf are diagnostic quantities com- 
puted as 

B(d) = g(aT- 13S) (A3a) 

wbo = g(aWto - 13WSo) (A3b) 

B• = 9[(aI/pCp)o - (otI/pCp)ho] (A3c) 

Bf= -wbo + B• (A3d) 

where g is gravitational acceleration, a and [3 are the 
thermodynamic expansion coefficients evaluated at lo- 
cal values of T and $, and the subscripts 0 and hB 
specify evaluation at the surface and at d = h•, 
respectively. It is not clear what the radiative contri- 
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bution B R to the surface buoyancy forcing Bœ and 
hence the stability, by L (equation (2)), should be. This 
term is not considered by Troen and Mahrt [1986] 
because of the negligible solar absorption in the ABL. 
Setting ha = 0.0 in (A3) assumes no contribution. At 
most, only radiation absorbed in the OBL has the 
potential to affect the turbulence, so ha can be at most 
equal to h. The buoyancy effects of frazil ice formation 
could be treated in a similar fashion. 

Similarly, the radiative contribution to the surface 
heat flux that is used to parameterize the nonlocal heat 
flux, % (20), is unknown. Again it can be expressed as 

-wO• = [(I/pCp)o- (I/pCp)n•] (A4) 

where the depth of evaluation, h•, is between the 
surface and d = h. 

The distribution of solar irradiance in the water 

column is modeled by the general form 

I(d) = Io Z ri exp - 
i=1 

(AS) 

in which the solar spectrum is divided into a number 
NI of wavelength bands, each containing a fraction ri 
of the total radiation. The reciprocals of the band 
absorption coefficients are the •i. A one-band formu- 
lation does not do well throughout the column because 
long infrared and red wavelengths are absorbed much 
closer to the surface than are some shorter wave- 

lengths. Paulson and Simpson [1977] find that a two- 
band model, NI = 2, should be adequate for most 
physical models. They give empirical values of r•, r 2, 
Ix•, and ix 2 for each of the different Jerlov [1976] water 
types. 

The model is usually configured over a depth D that 
is less than the full ocean depth, and fluxes across the 
bottom at z = -D are then governed by (26), because 
of the depth restriction, h < D. Whenever a property 
gradient is nonzero, there is a downgradient property 
flux because there is always a positive diffusivity, 
vx(-D) -> Vx w (equation (25)). Integration of such 
fluxes over time gives the net gain from or loss to the 
deep ocean. Conceptually, the velocity bottom bound- 
ary conditions are the geostrophic reference velocities 
at d = D. In three-dimensional applications the profile 
of geostrophic velocity would be computed from the 
horizontal pressure gradient derived from the T and S 

distributions. It would then be added to the surface- )={ forcedvelocitiesm give hhetotat-vetoc•used; for P(ta 23.2•+ 9. I 
example, in (21) and (27). The horizontal divergence of 
this velocity together with continuity gives the profile 
of vertical velocity. 

LOTUS Heat Fluxes 

Evaluation of the relative performance of the mod- 
els (section 6) is complicated by the differences in the 

surface heat fluxes used and by the different ways of 
dealing with heat and salt imbalances. 

At the LOTUS site, near-surface wind velocity, air 
temperature, and solar insolation were measured from 
a surface buoy. There are no reliable cloud and humid- 
ity observations. Therefore, following Stramma et al. 
[1986] a constant value of 75% relative humidity is 
assumed in computing the evaporative and latent heat 
fluxes, and the cloud fraction is estimated by compar- 
ing the observed insolation with calculated clear sky 
solar radiation. The latter operation is not too critical, 
because clear sky conditions prevailed over much of 
the period of interest here. Precipitation therefore is 
assumed to be always zero. Stramma et al. [1986] 
found that there model simulation was quite sensitive 
to the length scale Ix• used for vertical absorption of 
long wavelength solar radiation (equation A5)). To be 
consistent, we use the same values as Stramma et al. 
[1986], namely NI = 2, r• = 0.58, r 2 = 0.42, Ix• = 
0.3 5 m, and Ix2 = 23 rn for Jerlov water type I [Paulson 
and Simpson, 1977]. 

Gaspar et al. [1990] argue that over the 2-week 
LOTUS period of 1982 (days 193-207) the Stramma et 
al. [1986] surface heat flux are on average 86 W m -2 
larger than the observed rate of change in ocean heat 
content. Furthermore, they estimate oceanic heat ad- 
vection to account for only about 15 W m -2, but this 
advection is ignored in their simulation. They ascribe 
the remainder of the imbalance to error in the nonsolar 

heat flux, from which they remove (flux correct) a bias 
of 71 W m -2. However, the heat budget imbalance 
through day 199 is clearly much less; at most 40 W m -2 
[Gaspar et al., 1990, Figure 7]. Therefore over the 
comparison period of Tables 4 and 5, the heat flux into 
the GGL model is too small by at least 31 W m -2 and 
by 46 W m -2 if the advection was really present. 
Stramma et al. [1986] note that their heat budget is 
often in balance between days 195 and 199 and that the 
observed 50-m temperature shows no evidence of ad- 
vection. Therefore they neither flux correct nor in- 
clude any advection. 

OWS Papa Heat Fluxes 
Our OWS Papa surface forcing is derived from 

standard 3-hourly meteorological observations except 
for precipitation, for which a mean annual cycle fit to 
the 1956-1961 observations of Tabata [1965] is used 
every year: 

ß cos 2'rr 36•25 - 0.88 mg m -2 s -• 
where t a is the year day. The meteorological data, 
including cloud fraction, were interpolated to each 
1-hour model time step; then surface fluxes were com- 
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puted as was described above. This procedure gives a 
20-year average (1961-1980) net heat input of 24 W 
m -2 and net freshwater gain of 9.3 mg m -2 s -•. These 
compare with the 1956-1961 mean values of 38 W m -2 
and 7.6 mg m -2 s -• computed by Tabata [1965] and 
the 32 W m -2 average heat flux from 1959 to 1975 
determined by Smith and Dobson [1984]. 

Over many years the net surface heating and fresh- 
ening appear to be balanced by advective processes. 
Tabata [1965] finds that an average upward vertical 
velocity due to surface Ekman divergence and deep 
geostrophic convergence could balance the salt bud- 
get, but that this would cool the upper ocean only by 
about 2 W m -2. Gill and Niiler [1973] argue that there 
is negligible horizontal advection due to mean currents 
and mean temperature gradients, due to mean currents 
and seasonal gradients, and due to seasonal currents 
and mean gradients. Vertical diffusion of heat through 
the pycnocline cools the upper ocean by less than 1 W 
m -2 because the temperature gradients are so small, 
with salinity gradients primarily responsible for the 
deep density gradient. If the excess heating over ob- 
served changes in ocean heat content occurred uni- 
formly throughout the year, then perhaps it could be 
ascribed to errors in the surface flux estimates. How- 

ever, Tabata [1965] shows that the imbalance is con- 
centrated in the fall and winter, when it becomes more 
than 80 W m -2, and hence much more than should be 
due to flux errors. Consistent with these results is the 

suggestion of Large et al. [1986] that the heat imbal- 
ance is balanced chiefly by seasonal flows acting on 
seasonal thermocline temperature gradients in the fall 
and winter. 

The year 1961 was chosen for the standard KPP 
simulation at OWS Papa (section 5) in order to overlap 
with the period examined by Martin [1985]. Martin 
computes an annual mean surface heat flux, 
Qa(1961), of 8 W m -2, and his fluxes are used by 
Kantha and Clayson [1994]. Using the same meteoro- 
logical data, we get 29 W m -2 for the calendar year. 
The difference is equally partitioned between the long- 
wave radiation and the combined latent and sensible 

heat fluxes. The former must be due to different cloud 

factors for the downwelling component because the 
SST, cloud fraction, and clear-sky formula appear to 
be identical. The latter is due mainly to very different 
bulk transfer coefficients. Martin [1985] uses 0.00149 
at OWS Papa and 0.00122 at OWS November for both 
Co and Cœ in (A1). These values were chosen as a 
compromise between balancing the annual heat budget 
and matching observed seasonal changes in heat con- 
tent. The KPP model is run without such tuning, and 
the coefficients (A1) are about 0.0012. The heat flux 
difference of about 20 W m -2 is sufficient to heat a 
10-m water column by about 1.3øC per month. 

Gaspar [1988] and Gaspar et al. [1990] always use 
the OWS Papa surface forcing produced by Tricot 
[1985]. The net heat flux over the 4 years 1969-1972 is 

only 4 W m -2, so heat imbalances are ignored. Our 
average over these years is 21 W m -2. The solar 
radiation differs by only 3 W m -2, so the difference is 
due mostly to the nonsolar flux components. The larg- 
est QA from Tricot is 12 W m -2 in 1969. This value is 
still significantly less than our QA(1969) estimate of 29 
W m -2, which is only coincidently the same as our 
QA (1961). Gaspar [ 1988] claims that the Tricot values 
are corroborated by observed changes in heat content. 
We disagree because his Figure 1 clearly shows the 
heat content rising by more than the Tricot heat flux 
would predict during all four heating seasons and fall- 
ing by more during all four cooling seasons. These 
features are consistent with there being a greater heat 
flux throughout the year and advective cooling during 
the fall and winter. The Archer et al. [ 1993] forcing has 
no net annual heat flux. 

To integrate any model over a year or more, it is 
necessary to balance any excess surface heat or fresh 
water with ocean transports. The latter is accom- 
plished in KPP simulations at OWS Papa in accord 
with the observational evidence presented above. There 
is a steady vertical advection of salt through the model 
bottom corresponding to a removal of 10 mg m -2 s -• of 
fresh water. This Process is modeled by a continual 
salinity increase in all model layers in the halocline be- 
low about 120 rn where there are salinity gradients for a 
vertical velocity to act on to give an advective flux of 
salt. There is a companion advection of cold water, but 
the associated cooling is only 2 W m -2. Small diffusive 
heat and salt fluxes across the bottom are computed by 
the model. The remainder of the excess surface heat flux 

is balanced in some KPP integrations by horizontal ad- 
vection that starts in September of each year, peaks in 
December, and ends in February of the following year. 
Only model layers above the halocline and below the 
mixed layer are cooled. This cooling could be prescribed 
each year to make the following March temperature 
profile nearly match observations, with its interannual 
variability accounting for year-to-year changes in ocean 
advection. Given March initial conditions, the KPP 
model has been shown to simulate the next heating 
season very well, However, for present purposes We 
choose to keep the fall and winter advective cooling the 
same each year at an annual equivalent of 21.5 W m -2 to 
balance the 20-year climatological heat budget. How- 
ever, these advections are applied only to the OWS Papa 
simulations from 1969 through 1973 in section 6. 

APPENDIX B' THE DIMENSIoNLESS FLUX PROFILES 

Calculation of the turbulent velocity scales (equa- 
tion (16)) requires expressions for the dimensionless 
flux profiles. Over the whole range of [, acceptable fits 
to the available data are plotted in Figure B1. The 
analytic expressions of these fits are: 
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Figure BI. Plots of the nondimensional flux profiles for 
momentum, 4)m, and for scalars, 4)s, as functions of the 
stability parameter [. These functions become -1/3 power 
laws for values of [ more negative than [m and Is, respec- 
tively. 

4)m -- 4)s -- 1 q- 5• 0 -< g (Bla) 

4)m- (l -- 16•) -1/4 •m -< g < 0 (B lb) 

4)rn: (am- Cm•) -1/3 • < gm (alc) 

(bs = (1 - 16i•) -1/2 i• s --< g < 0 (Bld) 

4)s = (as - Csg) -1/3 • < gs (Ble) 

where the subscript s refers to all scalars. The con- 
stants in (B 1) are prescribed as follows' 

gs = -1.0 Cs = 98.96 as = -28.86 
(B2) 

gm= -0.20 Cm = 8.38 am = 1.26 

where the ax and cx are chosen so that both 4)x and its 
first derivative are continuous across g = gm and gs 
(Figure B 1). This matching also ensures continuity of 
w x and its first derivative. In stabilizing forcing nearly 
all measurements have been for 0 < g < 1, and there is 
general agreement on the linear form of (B1), though 
the proportionality constant varies and sometimes dif- 
fers for q>s and l•) m. The value of 5, used in (B1) and by 
Troen and Mahrt [1986] for both, is common practice 
[Panofsky and Dutton, 1984]. The restriction h -< L 
precludes [ ever exceeding 1 in the boundary layer. In 
unstable conditions near neutral, l•) m and q>s are the 
most common Businger-Dyer forms [Panofsky and 
Dutton, 1984]. These forms match the stable functions 
at [ = 0 and are good fits to the available data 
[H6gstr6m, 1988] for •m • • • 0 and •s --< • < O, 
respectively. 

In more unstable conditions there are no observa- 

tions of (bx, but the data of Carl et al. [1973] suggest 
the -1/3 dependency in (B1) and (14) for 4)m' This 
dependency and a similar -1/3 dependency for (Ds is 
also required in order to satisfy the theoretical result of 
w x proportional to w* (equation (6)) in the convective 
limit, as given in (15). The near-neutral Businger-Dyer 
forms in (B1) do not lead to this result. In the Troen 
and Mahrt [1986] formulation, only 4)m has a -1/3 
power law dependency at large negative g. 

The ratio of momentum to scalar diffusivity defines 
the turbulent Prandtl number, Pt, which from (10) and 
(13) becomes, 

Pr = Km/Ks = Wm/Ws '- 4)s/4)m (B3) 

Since there is no physical reason to expect the neutral 
boundary layer to diffuse momentum differently than 
scalars, the near-neutral functions (B 1) are equal at • 
= 0 (Figure B 1), such that Pr = 1. The functions used 
by Troen and Mahrt [1986] give Pr(• = 0) = 0.75 in 
accord with some observations [Businger et al., 1971]. 
Beyond the surface layer, Wx is constant in the con- 
vective limit, and (15) gives Wm = 0.28W* and Ws = 
0.63w* and hence a finite Pr -• (Cm/Cs) 1/3 -- 0.44. 
This value is just the limit of the ratio of the two curves 
in Figure B 1 as [ becomes increasingly negative. Since 
this figure shows l•)rn • l•) s for all [ < 0, convection 
always mixes scalars, including buoyancy, more effi- 
ciently than momentum. 

APPENDIX C: KPP SENSITIVITY EXPERIMENTS 

This appendix explores some sensitivities of the 
KPP simulations in addition to those presented in 
section 5. First, finite resolution is shown to produce 
biases and oscillations in the model's boundary layer 
depth, which are ameliorated numerically (Appendix 
D). With these numerics the overall effect of entrain- 
ment is shown to be well reproduced in a low-resolu- 
tion convective simulation. Next, the sensitivity of the 
stably forced LOTUS simulation is investigated. 
These results are used to establish that the treatment 

of solar radiation, through our values of hB and h•, is 
reasonable. Finally, the sensitivity of the annual cycle 
at OWS Papa is shown to be relatively insensitive to an 
order of magnitude change in vertical resolution. 

Finite Resolution 

Any practical resolution of the upper ocean will not 
always resolve the sharp gradients that occur near the 
bottom of the boundary layer. The computational 
problems that result are illustrated by a strongly wind- 
forced case. Consider the idealized seasonal thermo- 

cline shown in Figure Cl. The continuous buoyancy 
and velocity profiles (solid lines) are constant down to 
a depth h m = 17 m, below which the former has a 
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constant gradient equivalent to a buoyancy frequency 
of N = 0.01 s-• and the latter decreases to zero at d 
= 50 m. The continuous bulk Richardson number 

profile defined by (21), with u* = 0.01 rn s- • and [ = 
0, is critical at a depth hc > hm. The discrete buoy- 
ancy and velocity profiles (triangles) are formed by 
averaging over 5-m-thick layers, and these differ from 
the continuous profiles only in the n -- 4 layer, where 
there is nonlinearity. Although these differences ap- 
pear to be small, they create large differences in the 
Rio computed at the fourth layer. Linear interpolation 
of the discrete Richardson number profile gives a 
boundary layer depth ha that is systematically less 
than h c. One problem immediately evident from Fig- 
ure C1 is that the mixing from the continuous profiles 
would be vigorous in the region between h c and h m, 
where there is nonzero diffusivity and property gradi- 
ents. In contrast, the discrete profile results in no 
mixing anywhere because at layer interfaces above ha, 
where there is diffusivity, there are no property gradi- 
ents, and at deeper interfaces, where there are gradi- 
ents, there is no boundary layer diffusivity. 

As h m of the idealized profiles varies from 8 to 22 m, 
the difference between ha and hc is always much less 
than the layer thickness of 5 m. Relative to the grid 
resolution, therefore, ha is a good estimate of hc, but 
it oscillates and has a systematic bias. In a situation of 
steady deepening, h c is proportional to time, and the 
solid curve of Figure C2 approximates the deepening 
of ha. Increasing resolution dampens the oscillations 
and reduces the bias, so that the solid curve ap- 
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Figure CI. Continuous (solid traces) and discretized (trian- 
gles) profiles of buoyancy, horizontal speed (U, with V = 
0), and bulk Richardson number (equation (21)) from ideal- 
ized conditions of a 17-m mixed layer above a seasonal 
thermocline with linear stratification and constant shear. 

Also shown are the diagnosed boundary layer depths from 
the continuous (hc) and discrete (hd) Richardson number 
profiles. 
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Figure C2. Plot of boundary layer depths hd, diagnosed from 
low-resolution discrete profiles, versus h c from continuous 
profiles. Note the systematic bias relative to the dashed line 
of perfect agreement. 

proaches the dashed line of perfect agreement between 
ha and h c. In practice, low-resolution simulations of 
deepening do exhibit similar behavior. In Appendix D 
the numerics of the interior to boundary layer match- 
ing are used to dampen the oscillations and remove the 
bias. 

In purely convective forcing, Figure 1 shows that 
the vertical extent of the region of negative buoyancy 
flux can be small. Therefore this region will not be well 
resolved, and the model cannot be expected to repro- 
duce the details of convective deepening. However, 
with the Appendix D numerics, the overall effect of 
this process is well simulated. Using the results of the 
pure convective simulation at day 3.0 (Figure 1) as 
initial conditions, three experiments were run with Az 
= 0.2, 2.0, and 3.33 m. After 2 days the boundary 
layer deepens by more than the coarsest resolution, 
from 13.5 to 17.5 m. This time is purposefully chosen 
for display in Figure C3 because it is most unfavorable 
to the moderate-resolution grid (crosses). Figure C3 
also shows the evolved fine-resolution (solid trace) and 
coarse-resolution (circles) and the initial (dashed 
trace) temperature profiles. The unstable gradient in 
the surface layer is resolved only with the highest 
resolution, so there are differences in the temperatures 
at the shallowest grid points, but average temperatures 
over the surface layer used in (21) differ by less than 
0.01øC. In the entrainment region the temperature 
comparison depends on where the mixed layer is in 
relation to the discrete model layers. After the two 
days, h m -- 17 rn is near a layer interface of the coarse 
grid, and the temperatures of the neighboring layers 
are within 0.02øC of the high-resolution temperatures 
(solid line). In the medium-resolution case at this time, 
however, h m is near a grid level, and the temperature 
is nearly 0. IøC less than the high-resolution case. This 
temperature difference decreases rapidly as the mixed 
layer moves away from the grid point level, and it 
becomes negligible when the mixed layer deepens to 
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Figure C3. The potential temperature profile (dashed line) at 
day 3.0 of a pure convective simulation corresponding to 
Figure 1, and the evolved profiles after 2.0 more days of Qt 
= - 100 W m -2 cooling at resolutions of Az - 0.2 m (solid 
trace), 2.0 m (crosses), and 3.33 m (open circles). 

near the next interface. At this later time it is the 

coarse grid temperature at 18.33 m that differs signif- 
icantly from its neighboring fine-grid temperatures. 

LOTUS Sensitivities and Determination of h B and h• 
The KPP LOTUS simulation is sensitive to the 

treatment of solar radiation in (A3) and (A4), and the 
SST time series from possible combinations of ha and 
h• are shown in Figure C4, along with the observations 
(solid trace). With ha = h• = h, the nonlocal trans- 
port becomes zero during the daylight hours of stable 
forcing. Any effect of a nonzero •-'6• is therefore 

limited to short periods near sunrise and sunset when 
there is unstable forcing and daylight. Thus this case is 

indistinguishable from ha = h, h• = 0 (Figure C4, 
dashed trace). If solar radiation is included in neither 

Bf nor % (ha = h• = 0), the forcing is always 
unstable, and the amplitude of the diurnal cycle is 
reduced by about 0.4øC on days 196, 197, and 198 
(Figure C4, dot-dashed trace). Unfortunately, this dif- 
ference is too small to allow the observations to de- 

termine which is the better treatment, because of un- 
certainties in the forcing and unknown advective 
effects. On the other days there are no significant 
differences in the two simulations. If it is assumed that 

the peculiar diurnal cycle observed on day 198 is due 
to advection, since the forcing appears to have been 
similar to the preceding 4 days, then including solar 
radiation in BR, ha = h does give somewhat better 
agreement with observations. As a note, the effect of 
including the solar flux into Bf is felt primarily through 
the influence on the diffusivities K x through the depen- 
dency of the turbulent velocity scale Wx on q>x and 
hence stability. Including a solar component in Bf also 
alters h via the turbulent velocity shear Vt in the bulk 
Richardson number Rio (23), but this appears to be a 
secondary effect. 

Figure C4 (dotted trace) also shows the simulation 
with ha = 0, h• = h. The poor agreement with 
observations is satisfying because this situation is not 
physical and the model should not behave well in such 
a configuration. The forcing is always unstable (wOo > 
0), so the nonlocal transport is not set to zero during 
the day. Instead, the absorbed solar radiation makes 
w0• (equation (A4)) sufficiently negative that •/0 (equa- 
tion (20)) becomes negative. Thus the nonlocal trans- 
port becomes a downgradient contribution to the heat 
flux, which is contrary to the physics behind this term. 

The critical Richardson number R ic in the standard 
LOTUS simulation equals 0.3, and a value of 1.5 is 

29.5 29.0 

194.5 195.5 196.5 197.5 198.5 199.5 200.5 201.5 

Year Day 

Figure C4. Seven-day time series of observed 
(solid trace) LOTUS temperature at 0.6-m depth 
and the corresponding simulated temperature 
from KPP mn in three different modes, namely, 

_ •B=h• .• 0 (dash-dot trace), ha •O. h.• = h 
(dotted trace), and ha = h, h• = 0 (dashed 
trace). The latter is indistinguishable from the 
case of ha = h• - h, which is therefore not 
shown. 
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used for the constant Cv. Increasing either value acts 
to deepen the computed PBL depth h and thus to 
increase entrainment rates, decrease the model SST, 
and degrade the simulation. Higher values for R ic and 
Cv also result in surface mixed-layer penetration down 
to the 5-m thermistor during the night convection pe- 
riod, a feature absent in the LOTUS data (Figure 8). 
The sensitivity of the near-surface temperature to 
these parameters is modest, however. Also, changing 
R ic and/or Cv does not appreciably change the ampli- 
tude of the diurnal SST variations. Based on the LO- 

TUS data, reasonable values for R ic and Cv are in the 
ranges 0.25-0.5 and 1.25-1.50, respectively. Remov- 
ing the constraint that h be less than the Monin- 
Obukhov depth L does not significantly alter the 
model solution in this particular case. However, with- 
out this restriction and with ha = h, idealized diurnal 
cycles with no wind give an unphysical abrupt surface 
cooling following the onset of the solar heating. 

Interior mixing does play an important role in the 
LOTUS simulation. The background internal wave 
mixing below h influences the model solution by trans- 
porting heat away from the surface layer and into the 
5- to 15-m depth range. Background scalar diffusivities 
Vs TM (equation (29)) greater than 0.3 x 10 -4 m 2 s-• result 
in too much entrainment and subsurface heating at the 
5- and 10-m model depths. Shear instability mixing (28) 
acts in the standard case primarily to reduce the mag- 
nitude of the diurnal SST cycle for some days. The 
shear instability and internal wave mixing in the model 
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Figure C5. Annual cycle, starting March 15, 1961, of SST 
and h,, for the standard OWS Papa simulation (solid trace) 
and for two lower-resolution runs with Az = 10 m (dashed 
trace) and Az = 20 m (dotted trace). 
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Figure C6. Annual cycle, starting March 15, 1961, of SST 
from the standard OWS Papa simulation (solid trace) and 
from a higher-resolution (Az = 2 m) run with Rio = 0.7 
(dotted trace) and Rio = 0.5 (dashed trace). 

are interconnected in that if the latter is set to zero, 
more momentum is trapped in the boundary layer, 
leading to enhanced shear instability mixing. Thus the 
model LOTUS solution is insensitive to the exact form 

of the interior mixing, needing only for it to be active 
in the model to limit the maximum daily SST values. 

Resolution Dependence of the Annual Cycle 
The annual cycles from KPP simulations of OWS 

Papa at three resolutions are shown in Figure C5. 
There are no significant differences in either SST ev- 
olution or mixed-layer depth between the Az = 5 rn 
and 10 rn cases. Both the high- and low-frequency 
variability are well correlated. With 20-m resolution, 
however, the boundary layer itself is not resolved in 
summertime, and as can be expected, the SSTs are too 
cold because heat is distributed evenly in the upper 20 
m. Nonetheless, the distribution of heat in the upper 
ocean appears to be unaffected because in all three 
cases the interpolated mixed layer depths agree to 
within the resolution differences. Whenever there are 

grid points in the mixed layer, the 20-m resolution 
compares favorably with the higher-resolution simula- 
tions of both temperature and mixed-layer depth. All 
three cases give nearly identical SSTs in spring, fall, 
and winter, and comparable mixed-layer depths 
throughout the year. 

If the vertical resolution gets too fine and the time 
step remains too long (3 hours), however, significant 
differences from the standard run emerge, as in the 
case shown in Figure C6, with Az = 2 m. Most 
noticeable are the colder SSTs (dotted trace) relative 
to the standard simulation (solid trace) that are pro- 
duced by a tendency for more interior mixing when the 
mixed layer is shallow. The interior temperatures then 
become correspondingly warmer. The first encounter 
with this problem occurs in late June. At this time, just 
below the influence of the boundary layer, the gradient 
Richardson number becomes less than 0.30, which 
leads to thermal diffusivities greater than 30 x 10 -4 m 2 



396 ß Large et al.' OCEANIC VERTICAL MIXING 32, 4 / REVIEWS OF GEOPHYSICS 

s -1 (Figure 3) and heat fluxes of about -800 W m -2. 
The corresponding values in the standard run are R i a 
= 0.50, K 0 = 10 x 10 -4 m 2 s -1 and a heat flux of 
about -200 W m -2. The net result is that the Az = 2 
rn case begins to have lower SSTs. Although such flux 
differences are short-lived, they are systematic and 
occur often enough to cause the persistent SST differ- 
ences shown in Figure C6 from June to November. 
The effect on mixed-layer depth is not noticeable until 
September, but then it lasts through the winter. A 
high-resolution case (Az = 2 m) can be made very 
similar to the standard simulation by reducing the Ri o 
parameter of (28) from 0.7 to between 0.5 and 0.6, or 
by reducing the time step by about a half. The sensi- 
tivity to Ri o is illustrated in Figure C6, where a case 
with Ri o = 0.5 (dashed trace) shows SSTs systemat- 
ically slightly warmer than the standard case from July 
onwards. 

Removing the restrictions that h be less than both L 
and h•r in stable forcing conditions changed neither the 
SST or hm evolution by any appreciable amount from 
the standard case. 

APPENDIX D' NUMERICAL IMPLEMENTATION 

grid levels are An+o. 5 -- dn+ 1 - d n. To define the 
latter for n = 0 and n = M, do is taken to be zero, and 
a fictitious layer, M + 1, of zero thickness is added at 
the bottom. An index k can always be found such that 
dk_ 1 --< h < dk. A useful variable that varies from 0 to 
1 over this grid interval is 

• = (h - d•-•)/A•-0.5 (D2) 

Property values are defined at the grid levels dn for 
1 -< n <- M q- 1, where the M q- 1 values are 
prescribed bottom boundary conditions. In computing 
near-surface reference values Xr as the average value 
between the surface and e h, the following continuous 
profile is assumed' 

X(d) = X1 d < dl 

(X n -- Xn_ l) 
X(d) : Xn_ 1 q- (d - dn_l) 

(dn-dn_ 1) 

(D3) 

d l --< dn-1 -< d < d n -< D 

Property gradients are required both at interfaces and 
grid levels, and in the ocean, where partial derivatives 
with respect to d equal -0z, these are computed as 

This appendix details how the ocean model de- 
scribed in this paper is numerically implemented in 
finite difference form. These numerics are not unique 
solutions to the various problems encountered and 
alternatives are possible. However, to reproduce the 
results shown in this paper, similar numerics may be 
required. 

Vertical Discretization 

The discrete vertical grid d n is formed from a trans- 
form variable (, which varies from 0 to 1 as the dis- 
tance d from the boundary goes from 0 to the pre- 
scribed model depth D. This depth is partitioned into 
a number M of layers, each of constant thickness in (. 
Following McWilliams et al. [1990], a dimensionless 
parameter X is used to control the resolution as a 
function of d: 

((d) = (1 - eXa/ø)/(1 - e x) 
(DI) 

d(•) = (D/X) In [1 - •(1 - eX)] 

For X < 0, model layers are concentrated near the 
surface, and the resolution degrades with d faster as X 

Xn - Xn + 1 
[OzX]n+O.5-- 1 -< n -< M (D4a) 

An+0.5 

Xn-1 - Xn+ l 
- l<n_<M [c)zX]n - An-0.S q- An+0. s 

X 1 -- X 2 
-- n--l [OzX]n 2A1. 5 

(D4b) 

Interior-Boundary Layer Matching 
In Appendix C, both the convective and wind deep- 

ening cases were shown to be handled well, but not 
ideally by a low-resolution KPP model. Several tech- 
niques were explored in an attempt to dampen the 
oscillations and reduce the bias in h (Figure C2). One 
approach is to use nonlinear interpolation. Several 
schemes were tested and they could be made to work 
very well with idealized profiles, such as the those of 
Figure C1. However, in general, the property profiles, 
and especially the bulk Richardson number profile, are 
highly variable, and no one scheme could be found to 
work well over a wide variety of naturally occurring 

........... becomes.morenegative. For • >=Owlhere-is :better .... conditions• .......... 
resolution near d = D. In the limit h -• 0, (D1) 
becomes ((d) = d/D, and the resolution is constant at 
Az = D/M. 

Layer interfaces are denoted by fractional indices 
and found at (n+O.5 = nM-l' n = 0 M. Layer grid 
points are denoted by whole number indices and are at 
•n -- (n -- 0.5)M-l' n = 1 M The layer thicknesses 
are A n -- dn+o. 5 - dn_o.5, and the distances between 

The following practical scheme is used to remove 
the bias and dampen the oscillations. It involves over- 
coming the lack of mixing discussed above for Figure 
C1 by enhancing the diffusivity at the k - 0.5 inter- 
face. Figure D1 shows the diffusivities produced by 
the model's parameterizations in the vicinity of layer k 
for two situations: (1) d•_ 1 < h < d•-o.5 (Figure Dla) 
and (2) d•-o.5 < h < d• (Figure D lb). The first step in 
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the matching process is to determine the interior dif- 
fusivities (triangles). These are interpolated (dotted 
line) to give vx(h) and the gradient, Ozvx(h), at h. The 
only important requirement here is that there be dis- 
continuities in neither quantity as h progresses 
through the grid. This is true of the simple scheme 
used in the model: 

vx(h) = vx(dn+o.5) + Ozvx(h)(dn+o.5- h) (D5a) 

dn_o. 5 < h -< dn+o. 5 

az•,x(h) = (1 - R)'vx(dn-o.5) - vx(dn+o.5).l A n 

+ R[. vx(dn+0'5) - vx(dn+l.5) An+l (D5b) 
with n = k - 1 in situation 1 and n - k in situation 2. 

The interpolated gradient is just a weighted average of 
two discrete gradients, with the weight R - (h - 
dn_o.5)A• -1. With these values, (18)can be solved and 
substituted into (17) to give the two variable coeffi- 
cients, a 2 and a3, of the shape function G(,) (equation 
(11)). The continuous boundary layer diffusivity profile 
(solid trace) is then completely specified by (10). The 
dotted trace of Figure D 1 follows the vx(h) that would 
be computed from (D5) for different values of h be- 
tween d•_ •.5 and d•+o.5. 

Diffusivify (10 -am 2/s) 
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Figure DI. Schematic of the diffusivities required to match 
the interior and boundary layer mixing for two cases: (a) h 
between dk-• and dk_ •/2, and (b) h between d•_ •/2 and d•. 
Shown are the discrete interior diffusivities (triangles) and 
their interpolation (dashed curve) from (A5); the continuous 
boundary layer diffusively profile Kx(d) (solid trace) from 
(13), including its value at d•_• (square); and finally the 
modified diffusivity at dk_l/2, Ax, which is used by the 
model (cross). 

0.5 

1.0 

0 I [ I 

Figure D2. Comparison of A x used by the model and 
Kx(dk-o.5) as g varies from 0 to 1. Shown are a case of no 
interior mixing (Ax, dashed trace; Kx, dot-dashed trace) and 
a case with substantial interior mixing (Ax, solid trace; Kx, 
dotted trace). 

The next step is to compute a modified diffusivity, 
Ax (cross in Figure D 1), which is to be applied at the k 
- 0.5 interface. It is a weighted average of vx(d•,_o.5) 
(triangle) and an enhanced boundary layer diffusivity, 
K'x, such that for case 2 situations 

Ax = (1 - •)vx(dk-o.5) + •K* x 

(D6) 
K*x = (1 - •)2K(dk_•) + •2K(dk_0.5) 

where •, as defined as (D2), varies from 0 to 1. For 
case 1, vx(dk-o.s) replaces K(dk-o.s) in (D6) because 
the latter is not defined by (10) for d > h. The impor- 
tant feature is that the dependency on K(dk_l) 
(square) leads to an enhanced diffusivity at the k - 0.5 
interface as soon as h becomes greater than dk-•. The 
increased deepening that results greatly reduces the 
boundary layer depth bias (Figure C2) of low-resolu- 
tion, relative to high-resolution, simulations. 

Figure D2 compares the diffusivity A x used by the 
model with the boundary layer diffusivity at d•-o.5 = 
15 m, as • varies from 0 to 1. The latter are kept small 
by using a small u* - 0.006 m s -• and by using the 
grid of Figure D1 with k = 4, so that h does not get 
very large. Two extreme cases are shown' no interior 
mixing (dashed versus dot-dashed lines) and substan- 
tial interior mixing (solid versus dotted lines). In the 
latter case the interior diffusivities are 1, 2, 4, and 8 x 
10 -4 m 2 s -• at 25-, 20-, 15-, and 10-m depth, respec- 
tively. The boundary layer diffusivities at the k - 0.5 
interface in the range 0 -< • -< 0.5 are constant at the 
interior value. The importance of using Ax is to en- 
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hance these diffusivities in this range of • when the 
interior diffusivity is small. When there is substantial 
interior mixing, as in the cases shown in Figures D1 
and D2, the enhancement is not necessary and is much 
reduced. As • approaches 1, the form of (D6) makes 
Ax less than Kx(d•_o.•) in an attempt to reduce biases. 

+ + an +) 

An,n+ 1: --•n + 

2 -< n -< M (D9b) 

2 -< n -< M (D9c) 

1-<n<M- 1 (D9d) 

Semi-Implicit Time Integration where 
The prognostic equations of the one-dimensional 

model, given by (35), are solved with a semi-implicit 
integration scheme whose general matrix form is 1• - 

A n An-0. 5 
Ai ¾i+ 11 = Xt q_ i x.-t+ H x (D7) 

where A is an M x M tridiagonal matrix and X and H 
are vectors of length M. Integration over a time step 
At is accomplished by inversion of A, which allows the 
properties at the new time t + 1 to be computed from 
past values at t. The integration can be only semi- 
implicit because A and H depend on quantities like the 
diffusivity that depend on h, which in turn depends on 
the profiles X,+ 1 that are themselves computed from A 
and H. The superscripts in (D7) denote various choices 
of when and how A and H are calculated. The simplest 
method, denoted by i = 0, would be to compute all the 
required quantities, including the forcing, at time t 
using X, values. In some numerical schemes the prog- 
nostic variables are updated by advection prior to 
vertical diffusion, so that these updated X,ø+i values 
could also be used. 

S M - 
In our applications, (D7) has been iterated until the 

new boundary layer depth from the ith iteration, h i+ 1 
differs from the previous h i by less than a specified 
tolerance, 

I hi- hi+ll/Aa < Xlh (D8) 

where again dk-1 -< h i+l -< dk defines the vertical 
index k, and Aa is the local vertical resolution. Itera- 
tion allows the X'•+• values used to determine A} and 
H} to be close to the final vi+l values Either Xt or 'xt+ 1 ß 

Xtø+ could be used for the first iteration, i = 1 1 ß 

Alternatively, we use linear extrapolations of X t_ 1 and At 
Xt to give the first iteration XJ+• values Since it is Hi = AtfV t+0'5 ß 1 

undesirable to use the extrapolated values in the final 

iteration, at least two iterations are always performed. Hn = AtfV t+0.5 n 

Over an annual cycle at OWS Papa, fewer than 1% of 
all time integrations required more than two iterations. 
At most, 12 iterations were needed, but 0.3 percent of H• = AtfV•ø'5 + 
all iterations (when the stratification was weak) failed 
to converge, and the results of the twentieth iteration 
were used• 

At Kx(dn_o.5) At Kx(dn+o.5) 

An An+0.5 

The vector H is very different for scalars than for 
velocity. In general, the scalar H includes the bound- 
ary conditions, countergradient terms, and nonturbu- 
lent forcing. Let J be the nonturbulent forcing at the 
interfaces, Qn(d) for temperatures and-Fn(d) for 
salinity, with Jo the surface value. For a surface tur- 
bulent flux of W• o, the elements of Hs are 

At 

H1 = •11 ((Ks•/s)l'5 - WSo + J1.5 - Jo) (D10a) 

At 

Hn: •nn ((gs'Ys)n+0'5 - (gs'Ys)n-0'5 
+ Jn+0.5 -- Jn-0.5) 2<n<M- 1 (D10b) 

AM (Ks•/s)M+O.5 - (Ks•/s)M-O.5 + JM+0.5 

Ks(dM+o.s)) (D10c) - JM-O.S + SM+ 1 AM+0.5 
where S•+• is the prescribed bottom boundary value 
of the scalar and subscripts in n + 0.5 and n - 0.5 
denote evaluation at dn_o. 5 and dn+0.5, respectively. 

For velocity components, H includes only bound- 
ary conditions and Coriolis terms. For the zonal com- 
ponent the elements of It u are 

WUo (D 11 a) 

2-<n<M- 1 (Dllb) 

At UM+ 1Km(dM+o.5) 

A• A•+0.5 
(D1 lc) 

For the meridional component the elements of Hv are 

The elements of A have the same form for all prop- 
erties, so the subscript x can be dropped for conve- 
nience. The elements of A then become An,m, where n 
is the row index and m is the column. The nonzero 

elements are 

Ai,1 = (1 + fl•) (D9a) 

At 
H 1 = - AtfU• +0'5 wv 0 (D 12a) 

A1 

•-r rt+0 5 
H a = -- AIJU n ' 2 -< n -< M - 1 (D12b) 

Hm= -AtfU• ø'5 + 
At VM+ 1Km(dM+o.5) 

AM AM+0.5 
(D12c) 



32, 4 / REVIEWS OF GEOPHYSICS Large et al.- OCEANIC VERTICAL MIXING ß 399 

In (Dll) and (D12) the fixed bottom boundary condi- 
tions are U•u+• and V•u+•. The Coriolis terms are 
estimates of their average value over the time step' 

I• ' 

vt+O.5: 0 5(Vtn q- Fin) gl ø 

(D13) 

where the layer n velocity components at time t and 
Utn and Vtn . 

NOTATION 

A M by M tridiagonal matrix, with nonzero 
elements A n,m' 

As vertical plus horizontal advection of salt. 
A r Vertical plus horizontal advection of 

potential temperature. 
A m amplitude of an idealized inertially 

rotating wind stress. 
a0, a•, a 2 , a 3 polynomial coefficients of shape func- 

tion G(tr). 
am, Cm, a, Cs coefficients of 4•m and 4•s in their 1/3 

power law regimes. 
B,b 

Br 

rE 

Go 

C s , 

D 

d 

Fn(d) 
Ft 
f 

G(•) 

H 

h 

hc, ha 

hE 

mean and turbulent buoyancy components. 
surface buoyancy forcing. 
radiative contribution to the surface 

buoyancy forcing Bf. 
near-surface reference buoyancy. 
neutral 10-m bulk momentum transfer 

(drag) coefficient. 
neutral 10-m bulk moisture transfer 

coefficient (Dalton number). 
neutral 10-m bulk heat transfer coefficient 

(Stanton number). 
ratio of interior N to N at h e. 
empirical constant parameterizing the 
buoyancy of convective elements. 
proportionality coefficients parameterizing 

vertical depth of the model. 
distance coordinate from the boundary. 
turbulent kinetic energy. 
temperature flux across a diffusive 
interface. 

nonturbulent freshwater flux. 

surface turbulent freshwater flux. 

local Coriolis parameter. 
nondimensional vertical shape function 
for diffusivities. 

gravitational acceleration. 
vector of length M and elements H n. 
boundary layer depth. 
continuous and discrete boundary layer 
depths. 
Ekman depth. 
entrainment depth. 
mixed-layer depth. 

hB 

I0, I(d) 

IKE m 

Jn +0.5 

f*x 

L 

Le 
Lm 
Lo 
M 

m 

N 

Ni 

P 

Pr 

PE 

P•, P2 

QA 

Qt 
R 

p 

o 

Ri b 

Ric 
Ri a 
Rio 

F i 

S, s 

Sl 

T 

T* 

Ti 
Tr 

t 

U, u 

S10 

depth to which absorbed solar radiation 
contributes to Bf. 
depth to which absorbed solar radiation 
contributes to •/•. 
net solar irradiance at the surface and at 

depth d. 
inertial mean kinetic energy in a mixed 
layer. 
generalized nonturbulent forcing at the 
interface between layers n and n + 1. 
generalized diffusivity in the boundary 
layer. 
enhanced boundary layer diffusivity at the 
k- 0.5 interface. 

Monin-Obukhov length scale. 
turbulent kinetic energy length scale. 
significant eddy size or mixing length. 
asymptotic value of L m. 
number of discrete model layers. 
subscript denoting applicability to 
momentum variables. 

local buoyancy frequency. 
number of solar wavelength bands. 
precipitation. 
turbulent Prandtl number. 

potential energy of the water column. 
exponents of parameterization functions. 
surface heat flux averaged over 1 year. 
turbulent heat flux profile. 
nonturbulent heat flux profile. 
net surface turbulent heat flux. 

double-diffusive density ratio 
(aOzT)/([3OzS). 

a goes to zero in salt value of R p where Vx 
fingering. 
bulk Richardson number across the 

boundary layer. 
critical bulk Richardson number. 

local gradient Richardson number. 
s goes to zero. value of R ia where Vx 

fraction of solar radiation in wavelength 
band i. 

mean and turbulent components of 
salinity, or generalized scalar. 
salinity of sea ice. 
turbulent flux scale for salinity, or 
generalized scalar. 
subscript denoting applicability to scalar 
variables. 

mean potential temperature component. 
turbulent potential temperature scale. 
inertial period. 
near-surface reference potential 
temperature. 
time coordinate. 

mean and turbulent eastward velocity 
components. 
wind speed at z - 10 m. 
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w* 

Ifx 

If m, Ifs 

u* turbulent friction velocity. 
V, v mean and turbulent northward velocity 

components. 
V(d) boundary layer horizontal velocity profile. 

Vr near-surface reference horizontal velocity 
vector. 

Vt velocity scale of turbulent velocity shear. 
W, w mean and turbulent upward vertical 

velocity components. 
convective velocity scale, (-Bfh) •/•. 
generalized turbulent velocity scale. 
turbulent velocity scale for momentum 
and scalars. 

WXo generalized turbulent kinematic flux at the 
surface. 

w0R radiative contribution to the 
parameterization %. 

X generalized mean component (U, V, T, 
S, B). 

Xm generalized mean value in a mixed layer. 
X0 generalized mean surface value of U, V, 

T, SorB. 
x generalized turbulent component (u, v, 0, 

s, b). 
z upward vertical coordinate. 

Zx generalized roughness length for 
momentum or scalars. 

a thermal expansion coefficient. 
[3 expansion coefficient for salt. 

•r fractional loss of flux at 
[3r ratio of entrainment flux to surface 

buoyancy flux. 
boundary layer nonlocal transport. 
thickness of model layer n. 
distance between grid levels n and (n + 
1). 

AX jump across an interference in T, B, U, 
VorS. 

O partial derivative. 
a (h - d•,_ •)/A•,_o. •. 
e nondimensional extent of the surface 

layer, 0.10. 
stability parameter, equal to d/L. 
maximum • values of the -1/3 power law 
regimes of q•m and 
turbulent potential temperature 
component. 

Tlh implicit integration iteration tolerance on 
h. 

3t0, 

An 
An+0.5 

•m, •s 

p0(0) 
p0(SP 

cr = d/h 

'r o 

'r u , 'r v 

4)rn, 4)s 

an + 

v7 generalized interior diffusivity for internal 
wave mixing. 

a generalized interior diffusivity for double 1• x 

diffusive mixing. 
s 50 X 10 -4 m 2 s -1 v ø scaling factor for V x, ß 
d in salt fingering, 10 x vf scaling factor for V x 

10 -4 m 2 s -1. 
vertical grid stretching transform variable. 
density of surface seawater. 
density of surface fresh water. 
density of surface water of salinity 
nondimensional vertical coordinate in the 

boundary layer. 
surface wind stress vector. 

zonal and meridional components of 
integrals of the 4• functions. 
dimensionless flux profiles for momentum 
and scalars. 

components of matrix elements An.n_ 1, 
A n,n and A n,n + 1' 
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