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Secondary ion mass spectrometry (SIMS) was used to measure hydrogen and other elemental concentrations as a
function of depth in ten obsidian artifacts (Pachuca Source), each with a well-constrained 14C date, from Mound 65,
Chalco, Mexico. Hydrogen depth profiles for the different artifacts all display a characteristic S-shape, and increasing
maximum hydrogen content in each profile and profile depths are well correlated with time. These data are used to
investigate the potential use of Obsidian Diffusion Dating by SIMS (ODDSIMS) for both extrinsic and intrinsic dating
of obsidian artifacts. Using ‘‘characteristic points’’ on the hydrogen profile (half-fall depth, inflection point depth),
simple hydration rate equations were evaluated against time constraints provided by associated 14C dates. We
demonstrate that neither the traditional OHD equation for depth (x) as a function of the square root of time (t1/2) nor
a linear function (t1) fit the data. Solving the more generalized tn function provides an excellent fit between characteristic
point depths and 14C dates (for n�0·75), and meets the constraint that at time equal to zero, the depth of the hydration
profile must also be zero. However, this may be an average coefficient over the range of ages available, and may not
accurately reflect rates at shorter or longer times. Using only two obsidian samples and their associated 14C dates, a
calibration curve can be derived that provides ODDSIMS dates for the other pieces that are in excellent agreement
with associated 14C dates, indicating that empirical application of the technique is potentially feasible, at least at
individual sites.

The underlying processes governing hydrogen transport into the obsidian were also investigated by using finite
difference modelling to reproduce the shape of the hydrogen depth profile. Excellent fits were obtained by assuming
concentration-dependent diffusion, and dates that agree well with associated 14C dates can also be extracted from the
finite difference profiles. Although considerable additional work needs to be done, the success of the finite difference
modelling suggests that development of an independent, intrinsic ODDSIMS model may be possible.
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Introduction

O f the various classes of artifacts recovered
from Mesoamerican sites, perhaps none has as
much potential scientific value as obsidian.

This volcanic glass, intensively utilized by the cultures
of ancient Mesoamerica to produce a variety of imple-
1055
0305–4403/02/$-see front matter
ments and ornaments, was distributed across the vast
commercial networks that characterized much of pre-
hispanic Mesoamerica, and the geographic distribution
of different obsidians can be used to infer commercial
and political connections (e.g., Charlton et al., 1978;
Santley et al., 1986; Stark et al., 1992; Elam et al.,
1994). Obsidian also has the potential to be used as a
� 2002 Elsevier Science Ltd. All rights reserved.
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chronometer by measuring the amount of water ab-
sorbed on the surface of obsidian artifacts. If practical,
ancient exchange networks could be ordered tempo-
rally allowing study of Mesoamerican economies
diachronically (Neff et al., 1993; Elam et al., 1994).
Furthermore, dates resulting from obsidian chronom-
etry could be used to develop and revise chronologies
both locally and regionally (cf. Webster & Freter,
1990).

Obsidian Hydration Dating (OHD) was first pro-
posed by Friedman & Smith (1960), who observed
birefringent rims on obsidian artifacts under high
magnification (approximately 500�). Research subse-
quent to Friedman & Smith’s original presentation has
refined the method into two distinct techniques. The
simplest, referred to as empirical rate dating, requires
correlating the width of optically measured rims to
independent chronometric data, such as 14C dates (e.g.,
Ambrose, 1976). The more complex and widely applied
form, known as intrinsic-rate dating, requires experi-
mentally determined rate constants and a measure of
site temperature because it is theoretically a fully
independent chronometric method (Friedman et al.,
1966; Friedman & Long, 1976; Michels et al., 1983;
Stevenson et al., 1989, 1998). In spite of nearly 40 years
of development and application, neither the intrinsic
nor extrinsic methods has produced consistently reli-
able results. In some cases the results have so contra-
dicted other well-established chronometric data that
the utility of obsidian as a chronometer has been
questioned (Braswell, 1992; Braswell et al., 1996;
Nichols & Charlton, 1996; Ridings, 1996; Anovitz
et al., 1999).

A recent study (Anovitz et al., 1999) utilized second-
ary ion mass spectrometry (SIMS) to directly analyze
the concentration of hydrogen as a function of depth
through the hydration rim in a series of obsidian
artifacts, and explored some of the assumptions under-
lying traditional optical OHD techniques. They docu-
mented a variety of problems, but focused on two
primary difficulties with the traditional OHD method:

(a) The mathematical model utilized in intrinsic rate
OHD

x2=Ate�E/RT (1)

where x is depth, A is a constant, E is the activation
energy, R is the gas constant, and T is temperature
does not correctly predict the shape of the water
concentration depth profile actually measured by
SIMS. This equation assumes that the hydration rim
grows at a rate proportional to the square root of time,
and that the diffusion coefficient is constant. The
S-shaped hydrogen profiles measured by SIMS indicate
that both assumptions are incorrect, and thus the rate
equation that has been used in traditional OHD is
incorrect.

(b) Traditional measurement techniques involve
non-systematic errors arising from the inherent
imprecision of optical measurement. This is due to two
factors, both of which are related to the physical
limitations of optical microscopy. These factors, the
wavelength of light and differential refractive indices,
combine to produce the illusion of a sharp boundary
between the hydrated and unhydrated portions
of the glass (see Anovitz et al., 1999 for a full
discussion of these limitations). Consequently, optical
measurement becomes a highly subjective, observer
dependent exercise. Additionally, the wavelength of
light imposes a theoretical precision limit of �0·25 �m
on the rim width measurement. The net outcome
is significant scatter, often on the order of hundreds
if not thousands of years, in the predicted hydration
dates.

Given these problems, Anovitz et al. (1999) con-
cluded that it is unlikely that traditional optical OHD
will ever produce consistently reliable chronometric
results. At best, it may still be useful for relative dating
or ordering of surface assemblages if age variations are
large enough (Jones & Beck, 1990). More importantly,
Anovitz et al. (1999) concluded that hydrated obsidian
artifacts remain a potentially valuable source of
chronometric data. However, for this potential to be
realized, they indicated that a more rigorous analytical
technique providing a direct measure of the hydration
profile, and a correct understanding and model of the
rates and mechanisms of obsidian hydration, would be
required.
Obsidian diffusion dating by secondary ion
mass spectrometry (ODDSIMS)
In this report, we present the results of the first direct
analyses (by SIMS) of hydration profiles from a set of
chronometrically constrained obsidian artifacts from a
single site. These samples span a 1000 year interval,
and were recovered from Mound 65 at Chalco, Mexico
(Hodges, (ed), in press). We will utilize the data from
the Chalco artifacts to evaluate the potential of what
we have termed ODDSIMS (Obsidian Diffusion
Dating by Secondary Ion Mass Spectrometry) as a
chronometric technique. As with traditional optical
OHD, ODDSIMS shares the concept that the width of
the hydration rim on obsidian can be used to date the
amount of time elapsed between the manufacture of an
obsidian artifact and the present. However, the SIMS
analyses yield detailed data on the concentration of
hydrogen (and other elements) as a function of depth
through the hydrated obsidian rim, information that
can not be obtained optically. This information pro-
vides a quantitative measure of the chemical processes
occurring in the hydration rim, allowing more direct
investigation and mathematical modelling of diffusion
kinetics. We will use the data in two ways.

Firstly, ‘‘characteristic points’’, representative of
the hydration depth, can be compared with associated
14C dates for multiple artifacts. The 14C ages and
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‘‘characteristic points’’ can be regressed using various
simple rate equations. If a good fit is obtained using a
rate equation, the potential of applying an empirical
calibration to use hydration depths as a chronometer
can be evaluated. Secondly, the detailed shape of the
hydration profiles can be used to investigate actual
hydration mechanisms, processes, and rates. This is
done by taking fundamental diffusion equations and
using finite difference modelling to attempt to repro-
duce (1) the shape of the hydration profiles, and (2)
how the shapes and depths vary as a function of time.
This modelling yields valuable information about the
nature of transport mechanisms (e.g., how the diffusion
rate varies as a function of water content) and can
provide a generalized rate equation. If equations can
be developed that provide a good fit between measured
and predicted hydration profiles, it suggests that the
hydration processes are systematic. Although full de-
velopment of such an approach will have to wait until
the completion of experiments designed expressly to
extract rate information, successful modelling will pro-
vide the basis for developing an accurate, independent
chronometric methodology.
Analysed Samples and Archaeological Setting

To carry out a rigorous investigation of the potential of
ODDSIMS utilizing obsidian artifacts, it is crucial to
obtain samples from a single site that (1) are from
secure contexts, (2) span a significant temporal period,
and (3) have good independently determined ages. As
described below, obsidian samples recovered from the
Chalco, Mexico site provide an excellent suite of
material.

The ancient city-state of Chalco was located along
the southeastern shore of Lake Chalco in the Basin of
Mexico (Figure 1). Little is known of the Classic
(200–750 ) period of settlement, but during the Early
Postclassic (750–1200 ) Chalco grew to be the prin-
cipal city of the Chalca, and was one of 40 major urban
centres in the Basin of Mexico during the Late
Postclassic (�1200–1521 ) (Sanders et al., 1979;
Parsons et al., 1982; Hodge, in press). The artifacts
analysed for this report were recovered during the 1992
excavation of Mound 65 (formerly known as site
Ch-ET-27), directed by the late Mary Hodge. Previous
work at the site indicated the presence of both Early
Toltec (Early Postclassic) and Aztec occupations
(Parsons et al., 1982; Hodge, in press). The excavation
phase of the project involved two units, designated
‘‘A’’ and ‘‘B’’. Both excavation units encompassed a
surface area of 2�4 m2 and were hand excavated
according to natural stratigraphy. As illustrated in
Figure 1, Unit A was excavated to a depth of 2·33 m
revealing a total of 20 cultural levels, and Unit B was
excavated to a depth of 2·37 m revealing 16 distinct
cultural levels.
Chronology at Mound 65: Ceramics
Combined excavation and surface collection recovered
a total of 990 kg of potsherds. Analysis identified a
total of 6660 diagnostic rim sherds, including 2588
recovered by surface collection (Hodge, in press).
Analysis of the diagnostic rims was undertaken to
determine the degree of local variability in the ceramic
assemblage at Mound 65 and to fit the site into the
regional Basin of Mexico chronology (Hodge, in press).
The analysis revealed two major occupations. The first
dates to the Epiclassic (also known as the Early Toltec
period or the Coyotlatelco phase) and spans the period
750–950  (Sanders et al., 1979). The second spans
the Aztec period, encompassing all three sub-periods
numbered Aztec I–III (Sanders et al., 1979) covering
the epoch 1150–1519 . This indicates a hiatus
(abandonment) at Mound 65 of roughly 200 years.

A detailed review of the results of the ceramic
analysis is beyond the scope of this report, but Table 1
presents a summary of the counts and percents of eight
important pottery types recovered from Mound 65 for
levels that produced an obsidian artifact analysed for
this report. Although more than 60 types of vessels
were identified during the analysis (Hodge, in press),
these eight types are considered to be excellent regional
horizon markers and thus link Mound 65 to the wider
chronology of the Basin of Mexico. Types indicative of
the Epiclassic include Red-on-Buff (the hallmark
Coyotlatelco phase horizon marker), Red-on-Cream,
Brown Incised and Brown Carved. Types considered
datable to the Aztec periods include Aztec Black-on-
Orange (variants I, II & III; once again, ideal horizon
markers) and Black-on-Red. Table 1 clearly depicts the
dichotomy in occupation noted during the ceramic
analysis. The Epiclassic occupation at Mound 65 is
seen primarily in the deepest levels of Unit A. Unit B
mainly reflects the Aztec period occupation. Note that
the absence of values for the two features (associated
with obsidian samples CHO047 and CHO081) reflects
the fact that these are burials that produced intact
vessels.
Chronology of Mound 65: Radiocarbon Assay
Mound 65 was relatively rich in samples suitable for
radiocarbon dating, especially charcoal and other car-
bonized plant remains, but also bone. All of the
collected samples were submitted to Beta Analytic for
analysis. Table 2 presents the radiocarbon dates for the
levels that yielded obsidian artifacts discussed in this
report. The radiocarbon dates indicated occupations at
Mound 65 dating from 400–1620  (based on 2 sigma
calibrated ranges) with a hiatus occurring roughly
from 900–1100 . One significant aspect of the radio-
carbon assay is the indication that the Epiclassic period
begins substantially earlier than previously believed,
but further analysis is needed from other sites in the
southern Basin to substantiate this possibility. Agree-
ment between the ceramic data and the radiocarbon
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dates is good, suggesting that the ceramic analysis was
correct in identifying a hiatus. Although noteworthy,
the reasons for this hiatus, during the time when the
Toltecs ruled the Basin of Mexico, have yet to be
discovered. With the exception of a single effigy-footed
Red-on-Cream dish with a stamped base recovered
from a grave (Feature 2, Unit A) which has formal
attributes that are suggestive of Mazapan pottery, no
diagnostic ceramics datable to this period were recov-
ered. Significantly, no other Late Toltec types, such as
Graphite-on-Orange, were recovered from the burial
and the rest of the vessels were clearly identifiable
Epiclassic types. Furthermore, the radiocarbon date
from the burial (intercept=640 ) supports Epiclassic
date. A good possibility is that this interment occurred
late in the Epiclassic occupation, perhaps just prior to
the Mounds abandonment.
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Figure 1. Chalco location and cross section.
The Obsidian Hydration Dating Project at Mound 65
A total of 120 obsidian artifacts, mostly prismatic
blades, were selected for provenience analysis and
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*In the interest of fairness and to emphasize that our research is not
intended as an attack on either the labs or the individuals who work
in them, we have chosen to designate the laboratories where the
OHD analyses were performed by letters rather than by name.
Table 1. Summary of pottery associations at Chalco

Unit/
level

Obsidian
sample

CHO*** R/Bf R/Cm Br-in Br-cv Az I Az II Az III Bl/Rd Total
%

Aztec

A, 8A&C 015, 018 4 2 2 1 8 0 0 4 21 67·1
A, F.2, Br 047 nr nr nr nr nr nr nr nr nr nr
A, 12 030 7 1 2 0 1 0 0 0 11 11·1
A, 15 051 4 1 0 1 0 0 0 0 6 0
A, 17 055 3 0 0 0 0 0 0 0 3 0
B, 9, E 086 40 6 7 1 28 1 1 127 216 75
B, F.2 081 nr nr nr nr nr nr nr nr nr nr
B, 14, EW 110 11 2 4 0 14 0 0 29 62 72·6
B, 16, S 120 34 0 3 0 15 0 0 99 156 76·3

Associated ceramic counts and summary percents of eight horizon markers by level for the obisidian artifacts. The
nr for the two features reflects that these are burials that produced intact vessels rather than sherds. With the
exception of one possible piece of Late Toltec pottery, the A, F.2 burial produced Epiclassic material. The B, F.2
burial produced Aztec pottery. Type abbreviations are: R/Bf—Red on Buff; R/Cm—Red on Cream; Br-in—Brown
incised; Br-cv—Brown carved; Az I—Aztec I; Az II—Aztec II; Az III—Aztec III; Bl/Rd—Black on Red.
Table 2. Summary of 14C dates on analyzed Chalco samples

Obsidian
sample 14C assay ID#

Sample
level

14C age
(years ) 1�

Uncal.
14C date

()

Calibrated
14C date

()

Calibrated
range �1�

(lower)

Calibrated
range +1�

(upper)

Calibrated
range �2�

(lower)

Calibrated
range +2�

(upper)

Median
intercept
date ()

CHO110 BETA-57758 Unit B, L.14 430 60 1520 1450 1430 1500 1410 1640 1525
CHO086 BETA-57754 Unit B, L.9 580 60 1370 1400 1310 1360 1290 1440 1365
CHO081 BETA-57756 Unit B, L9f2 610 80 1340 1320 1290 1420 1270 1440 1355
CHO120 BETA-57757 Unit B, L16 760 70 1190 1270 1230 1290 1170 1320 1245
CHO015 BETA-57748 Unit A, L8 850 90 1100 1210 1110 1270 1010 1300 1155
CHO018 BETA-57748 Unit A, L8 850 90 1100 1210 1110 1270 1010 1300 1155
CHO047 BETA-57753 Unit A, L13-14 1420 110 530 640 550 690 420 870 645
CHO055 BETA-57751 Unit A, L.17 1480 100 470 610 520 660 400 720 560
CHO051 BETA-58555 Unit A, L.15 1470 90 480 620 540 660 410 710 560
CHO030 BETA-57750 Unit A, L.12 1350 70 600 670 640 720 600 820 710

The uncalibrated date (uncal. 14C date) is obtained by subtracting the uncalibrated age from 1950. The calibrated date represents the direct
intercept obtained during age calibration. The calibrated median intercept (date) is derived using the equation:

MdCal=(RL�RU)/2�RU

where MdCal=the calibrated median intercept, RL=the lower calibrated range value (�1�), and RU=the upper calibrated range value (+1�).
dating (Elam et al., in press). The samples were evenly
divided between the two excavation units. Many of the
selected artifacts came from levels that had produced
suitable materials for radiocarbon assay, allowing the
artifacts to be independently dated (see Hodge; Elam;
Elam et al., all in press). The provenience analyses
indicate the predominance of two obsidian sources in
the assemblage, Pachuca (or Sierra de las Navajas) and
Otumba, along with the minor occurence of obsidian
obtained from three other sources (Ucareo, Zaragoza
and Paredon; see Elam et al., in press). Artifacts made
from either obsidian are useful for standard intrinsic-
rate OHD since induction experiments have been
undertaken and rate constants are available (see Elam
1993). The OHD program was undertaken to (1)
increase the number of chronometric determinations
obtained from the site to develop a fine-grained abso-
lute chronology, and (2) to obtain better temporal
resolution of the changes in obsidian procurement
patterns observed through the levels at Mound 65. The
large amount of obsidian recovered from Mound 65,
often from radiocarbon dated levels, made the option
of OHD even more attractive since independent
temporal controls were available.

Rim measurements made at two established labs
experienced in intrinsic rate OHD, referred to as Labs
A and B*, differ significantly throughout the entire set
of 120 artifacts (Table 3). In accordance with estab-
lished OHD protocol, four pairs of temperature and
humidity cells were prepared by Lab B. The cells were
buried in Mound 65 for a period of one year (1994–
1995). Burial depths ranged from 0·25–2·00 m. Results
of these measurements are presented in Table 4. Dates
calculated by Lab A are based on an EHT (estimated
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hydration temperature) of 20�C and a Rh (relative
humidity) of 100%, and those of Lab B are based on a
EHT of 19·4�C and 97·5% Rh. The Lab A value
represents the upper range of recorded temperatures
(see Table 4), whereas the values used by Lab B were
the averages of the cell values. The dates calculated
using the two data sets disagree, and neither set of
measurements produced acceptable results when com-
pared to either 14C dates or ceramic assemblages.
Using the same set of temperature and humidity values
to recalculate the dates does not improve the agree-
ment between the two labs. Use of ambient air tem-
perature data from Chalco (Garcia M, 1987) and the
conversion equation of Lee (1969) results in an EHT of
16·3�C, substantially lower than that obtained by direct
measurement. Dates based on this value are even more
unacceptable than the ones based on the temperature-
humidity cells. Regardless of which EHT and Rh
values are used, the results are discordant with the
radiocarbon assays and ceramic data. In fact, the
results from the OHD program are so at odds (in
some cases by thousands of years) with the other
chronological indicators that they could not be used
and were excluded from the excavation report.

The sample set from Mound 65 is ideal for demon-
strating both the potential of obsidian as a chronom-
eter and the advantages of the ODDSIMS method.
The attractiveness of this sample set lies in the contex-
tual integrity of Mound 65 (as demonstrated by the
careful excavation of Dr Hodge), the fact that obsidian
dating was a primary focus of the excavation, and by
the independent chronological control provided by the
detailed radiocarbon sequence. To demonstrate the
advantages of the ODDSIMS approach, we selected 10
artifacts manufactured from Pachuca obsidian (Table
1) from the original OHD sample set, based on having
an associated 14C date and to span the range of
occupation at Chalco.
Analytical Methods

SIMS analysis
Table 3. Summary of measured parameters in Chalco samples

Obsidian
sample

Maximum
wt% H2O

Fitted
surface

wt% H2O

SIMS
half-fall

depth (�m)

SIMS
inflection

depth (�m)

Lab A
OHD

Depth (�m)

Lab B
OHD

Depth (�m)

Lab A
OHD

date ()

Lab B
OHD

date ()

CHO110 8·18 9·0 1·97 2·18 2·53 2·28 1108 794
CHO110 8·20 9·1 2·11 2·30 2·53 2·28 1108 794
CHO086 8·36 8·9 2·08 2·21 2·49 2·34 1137 768
CHO081 8·16 9·0 2·19 2·38 2·52 2·53 1113 550
CHO081 8·36 9·0 2·28 2·44 2·52 2·53 1113 550
CHO120 8·58 8·8 2·23 2·41 2·85 2·51 866 585
CHO015 8·88 9·4 2·41 2·63 2·59 2·58 1062 613
CHO018 8·92 9·1 2·48 2·85 2·76 2·86 937 149
CHO047 10·00 10·2 3·79 4·19 3·56 3·43 228 �551
CHO055 10·09 10·0 3·81 4·25 3·60 3·56 194 �805
CHO051 9·95 9·85 4·00 4·40 4·29 3·71 �576 �984
CHO051 10·10 3·87 4·29 3·71 �576 �984
CHO030 9·32 9·9 2·69 2·91 2·93 2·78 802 343

OHD dates for Lab A calculated from measured depths using an EHT of 20�C and a Rh of 100%.
OHD dates for Lab B calculated from measured depths using an EHT of 19·4�C and an Rh of 97·5%.
Note that a ‘‘�’’ sign before an OHD date indicates .
Table 4. Summary of Ambrose cell measurements at the Chalco site

Cell #

Depth below
mound surface

(cm)
EHT
(�C) Rh

94–1
94–2 25 20·3 95%
94–3 50
94–4 50 19·1 97%
94–5 100
94–6 100 18·9 98%
94–7 200
94–8 200 19·3 100%
Sample preparation. To prepare samples for ODD-
SIMS analysis, small cross-sections (approximately
1 mm wide) were cut from each of the obsidian arti-
facts. The ventral face was typically chosen for analysis
because it is the flattest and broadest surface of a
typical prismatic blade. Five to six holes were drilled in
1 in diameter, 3

8
in thick aluminum disks. Epoxy was

used to mount the obsidian samples in these holes with
the hydrated surface exposed. A sample of freshly
polished Pachuca obsidian was also mounted in each
disk to (a) ensure the availability of a flat surface to aid
with calibrating sputter depths (see discussion below)
and (b) provide an internal standard. The finished
disks were coated with a thin layer of gold to provide
surface conductivity. To minimize the presence of
adsorbed water, samples were baked at 45�C for
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12–18 h prior to analysis before introduction into the
vacuum system of the mass spectrometer, which
occurred a minimum of 12 h before analysis. Exper-
iments discussed below indicate that these steps
result in minimization of adsorbed hydrogen prior to
analysis.
Analytical conditions. The distribution of hydrogen
(and other elements including O, Na, Mg, Al, K, Ca,
Fe) as a function of depth (depth-profiles) was
measured using a Cameca 4f secondary ion mass
spectrometer. The SIMS technique utilizes a focused,
mass selected beam of primary ions accelerated to
sputter the surface of the obsidian. For these analyses,
negatively-charged, 16O primary ions were accelerated
at 12·5 keV. The primary beam, with a diameter of
�50 �m and a current of 130 nA, was rastered over an
area of 150�150 �m2 to produce a well-shaped crater
with a flat bottom (Figure 2). The primary ion beam
slowly sputters into the sample surface (a few atom
layers at a time; the sputter rate was �2·2 �m/h). By
monitoring changes in the intensity of secondary ions
ejected from the sample surface as a function of time, a
spatially resolved profile of changing elemental concen-
trations as a function of depth is obtained. Positively
charged secondary ions with 80�20 eV of excess
kinetic energy were analysed. Use of the 150 �m diam-
eter transfer lens and a 400 �m diameter field aperture
restricts transmission so that only ions from the central
33 �m of the sputter crater are transmitted through the
secondary mass spectrometer. Selected masses were
analysed by cycling the secondary ion magnet through
the masses of interest. Secondary ion signals were
monitored using an electron multiplier, with count
times of 1–3 s per cycle per element of interest. Ion
yields of the different elements are directly correlated
with concentration, and were calibrated using a suite of
glass standards. The intensity of 30Si was used as a
reference species to correct for variations in secondary
ion intensities due to changes in primary ion beam
intensity between different analyses.
Measurement of sputter crater depth. One critical step
in the analytical procedure is measurement of crater
depth, because without this information, the time-
series elemental distributions obtained during the
SIMS analysis can not be depth-calibrated. Crater
depths were measured using an Tencor Alpha-Step 200
profilometer. For most samples, the craters are very
regular in shape with wide, flat, bottoms, indicating
that depth resolution was optimized during the analysis
(Figure 2). Repeated depth measurement on craters
sputtered on flat samples indicates that reproducibility
of the depth measurement is better than 3%.

For some samples, fractures, excessive curvature,
and other surface imperfections make determination of
the sputter depth using the surface profilometer much
less certain. Fortunately, if the primary beam current is
kept constant, the sputter rate is also constant. As
previously noted, a flat piece of polished Pachuca
obsidian was mounted in every sample block to ensure
the presence of a flat surface. Craters were routinely
sputtered into this material to provide a check on the
sputter rate. Crater depth versus sputter time (in mag-
netic cycles) is plotted in Figure 3 for both the polished
samples and the unknowns. The correlation between
sputter rate and crater depth is linear and very repro-
ducible, even over a span of several days. Using this
calibration, the sputter depth can be estimated accu-
rately even on samples where direct profilometer
measurements are difficult.
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SIMS analysis. Only ions from the centre �30 �m of the crater (flat
area) are analysed. Note �40:1 vertical exaggeration.
10

600

Depth (µm)

# 
A

n
al

yt
ic

al
 c

yc
le

s

0

100

300

500

200

84

400

2 6

2-5-99
2-4-99
2-3-99
2-2-99
2-1-99
1-28-99

Figure 3. Plot of crater depth as a function of number of analytical
cycles on Pachuca obsidian. Data obtained over a 2 week period. All
analyses conducted using a 130 nA primary ion beam rastered over a
150�150 �m2 area. Analytical cycles are directly correlated to time
of sputtering (100 cycles�45 min).
Effects of vacuum on the hydrated rim. One potential
analytical concern was possible dehydration of the
obsidian rim due to prolonged exposure to the high
vacuum conditions in the mass spectrometer (typically
0·5 to 2�10�9 torr). To determine the magnitude of
this effect, a sample of hydrated Pachuca obsidian
(CH0095) was put into the mass spectrometer, and
profiles periodically measured at times after first
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exposure to vacuum ranging from 10 min to over
300 h. The results of this experiment are summarized in
Figures 4a and b. Several conclusions can be drawn
from this set of experiments. The only significant
changes in concentration as a function of vacuum
exposure time occur in the first 0·1 �m, and in the tail
of the profile. The portions of the profiles between
these extremes are consistent and reproducible, indicat-
ing that there is no significant dehydration of the
samples due to vacuum effects over a period of nearly
two weeks. Sample blocks are typically exposed to
vacuum for less than 50 h, indicating that dehydration
should not be a concern. The similarity of these profiles
for multiple analyses over a 2 week period also dem-
onstrates the high degree of reproducibility in SIMS
analysis of the profile. The effects of adsorbed water
can be assessed by examining the first analysis, con-
ducted immediately after the sample was exposed to
vacuum. Although the overall hydrogen profile is simi-
lar to that in other samples, both surface and baseline
levels of hydrogen are significantly elevated due to
higher hydrogen background. However, the analysis
started 5 h after exposure to vacuum is similar to all
other profiles, indicating that the minimum hydrogen
background had been reached by this time.
Analytical Results
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Measured SIMS profiles

Profiles were measured on the ten selected artifacts of
Pachuca obsidian from Chalco with associated 14C
dates ranging from 610–1450 . Multiple measure-
ments were performed on three samples. A represen-
tative example of a profile through a hydrated Pachuca
rim for all the analyzed elements (H, O, Na, Mg, Al, K,
Ca, Fe) is shown in Figure 5. Typical profiles begin
with a near-surface area in which the secondary ion
intensities vary rapidly as equilibrium sputtering con-
ditions are established, followed by a narrow region in
the outer 0·1–0·3 �m where, in most samples, hydrogen
and sodium count rates increase, and potassium count
rates decrease. After �0·3 �m depth, the secondary ion
intensities of most elements become essentially con-
stant throughout the remainder of the profile. In
contrast, the hydrogen profile contains a broad region
of slowly decreasing intensities through the major
portion of the profile. This is followed by a relatively
narrow zone, approximately 0·5 �m wide, where the
hydrogen count rate decreases rapidly, before the hy-
drogen profile flattens to baseline values. This profile is
typical of that measured in obsidians from a variety of
settings and, as discussed by Anovitz et al. (1999),
indicates that the intrinsic OHD equations are an
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incorrect model of the actual hydration process. One
additional important observation is that the oxygen
concentration appears to be constant throughout
the entire depth profile, which, as discussed below,
has important ramifications for the mechanism of
hydration.

Depth profiles of hydrogen content for all samples
are illustrated in Figure 6. The hydrogen profiles
have very similar shapes, and the depth of the profile
is systematically correlated with age. In addition,
although not readily apparent on this plot, the maxi-
mum hydrogen content in the rim appears to be
correlated with increasing age. This relationship is
better illustrated in Figure 7.
Extracting Age Information—Empirical
Methods
Figure 6. Summary of hydrogen depth profiles in all samples.
Profiles are labelled using abbreviated sample numbers (no CHO).
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Figure 7. Plot of the maximum water content obtained in each
profile as a function of 14C age. Error bars are 1 standard deviation.
Characteristic points

There is now overwhelming evidence that the tradi-
tional OHD equation based on equation (1), a t1/2

relationship, is incorrect (e.g., Anovitz et al., 1999).
Two new observations from Chalco suggest that the
hydration process may be far more complex than
the simple self-diffusion assumed in traditional OHD.
The first is that, within analytical precision (<0·1 wt
%), the oxygen content is constant across the hydration
rim, an unexpected result. The lack of a concomitant
increase in oxygen associated with elevated hydrogen
contents in the hydrated rim implies that only hydro-
gen is moving into the sample, and that a more
accurate term for the process might be hydrogenation
rather than hydration. The second important obser-
vation is that the maximum hydrogen concentration in
the hydrated rims of different obsidians is not constant,
but is positively correlated with increasing age. Both of
these results suggest that the ‘‘hydration’’ process may
actually be comprised of several distinct mechanisms,
each with different rate dependencies, which may cor-
relate with a number of environmental and chemical
variables. If so, this will add significant complexity to
any final model of obsidian hydration. We have an
ongoing experimental glass hydration program whose
results will allow testing of theoretical models of
obsidian hydration. However, at present, an accurate
theoretical hydration model is not available.

Without a well-constrained intrinsic hydration
model, it is impossible to independently extract dates
from the hydration profiles presented here, because
there is no way to calibrate the hydration rate. How-
ever, by utilizing associated 14C dates, it is possible to
investigate the relationship between the hydration pro-
files and the age of the obsidian. If the information
contained in the hydrogen depth profile can be success-
fully correlated with 14C ages, this approach can be
used to develop an interim empirical method of dating
obsidian utilizing ODDSIMS. Such a result will dem-
onstrate that development of an intrinsic model may be
feasible.

Data presented in Figure 6 demonstrate that the
shape of the hydrogen profile is very consistent in all
the samples. Moreover, the depths of the profiles are
positively correlated with age, indicating that the
hydration process is temporally sensitive. Together,
these factors indicate that age estimates can be derived
from analysis of these data. The most basic, empirical
approach involves developing a simplified represen-
tation of the overall profile using well defined ‘‘charac-
teristic points’’. These characteristic point depths can
be calibrated to the radiocarbon assays (either through
regression analysis or two point anchoring) using sim-
ple rate equations and age estimates derived. The
goodness of fit between the hydration ages and the 14C
ages for a series of samples provides an excellent check
of whether empirical hydration dating is feasible.

The ‘‘characteristic point’’ method for deriving age
estimates requires that the depth-profile be defined as a
function of a single depth. While there are a number of
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different options that could be used for defining a
‘‘characteristic point’’, we will only discuss results
based on two different mathematical formulations.
The first technique is based on the depth at which the
hydrogen concentration is halfway between the
maximum concentration and the baseline
concentration—the half-fall depth. This measurement
provides a link between the SIMS depth and the
purported depth measured using traditional optical
methods. The second technique is based on finding the
inflection point, the depth at which the slope of the
depth-profile stops decreasing by obtaining the first
derivative of the hydration curve (note that this
approach is similar to that used in describing
paramagnetic resonance peaks used in electron spin
resonance dating (e.g., Geyh & Schliecher, 1990;
Aitken, 1997; Grun, 1997).
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Characteristic point 1—half-fall depth. Anovitz et al.
(1999) noted that the standard equation used in OHD
is based on modelling the distance at which the
concentration of water was approximately half the
difference between the surface and background concen-
trations for an error function-type solution to the
diffusion equation. The SIMS profile data conclusively
demonstrated that such an equation does not, in fact,
describe the actual concentration versus depth profile
for water in hydrated obsidians. However, the
approach can be generalized to the SIMS results using
the depth at which the concentration is the average of
the background value and the maximum concentration
analysed near the obsidian surface.

The relation between half-fall depth and associated
14C ages is plotted in Figure 8a (for the t1 function) and
Figure 8b (for the t1/2 function assumed in intrinsic rate
OHD). As can be seen, a systematic relationship exists
between age and depth for all but sample CH0030
(which may have an uncertain context, as discussed
below). Consideration of these two plots indicates that
although both t1/2 and t1 age functions result in system-
atic correlations between the 14C age and the measured
hydration profile, neither relationship is strictly linear,
and projection of either line to zero time does not result
in a half-fall depth of zero. Non-linearity on a plot of
log half-fall depth against the log of the sample age
(Figure 8c) confirms that neither equation is an ad-
equate model of the apparently complex hydration
process.
Characteristic point 2—inflection point. The inflection
point occurs at the depth where the hydration curve
changes from being concave downward (exclusive of
the near-surface region) to concave upward as the
background value is approached. It is a minimum in
the first derivative, and a zero in the second derivative
of the concentration-versus-depth curve. Figure 9
illustrates the first derivative of the hydration profile
for one sample (CHO047) as an example, demonstrat-
ing that the location of the inflection point is clearly
identified. While the initial curve used to calculate
Figure 9 has, in this case, been smoothed with a
three-point running average to reduce noise, this pro-
cedure has no effect on the inflection point location.
The first derivative of the profile was calculated using
the average of the forward difference and backward
difference as:
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Figure 9. The first derivative of the concentration as a function of depth for sample CHO047. The inflection point is located at the minimum
of the negative spike near 4 �m depth.
Hydration dating using characteristic point models. In
evaluating the characteristic point techniques we will
consider three rate dependencies, including Model 1,
the intrinsic OHD equation with a t1/2 relation
(x=distance and t=time):

t1/2=Dx (3)

Model 2, a linear dependence, which has been
advocated by Meighan & Haynes (1970) and Garcia-
Barcena (1989)

t1=Dx (4)
and Model 3, the general exponential equation where n
is a best-fit coefficient.

tn=Dx (5)

To evaluate these equations, the measured half-fall
distances and inflection points were regressed against
the associated 14C dates using the appropriate forms of
the equations for all samples except CHO030. Regress-
ing the measured half-fall depths against the 14C age
data results in an excellent fit for all three models
(Figure 10a). However, a major problem is clearly
illustrated. Projection of the t1/2 fit to zero time results
in a large ‘‘negative’’ depth; projection of the t1 fit to
time zero results in a positive rim width. Neither of
these results is realistic: at time equal to zero, the
hydration depth (x) must also be zero.

Attempts to fit the depth-age relation using the t1

and t1/2 equations (3 and 4) with the realistic constraint
that at time equal to zero, hydration depths must be
zero, are much less satisfactory. The t1/2 model calcu-
lates hydration depths that are greater than those
measured on the younger samples, and depths that are
shallower than measured for the older samples (Figure
10b). The opposite is observed with the t1 model. Use
of either of these models results in systematic discrep-
ancies between the measured 14C age and predicted
where the subscripts refer to the depth step, C is the
concentration, and x is the distance from the surface.
The resultant values for each sample are listed in Table
3, and the relation between the inflection point depths
and associated calibrated 14C ages is plotted in Figure
8a and b (for a t1 and t1/2 relationship, respectively). As
can be seen, both relationships appear reasonably
linear, but neither projects to zero distance at zero
time.
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Figure 10. Plots of best fit half-fall depth calibration curves against
14C ages for Chalco obsidian. (A) Calibration curves for t1, t1/2, and
tn (n=0·757), where the depth at time zero is not constrained. Note
that although all three curves could be used to correctly predict the
ages of the Chalco sampes, the t1/2 curve intercepts the ordinate at a
depth of �1·5 �m, and the t1 curve requires a hydration depth of
�0·7 �m at zero time. (B) Calibration curves for t1, t1/2, and tn

(n=0·757), where the constraint depth=0 at t=0 is imposed. Note
the poor fit of both the t1/2 and t1 curves. (C) Calibration curves
showing the relationship between half-fall depths and the predicted
hydration age (in years ) using the t1/2, t1, and tn (n=0·757) time
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Figure 11. ODDSIMS ages plotted against associated 14C dates. (A)
Half-fall ages, calculated for the tn (n=0·757), t1/2 and t1 calibrations
under the constraint that hydration depth is zero at zero time. Error
bars are 1 standard deviation for the 14C date, and error brackets
resulting from a�0·1 to 0·15 �m in measured depth. For clarity,
error bars are only plotted for the tn data. They will be similar for the
other data. (B) Plot of ODDSIMS ages obtained using a tn calibra-
tion for different calibration points. HF–half-fall depth; IP–
Inflection point depth; FD–Finite difference value.
hydration age (Figure 11a, Table 5). The effects of
using inappropriate rate models are illustrated in
Figure 10c, wherein discrepancies become worse with
increasing age, and very large errors in estimated age
result. Therefore, we solved for the generalized tn

equation (Model 3, equation 5). Even with the con-
straint that hydration depth must be zero at time zero,
the generalized tn relationship fits the data very well
(Figure 10a–c, 11a–b, Table 5) for all the characteristic
point depths, and there is an excellent agreement
between the derived half-fall dates and the 14C dates.
The coefficient (n) that is derived is probably an
average of rates over the time range of the artifacts,
and without testing over a broader time range should
not be extrapolated, particularly for older samples.
However, these results suggest that empirical ODD-
SIMS is promising if a generalized tn treatment is used.
The empirical calibration curves could be used to date
additional Pachuca obsidian at Chalco.

Inspection of the curves in Figure 10b and c suggests
that the hydration data can be described by a t1/2

relationship initially, followed by transition to a t1

relationship. This possibility has been advocated
previously (Meighan & Haynes, 1979; McGrail et al.,
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Table 5. Summary of age results for SIMS analysis of Chalco samples

Sample
Calib.

14C
SIMS

HF t1/2 1�
SIMS
HF t1 1�

SIMS
HF tn 1�

SIMS
IP tn 1�

Finite
diff. 1�

Max.
wt% H2O

CHO110 1450 1580 70 1340 88 1436 70 1425 69 1422 59 1392
CHO110 1450 1518 72 1293 149 1382 71 1382 69 1376 59 1388
CHO086 1400 1531 72 1303 75 1394 71 1412 70 1390 63 1358
CHO081 1320 1480 74 1266 88 1351 72 1349 72 1350 68 1396
CHO081 1320 1437 76 1236 88 1315 73 1325 72 1322 68 1358
CHO120 1270 1461 75 1252 88 1335 72 1339 73 1318 73 1311
CHO015 1210 1371 78 1192 88 1262 74 1256 75 1260 78 1237
CHO018 1210 1334 80 1169 88 1233 75 1171 75 1206 79 1226
CHO047 640 444 133 730 110 650 114 657 84 651 117 621
CHO055 610 427 133 723 110 641 114 635 94 626 119 472
CHO051 620 267 138 659 110 549 118 399 94 440 119 451
CHO051 620 377 132 703 110 612 114 578 95 520 120 688
CHO030 670 1216 84 1098 88 1146 77 1149 84 1146 115 1092

All dates years . 1� errors are estimated based on a conservative estimate of error associated with measuring crater depth (�0·05–0·15 �m,
depending on crater depth), and are exclusive of errors associated with use of 14C dates to calibrate the curve.
HF t1/2: date derived using SIMS half-fall depths (Table 2) fit to a t1/2 relationship, assuming that x=0 at t=0.
HF t1: date derived using SIMS half-fall depths (Table 2) fit to a t1 relationship, assuming that x=0 at t=0.
HF tn: date derived using SIMS half-fall depths (Table 2) fit to a tn (n=0·757) relationship, assuming that x=0 at t=0.
IP tn: date derived using SIMS inflection point depths (Table 2) fit to a tn (n=0·774) relationship, assuming that x=0 at t=0.
Finite difference: date derived using finite difference modeling of SIMS hydrogen depth profiles.
Max wt% H2O: date derived using the measured maximum water content in the profile, calibrated to a tn relationship.
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Figure 12. Curve of best fit obtained using an x=t+t1/2 relation
regressed against half-fall depths of Chalco samples (assuming that
at t=0, x=0). Similar relationships have been observed for diffusion
in glassy polymers (Wang et al., 1969).
1988; Garcia-Barcena, 1989), and may help explain
why attempts to empirically calibrate obsidian hydra-
tion rates using short-term experiments have failed. As
illustrated in Figure 12, a relatively good calibration
can be derived by fitting the general equation

x=k(Dt)1/2+vt (6)

where k and v are constants (Figure 12). This is
essentially the same equation as the diffusion rate
equation proposed by Wang et al., (1969) for diffusion
in glassy polymers. This treatment assumes that both
the diffusion coefficient (D) and the surface concen-
tration are constant, which are incorrect. However, the
relatively good agreement is intriguing, and suggests
that there may be some similarities between diffusion in
silicate glasses and polymers.

The major limitation to following the characteristic
point approach outlined above is the dependency on a
large number of 14C dates, which may not always be
available at a given site, or may be cost prohibitive to
obtain. The possibility of using fewer samples to derive
empirical curves can, however, be explored using our
data set. In theory, only one sample is required (along
with the condition that the hydration depth is zero at
time zero), but the use of two samples provides greater
control, particularly if the exponential (n) varies
between sites or with time. The results in Table 6
indicate that very good agreement can be obtained
between 14C dates and half-fall dates for the Chalco
samples using various pairs of samples, one each from
the older and younger sample sets, to fit equation 5.
Results using a number of obsidian pairs are very
similar, and generally agree within 40 years of the
half-fall ages obtained from regressions of all data.
These results indicate that the empirical approach may
be applied with minimum requirements for associated
14C dates. The use of additional calibrations is optimal,
both to improve confidence and as a check on the
reliability of the obsidian sample—14C correlations
(e.g., sample CHO030).

The ages obtained using the two types of character-
istic points (half-fall and inflection point) to fit the 14C
dates are identical within error (Table 5, Figure 11). In
most cases the two depths correlate extremely well,
although the inflection point is slightly deeper. Each
method has its advantages and disadvantages. Positive
attributes for the inflection point include (1) the fact
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Table 6. Results of two-point calibration half-fall ages for Chalco samples

Sample

Young sample
Old sample

14C date ()

CHO081
CHO051
date 

CHO110
CHO051
date 

CHO110
CHO047
date 

CHO015
CHO047
date 

SIMS tn

(Table 3)
date 

CH0110 1450 1433 1447 1439 1427 1436
CH0110 1450 1379 1394 1385 1372 1382
CH0860 1400 1391 1406 1397 1383 1394
CH0081 1340 1348 1364 1354 1340 1351
CH0081 1340 1313 1328 1318 1303 1315
CH0120 1270 1332 1348 1338 1323 1335
CH0015 1210 1261 1277 1266 1250 1262
CH0018 1210 1233 1249 1237 1220 1233
CH0047 640 662 678 655 627 650
CH0055 610 653 669 646 617 641
CH0051 620 564 580 555 524 549
CH0051 620 671 688 665 636 612
CH0030* 670 1146 1163 1150 1131 1146

All calibrations used a young obsidian (14C age in the range of 1210–1450 ), an old obsidian (14C age in the range
620–620 ), and the constraint that the hydration depth is zero at time zero. The ages for the other obsidians not
used to calibrate the curve are ‘‘independent’’ extrinsic hydration dates. SIMS tn is the age derived by the best fit
to all samples.
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Figure 13. Plot of ages obtained using the maximum hydrogen
content in each profile against 14C ages.
detail of the SIMS profile may also potentially contain
age information. These analyses were not optimized to
maximize the precision of this measurement but, nev-
ertheless, can be used to at least estimate the potential
of the method. The maximum hydrogen content was
regressed with sample age. The calibration provides
‘‘hydrogen content’’ dates that are in relatively good
agreement (within 100 years) with ages determined
using 14C or half-fall depths, using a tn relation (Figure
13, Table 5). These results suggest that this approach
warrants further investigation, as it has two potential
advantages. First, this calibration is independent of
whatever errors are associated with the measurement
of the depth of the SIMS sputter crater, because only
the maximum hydrogen concentrations are used. In
addition, this approach requires significantly less ana-
lytical time because the peak hydrogen concentration is
encountered early in the profile. At the very least, this
approach may provide another check on the date
that the inflection point is always in the middle of the
steep section of the profile, and (2) there is no need to
accurately measure the maximum hydrogen concen-
tration, which may be effected by near-surface Na/K/H
exchange. However, there are several disadvantages to
the inflection point method. The inflection point
measurements are all made at relatively low hydrogen
concentrations, such that the counting statistical error
over the depth of interest will be significantly larger
that that of the half-fall depths. Thus, the inflection
depth will be more sensitive to measurement uncertain-
ties arising from analytical artifacts such as back-
ground hydrogen, surface roughness, and imperfect
craters, as well as counting statistical limits. This
sensitivity can be seen in the variability in inflection
point dates obtained from replicate measurements for
sample CHO051. Some of the advantages of using
half-fall depths include (1) better counting statistical
control, and (2) simplicity, such that results are avail-
able during the actual analysis. Also, the half-fall depth
incorporates the maximum water content. Although it
may be effected by near-surface cation exchange, the
maximum water content appears to be time sensitive,
and thus may be another monitor of the hydration
rate. Thus, its use in the half-fall measurement means
that two potential ‘‘clocks’’ are being utilized. For this
sample set, there is almost no difference in ages derived
using either type of characteristic point (Table 5), and
it is obvious the either approach can be used to derive
well-constrained ages. We will continue to assess the
two characteristic points with additional samples from
other sites.
Evaluation of maximum hydrogen concentration as a
potential chronometer
The correlation between sample age and maximum
hydrogen concentration (Figure 7) suggests that this
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Comparison with intrinsic OHD dates
As summarized earlier, the application of intrinsic
OHD to Chalco obsidian artifacts resulted in dates in
gross disagreement with all other contextual informa-
tion. Comparison of the results of SIMS analyses with
the optical measurements on the same samples allows
some evaluation of this problem. There is a general
correlation between SIMS half-fall depths and optical
data from OHD Labs A and B, although optical OHD
depths are systematically deeper than SIMS half-fall
depths (Figure 14). However, there is much greater
scatter in the OHD depths, which is not surprising
given the measurement uncertainties outlined in
Anovitz et al. (1999). Of even greater concern is the
discrepancy in depths measured on the same artifacts
in two different laboratories, which are as large as
0·8 �m. Variation in depths of a few tenths of a micron
can result in age differences of hundreds of years
depending on the absolute age of the sample (Figure
11). The absolute calibration is also seriously flawed, as
OHD ages are systematically older than the C14 ages,
with discrepancies of over 1000 years in some samples
(Figure 15). Although applying an empirical calibra-
tion with 14C dates to the optical data removes the
large and systematic age discrepancy, it does not
eliminate the large scatter in derived ages arising from
errors in the actual depth measurement.
The anomalous date for CHO030—an explanation
Specimen CHO030 was recovered from level 12 of
excavation Unit A, and the radiocarbon assay (see
Table 1) produced a calibrated (2 sigma) range of
600–820  with an intercept of 670 . Additionally,
the majority of diagnostic sherds recovered were
Epiclassic, a result that corroborates the radiocarbon
assay (see Hodge, in press). However, the SIMS analy-
sis indicated that this artifact is considerably younger
and probably dates to the beginning of the second
occupation (Early Postclassic). During the excavation
of Mound 65, a number of rodent burrows containing
artifacts were identified, and it is possible that CHO030
is a younger artifact which fell into an older deposit.
Additional evidence supporting this interpretation is
found in the fact that CHO030 is made of Pachuca
obsidian and was recovered from a level that primarily
produced artifacts made with Otumba obsidian (Elam,
in press; Elam et al., in press). The pattern of source
utilization at Mound 65 indicates substantially greater
use of Otumba than Pachuca obsidian during the
Epiclassic. During the Postclassic (Aztec periods) this
pattern is reversed. Further evidence supporting a
Postclassic date for this piece is observed in the arti-
fact’s morphology. CHO030 is the medial portion of
an irregular blade and although it lacks the proximal
end which might provide a more definitive typological
indicator of age, this form is more typical of that found
in the Early Aztec levels of Mound 65.
Figure 14. Plot of half-fall depth measured using SIMS against the
‘‘half-fall’’ depth measured using optical techniques in two different
laboratories. Stated errors are smaller than the symbol size.
Figure 15. Plot of half-fall ages obtained using ODDSIMS and
optical OHD from two different labs, compared to associated 14C
dates.
Finite Difference Modelling—Towards an
Intrinsic Method
While characteristic point models based on either
half-fall distances or inflection points have obvious
utility for locally calibrated dating, they are limited
because they do not directly model submicroscopic
processes in the obsidian during diffusion. Thus, it is
unlikely they can be used to create a universal, intrinsic
model. A more rigorous approach requires direct mod-
elling of the diffusion process. Such an approach needs
to be tied to the microstructural processes occurring
during hydration so that the effects of changing
compositional or environmental variables can be
determined from the concentration profile, and/or
provide information on site-specific environmental
conditions.
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incorporated. In our previous work (Anovitz et al.,
1999) we showed that a finite difference model had the
potential for such an application, in that it was capable
of reproducing the detailed shape of the hydrogen
concentration depth profiles measured in real
obsidians.

The finite difference method uses a numerical calcu-
lation to model the formation of the entire diffusion
profile as a function of time, and is fit to the profile as
a whole (excluding the near-surface region). Solution
of the equations involves a number of assumptions,
including boundary conditions and the nature of the
actual diffusion process so that appropriate diffusion
equations can be selected. This technique is substan-
tially more complex than the characteristic point ap-
proach. However, the goodness of fit to the measured
profile provides a method of evaluating whether the
choice of diffusion equation (and hence mechanism) is
appropriate, yielding insights into the actual process of
hydration that are not available using ‘‘characteristic
point’’ techniques. Below, we will extend this model to
reproduce the results from the Chalco sample suite,
laying the foundation for further work on developing
an intrinsic age dating technique.
Model characteristics. Nearly all diffusion problems
require derivation of a solution to one of Fick’s Laws.
For situations like obsidian hydration, where the con-
centration is known as a function of distance, this
involves solution of Fick’s second law:

which describes changes in concentration (C) with time
(t) and distance (x) as a function of a diffusion coef-
ficient (D). This equation can only be simplified to the
more common form:

if D is not a function of depth within the sample. As
hydrogen concentration varies with depth, this is
equivalent to D being independent of concentration.
However, the shape of the hydration profile indicates
that this is not the case, and that this simplification is
inappropriate (Anovitz et al., 1999).

Anovitz et al. (1999) showed that, with an appropri-
ate choice of an equation for D and ignoring near
surface effects which may be related to interdiffusion of
hydrogen and alkali elements, equation (7) can be used
to describe the hydrogen diffusion profiles observed
in obsidian. However, the equation used for D was
empirical, and thus does not explicitly describe the
microstructural processes involved. Most importantly,
as noted above, available evidence suggests that it is
hydrogen, not water that diffuses into the glass. In the
glass structure, infrared (IR) data suggest that hydro-
gen is present both as relatively immobile hydroxyl
groups and more mobile molecular water, the relative
proportions of which change with total hydrogen con-
centration and temperature. Following Crank (1975)
and Doremus (1995), but retaining the concentration
dependence of D, equation (7) can be expanded to
allow for the reaction between the water or hydrogen
and silicate framework as follows:

where C is now the concentration of the mobile com-
ponent (molecular water) and S the concentration of
the immobile or sink component (OH). If necessary,
this can be further modified to allow for some OH
mobility and OH/H2O exchange kinetics. Unfortu-
nately, other types of information are required to
calibrate such a model. As noted by Crank (1975),
however, this approach is mathematically identical to
that described by equation (7). Thus, equation (7) can
be used as a proof of the approach until additional
experimental data are available.

Solution of equation (7) is non-trivial. Few analyti-
cal solutions exist for any choice of equations for D
described in Crank (1975). A finite difference solution,
a standard method for numerical solution of differen-
tial equations, was therefore adopted. Given pre-
defined initial and boundary conditions, this provides a
series of solutions at discrete distances and times.
Intermediate values are not defined, but can be
approximated by interpolation if needed.

The general finite-difference solution for equation
(7), assuming variable distances between the spatial
nodes, and re-arranging to solve for the concentration
at a given node, is:

where

and x is the distance from the surface, so that:

�xi=xi+1�xi

�x=�xi+�xi�1

The superscripts refer to the time step, and the sub-
scripts to the node. The length of the time step is �t, Ci
is the concentration at a given node, and Di is the
diffusion coefficient appropriate to the concentration at
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the ith node. As this equation is algebraic, its solution
appears trivial. There are, however, complications.
Equation (10) contains a simplification of the finite
difference solution to the second derivative for non-
constant inter-node distances, although work is on-
going to refine this solution. Additionally, equation
(10) does not define what timestep should be used for
each value of the concentration at a given node. There
are two end-member approaches to this problem. In
explicit finite difference modelling the values at
timestep (t+1) are based on values at timestep (t). This
is the simplest approach because the starting values at
timestep (t=0) are pre-determined and values for each
succeeding timestep can be calculated directly. Unfor-
tunately, for some combinations of D, �t and �x an
explicit solution becomes numerically unstable.

The alternative is the implicit finite difference
approach. In this case the values of the concentrations
at timestep (t) are based on concentrations at timestep
(t+1), and must be obtained by iteration. It is assumed
initially that the concentrations at timestep (t+1) are
equal to those at timestep (t). Once a solution is
obtained the newly calculated values are used to obtain
a second estimate. This is repeated until the result is
stable. Implicit finite difference calculations are uncon-
ditionally stable, but the iterations require greater
calculation time. A third alternative utilizes a weighted
average of the explicit and implicit approaches. In the
Crank-Nicholson method (Crank, 1975) the average of
the two is used. In our calculations this occasionally
yielded some numerical instability due to the large
initial difference between the initial hydrogen concen-
tration values at the first (surface) and second (base-
line) nodes. A fully implicit approach was therefore
adopted.

The finite difference model has been written to allow
for variable �x and �t values. The grid spacing (�x)
varies, with the nodes being spaced more closely near
the glass surface. This provides detailed information
near the surface where the actual diffusion profile
forms, but a long enough total distance that, for the
calculations of interest, the system acts as a one-
dimensional, semi-infinite medium and a no-flow
boundary condition can be imposed at depth. The
initial time steps are quite short. Initially a significant
discontinuity can exist between the surface boundary
value, assumed in some calculations to be constant at
the hydrogen surface concentration, and the first node,
assumed initially to equal the baseline hydrogen con-
centration. Short initial time steps enhance the numeri-
cal stability of the model. Once this initial instability is
overcome, however, it becomes possible to increase
�t (values up to two years were used) to decrease
calculation time.
Modeling procedure and results. The SIMS data for the
Chalco samples exhibits several features which needed
to be incorporated into the final model. First, and most
significant, the overall profile is S-shaped. This dictates
the use of a concentration-dependent or diffusion/
reaction model (Anovitz et al., 1999; as noted by
Crank, 1975 these are mathematically equivalent).
Second, the surface concentration appears to change as
a function of time. Figure 6 shows that younger
samples, in addition to having narrower profiles, also
have lower maximum water contents. This suggests
that the surface concentration does not equilibrate
immediately (or may never equilibrate). While the
near-surface effects of Na/K diffusion (and adsorbed
H) do not allow the surface concentration to be
measured directly, a model of the process requires this
change to be accounted for. Third, the background
water concentration for each profile appears to be
slightly different. This may be real, or due to analytical
uncertainties, but the differences are small and an
averaged value can be used for global modelling. In
spite of these problems, the temporal correlation with
both surface concentration and the depth of each
profile suggest that creation of a generalized finite
difference model is possible.

The following procedure was adopted in modelling
these data. First, the profile from CHO055 was chosen
and modeled using the average baseline hydrogen
concentration and assuming a constant surface concen-
tration, which was adjusted to yield a best fit to the
data. We adopted an equation for D as a function of
concentration of the form:

D=D0 . (1+(x . C)y) (11)

following Anovitz et al. (1999). In this equation D0
primarily effects the depth of the profile at a given time.
The variables x and y control the shape of the profile
but also modify the rate of profile growth. The fitting
procedure involved calculating the profiles developed
in the glass as a function of time to 1600 years, then
calculating the chi squared value for each time step
relative to the measured profile, exclusive of the near-
surface region. The minimum in the chi squared versus
time curve was then chosen as the best fit. This was
repeated, varying each parameter independently, until
both a satisfactory fit and age were achieved. This
yielded: Do=2·531�10�13 microns2/sec, x=1·6,
y=2·51. These parameters were used to obtain a best fit
for each of the other profiles, varying only the surface
and background concentration levels.

The surface values as a function of time for each
profile were then fit to the function:

Csurf=C*
e(2�C*

aexp(�tCd)
�(2�Ca)*(exp(�tCb)) (12)

This equation yields a surface concentration which
initially increases rapidly, then flattens as the equilib-
rium value is approached (Figure 16). The Ce coef-
ficient is half the equilibrium value and it and Cd are
derived by regression from the Chalco samples whose
surface values were fitted in the previous step. The
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coefficient t is time, and Ca and Cb control the initial
hydration rate: the larger Cb, the faster the initial
increase in water content (from t=0); the smaller Ca,
the sharper the transition from the initial, rapidly
increasing part of the curve to the flatter, near equilib-
rium section. Unfortunately, testing demonstrated that
the initial shape of the profile has a profound effect on
the relative rate of growth of the profile with time, and
the youngest sample (�600 years old) is too old to
provide strong constraints on the initial shape of the
profile. The model calculation was therefore repeated,
modelling all of the sample profiles simultaneously
assuming an average background value of 0·0473 and
surface values that varied with time according to the
above equation. The relative growth rate of the profile
with time was then varied by changing Ca or Cb,
refitting the other parameters in equation (12) to the
sample data, adjusting D0 as needed, and repeating the
process until a best fit to the 14C ages was achieved.
This yielded: Ce=0·5085, Ca=1·0, Cb=0·02, and
Cd=232·41�10�5.

Two samples were excluded from the finite difference
modelling, and are not included in the statistical analy-
sis that follows. As previously discussed, qualitative
examination of CHO030 suggests that it has been
stratigraphically relocated, possibly due to rodent ac-
tivity. One of the analyses on sample CHO051 (2) was
also excluded, as the profile has a significantly different
shape compared to the other profiles, possibly due to
roughness on the analysed surface. Although it is a
poor candidate for fitting with a generalized model,
reasonable ages can still be obtained from this profile
by characteristic point analysis.
Calculated profiles from the final, integrated model
for three Chalco samples covering a range of times
illustrate the excellent agreement between the model
and actual profiles at depths from the maximum hy-
drogen concentration to the background value (Figure
17). As the near-surface features are not a component
of this model, they are not reproduced, but the overall
results are very encouraging. Figure 16 shows the
surface concentration versus time model used in these
calculations. Curve A is a best fit to the available data,
which suggests a fairly slow initial surface hydration.
This seems unlikely, as the exposed glass surface
should begin to hydrate rapidly on exposure. SIMS
analysis of obsidian hydrated for only 15 years at
temperatures as low as 10�C indicates that the surface
already has high water contents (Riciputi et al., in
submission). Not surprisingly, this model generates
ages for the youngest samples that are too old. The best
fit (Curve B) generates the model ages listed in Table 3
and shown in Figure 11, which are quite consistent
with the 14C ages. Younger samples from the colonial
period would be of great assistance in fixing the
appropriate shape of the curve in Figure 16.
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Figure 16. Fitted surface concentrations and model values for surface water concentration as a function of time using the finite difference
model for three Chalco samples.
Conclusions and Future Directions
This results of this study suggest that the use of
hydrogen concentration depth profiles measured by
SIMS may provide data of sufficient quality to allow
the use of obsidian hydration for accurate and precise
age dating. Both the depth of the hydration profile and
the maximum water content are well-correlated with



Obsidian Diffusion Dating by Secondary Ion Mass Spectrometry 1073
5

1.0

Depth (microns)

C
on

ce
n

tr
at

io
n

 (
H

/30
S

i)

0.8

0.6

0.4

0.2

43210

CHO055 (1389 BP)

CHO018
(729 BP)

CHO086
(599 BP)
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age, providing multiple methods of dating. These
results confirm that hydration rates are concentration
dependent, and are not linear with either a t1 or t1/2

time-depth relationship. However, solving for the gen-
eral equation tn by regressing depth against 14C ages
for a suite of obsidian artifacts from Chalco indicates
that an excellent correlation can be achieved, suggest-
ing that using characteristic points may yield excellent
results for empirical studies. This is confirmed by the
successful results obtained using 14C dates from just
two artifacts, and the constraint that hydration depth
is zero at time zero, to calibrate the depth-age curve,
and then using this curve to derive ages for the other
artifacts. These extrinsic ODDSIMS ages agree very
well with the 14C ages, and indicate that the method
can be quite successful if there are a few artifacts with
associated 14C dates available at a site.

If a predictive, uncalibrated, intrinsic approach is to
be developed, additional refinements are still needed.
This work shows that the finite difference approach can
reproduce the observed time vs. depth progression as
well as characteristic point models. The finite difference
equations are based on a number of assumptions about
the behavior of water as it diffuses into the glass. The
good agreement between the measured and predicted
profile shapes suggests that the basic assumptions are
correct. However, a number of parameters will have to
be rigorously quantified before the potential of an
intrinsic approach can be fully evaluated. The model
will have to explicitly account for the reaction of water
with the silicate framework to form OH and H2O (or,
for that matter, H2 or H3O+) as well as the kinetics of
this process. The effects of changes in the composition
of the glass and the nature of the reaction at the
glass/water interface will also have to be understood.
This has become a standard approach for analysis of
the reaction of water with high-temperature silicate
glasses or melts (cf. Zhang et al., 1991, 1995; Doremus,
1999), and provides an avenue for generalization of
ODDSIMS. Temperature (and potentially relative hu-
midity) control will have to be developed, and depend-
ing on the sensitivity of the model to these parameters,
techniques to constrain these values for archaeological
samples will have to be evaluated. In addition, if other
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obsidian sources are to be used, the effects of major
element composition on hydration rates will have to be
investigated.

The processes which cause the near-surface changes
in the hydration profile may also provide important
information allowing further quantification of tem-
poral effects. These processes may be related to alkali
exchange (Anovitz et al., 1999). Examination of the
Chalco data suggests that, in the very near surface,
hydrogen diffusion is an uphill process, against the
changing water concentration gradient. This implies
that the thermodynamics of mixing of the glass, water
and other diffusing elements are strongly nonideal.
Such processes are not unknown (cf. Crank, 1975), but
imply that the thermochemistry of the multicomponent
diffusion process is somewhat complex (the cross terms
in the multicomponent diffusion matrix must be
nonzero).

In spite of these complications, the very simple
characteristic point analysis indicates that the hydra-
tion rate at a single site can be very systematic with
time, and that the complex hydration mechanism may
be reduced to allow successful empirical modelling of
hydration rate-time dependencies. The SIMS method
provides excellent precision and accuracy, and outside
of the uncertainties inherent in the 14C calibration, is
mainly limited by errors associated with measurement
of the crater depth. Although the depth errors vary
with surface roughness and crater depth (age), for
artifacts of 500–1500 years in age, the analytical errors
translate into two standard errors on the order of
50–100 years, similar to the precision available from
14C age dating. In addition, the ODDSIMS technique
provides a direct measurement of the age of the artifact
itself, avoiding potential association errors that
can be problematic with carbon dating (e.g., sample
CHO030). These results indicate that, although a great
deal of work remains to be done, the ODDSIMS
technique holds considerable potential as a tool to date
obsidian artifacts, and that this may finally provide the
method to realize the potential of hydration dating.
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