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Abstract—Wireless power transfer has been proposed as a
key technology for the foreseen machine type networks. A
main challenge in the research community lies in acquiring
a simple yet accurate model to capture the energy harvesting
performance. In this work, we focus on a half-wave rectifier
and based on circuit analysis we provide the actual output of
the circuit which accounts for the memory introduced by the
capacitor. The provided expressions are also validated through
circuit simulations on ADS. Then, the half-wave rectifier is used
as an integrated simultaneous wireless information and power
transfer receiver where the circuit’s output is used for decoding
information based on amplitude modulation. We investigate the
bit error rate performance based on two detection schemes:
(i) symbol-by-symbol maximum likelihood (ML); and (ii) ML
sequence detection (MLSD). We show that the symbol period is
critical due to the intersymbol interference induced by circuit.
Our results reveal that MLSD is necessary towards improving
the error probability and achieving higher data rates.

Index Terms—wireless power transfer, half-wave rectifier, cir-
cuit analysis, integrated SWIPT receiver.

I. INTRODUCTION

Wireless power transfer (WPT) has been proposed as a
key technology for the sixth generation (6G) networks, as
a flexible and viable solution for powering up the low de-
manding devices of the foreseen machine type networks [1].
This is achieved by integrating into a radio frequency (RF)
antenna a rectifying circuit which converts the ambient or
dedicated electromagnetic radiation into direct current (DC)
[2]. A conventional rectifier consists of a single diode and
a capacitor which flattens the high output oscillations. This
topology is known as half-wave rectifier and it provides high
RF to DC conversion efficiency at low input power [3].

The benefits provided by WPT have attracted the interest
of the research community where a critical challenge lies in
applying a valid model for capturing the energy harvesting
(EH) performance of the rectifier circuit. The linear input-
output model has been widely used in the past years [4],
but it only takes into account the circuit’s conversion effi-
ciency while it is independent of the input power level and
neglects the non-linear behavior of the rectifier’s components.
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A more practical approach is presented in [5], where the
authors propose a non-linear EH model based on the sigmoidal
function, capturing the dynamics of the conversion efficiency
for different input power levels. Moreover, the authors in
[6], present an analytical model of the rectenna non-linearity
through the Taylor expansion of the diode characteristics.
Another model is proposed in [7], where the authors take
into account both the forward and reverse current of the
rectifying diode as well as the matching network and provide
an expression for the harvested DC power. Furthermore, the
authors in [8], take into account the memory introduced to
the system due to the capacitor and model the circuit through
a Markov decision process. The state transitions probabilities
are obtained through a learning based approach by taking into
account all the non-linear effects of the rectifier as well as the
impedance mismatch.

Besides, RF signals constitute the fundamental medium for
wireless communications and their ability to transfer energy
has leveraged a significant interest in simultaneous wireless
information and power transfer (SWIPT) systems [9]. The
authors in [10], consider the SWIPT receiver utilizing a time-
switching method to separate information decoding (ID) and
EH modes. Another, well-investigated, approach for employ-
ing SWIPT systems, is the power-splitting protocol where a
portion of the received signal is used for ID and the remain-
ing part is used for EH [11]. The aforementioned SWIPT
receivers implementing the time or power splitting approach,
fall under the category of separated circuit architecture where
the received signal is split towards EH and ID at the RF
antenna front end. Another category, is the integrated SWIPT
receiver, first introduced in [12], where the authors suggest
to split the signal towards EH and ID at the rectifier’s end,
avoiding the need for RF to baseband conversion and thereafter
reducing the circuit complexity of the SWIPT receiver. A more
compact SWIPT solution is introduced by the authors in [13],
suggesting to rely on amplitude modulation and exploit the
rectifier’s circuit to jointly design the EH and ID. Specifically,
the authors suggest to apply a biased amplitude shift keying
(ASK) where the minimum amplitude is non-zero in order
to avoid zero harvested power. The authors extended their
work in [14], where they derive an analytical symbol error rate
expression for the integrated receiver circuit in the presence
of additive white Gaussian noise (AWGN). However, the
analytical circuit output is not provided while the memory



effects of the system are not investigated.
Different from previous works, in this paper, we take into

account the memory induced by the capacitor and provide a
simple yet accurate model to characterize the output voltage.
The model, based on a half-wave rectifier, is derived through
circuit analysis and its validity is confirmed with Advanced
Design System (ADS) simulations. The half-wave rectifier
model is then explored in the context of a SWIPT scenario.
In particular, we consider an amplitude modulation scheme
through which an integrated SWIPT receiver can decode sym-
bols based on the circuit’s output. We focus on the achieved
bit error rate (BER) in the presence of noise but also on the
RF EH. We investigate two detection schemes: (i) symbol-
by-symbol maximum likelihood (ML); and (ii) ML sequence
detection (MLSD). We show that, with ML detection, the
symbol period is critical to the performance since intersymbol
interference arises due to the capacitor’s memory effects.
Therefore, we apply MLSD, which improves the BER and
allows for higher data rates. It is also shown that the MLSD
converges to the conventional ML when the memory of the
circuit is limited.

II. SYSTEM MODEL

Consider a wireless communications antenna which harvests
energy through a half-wave rectifying circuit. The circuit is
composed of a single diode D, enabling the rectification, a
capacitor C, for flattening high output oscillations, and a load
Rl. The received signal at the antenna which excites the circuit
is modeled as a sinusoidal source with amplitude V̂s, expressed
by

Vs(t) = V̂s sin (ωt) , (1)

where ω denotes the radial frequency. The antenna’s resistance
Rs, is also taken into account, and it is connected to the
equivalent circuit as shown in Fig. 1(a).

For the diode’s current-voltage characteristic we adopt a
piece-wise model [2]. Let VD(t) and ID(t) denote the voltage
drop and current at the diode, then

ID(t) =

{
VD(t)−Von

Ron
if VD(t) ≥ Von,

VD(t)
Roff

if VD(t) < Von,
(2)

where Von denotes the minimum voltage required for the diode
to be switched on, and Ron and Roff correspond to the diode’s
resistance when switched on and off, respectively. Note that,
the minimum threshold Von is modeled as a DC component
in the equivalent circuit. This piece-wise model enables the
circuit analysis to be conducted for the individual states of
the diode being on and off [2]. The equivalent circuits are
depicted in Fig. 1.

In what follows, we first obtain the output voltage of
the rectifier and then based on the circuit characteristics we
investigate an amplitude modulation scheme such that the
rectifier can be used as an integrated SWIPT receiver.

Forward bias
Diode On

Reverse bias
Diode Off

Fig. 1: (a) Half-wave rectifier and equivalent circuits when the
diode is on (b) and off (c).

III. HALF-WAVE RECTIFIER’S OUTPUT

In this section, we provide the half-wave rectifier’s output
voltage as a function of the antenna’s input by making use
of the piece-wise model for the diode. For this purpose, we
first provide the circuit analysis for each of the cases where
the diode is forward or reverse biased by using the equivalent
circuits depicted in Fig. 1(b) and (c), respectively. Then, we
provide the algorithm that is used to obtain the circuit’s output
voltage.

A. Forward biased diode

We first focus on the case where the diode is on, and the
equivalent circuit which is depicted in Fig. 1(b). By applying
the Kirchoff’s law for voltage we get

Vs(t)− (Rs +Ron)I1(t)− Von − VC(t) = 0, (3)

where VC(t) denotes the output voltage i.e., the capacitor’s
voltage, and I1(t) is given by

I1(t) = IC(t) + IRl
(t)

= C
dVC(t)

dt
+
VC(t)

Rl
. (4)

Let Ton , C(Rs + Ron) and α , 1
Ton

+ 1
RlC

, then from the
expressions in (3) and (4) we get

dVC(t)

dt
+ αVC(t) =

Vs(t)− Von

Ton
. (5)

By considering that the diode switched on at ton
0 < t with

VC(ton
0 ) = V on

0 , the solution to the differential equation in (5)
is given by

VC(t) = − Von

αTon
− V̂s(ω cos(ωt)− α sin(ωt))

Ton(α2 + ω2)

+eα(ton0 −t)
(
V on

0 +
Von

αTon
+
V̂s(ω cos(ωton

0 )−α sin(ωton
0 ))

Ton(α2 + ω2)

)
.

(6)
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Fig. 2: Half-wave rectifier on ADS.

Note that, eq. (6) defines the rectifier’s output up until the
following expression becomes true

(Vs(t)− VC(t)− Von)Ron

Rs +Ron
< 0, (7)

satisfying the condition VD(t) < Von.

B. Reverse biased diode

We now turn our attention to the case where the diode
is switched off and modeled as a high resistance in the
equivalent circuit as depicted in Fig. 1(c). By following a
similar procedure as in Section III-A, we get the following
differential equation

dVC(t)

dt
+ βVC(t) =

Vs(t)

Toff
, (8)

where Toff = C(Rs + Roff) and β = 1
Toff

+ 1
RlC

. By
considering that the diode switched off at toff

0 < t, with
VC(toff

0 ) = V off0 , the rectifier’s output voltage is given by

VC(t) = − V̂s(ω cos(ωt)− β sin(ωt))

Toff(β2 + ω2)

+ eβ(toff0 −t)
(
V off

0 +
V̂s(ω cos(ωtoff

0 )− β sin(ωtoff
0 ))

Toff(β2 + ω2)

)
. (9)

The expression in (9) defines the output voltage until the diode
switches on i.e., when

(Vs(t)− VC(t))
Roff

Rs +Roff
≥ Von, (10)

satisfying the condition VD(t) ≥ Von.

C. Transient Time Analysis

In order to capture the rectifier’s output within a time period
we make use of the two expressions in (6) and (9) along with
the conditions for the diode to switch on (forward biased)
or off (reverse biased). The circuit’s output is then obtained
through a transient time analysis. The pseudo code used for
carrying out the transient time output of the circuit is depicted
in Algorithm 1, where we consider 100 samples per input
period [2]. Moreover, besides obtaining the analytical output,
the half-wave rectifier is implemented and evaluated through
simulations by using the ADS software as depicted in Fig. 2.

The output of the algorithm and simulation from ADS
is illustrated in Fig. 3, for constant V̂s, revealing that the

Algorithm 1 Rectifier’s transient time output

1: state = 0 . Diode is off
2: Vout(t) = 0 . Output voltage is zero
3: toff

0 = 0 . Set initial conditions
4: set V off

0 = 0
5: for t ≤ Tsim do . Tsim=Total evaluation time
6: Vs(t) = V̂s sin(ωt)
7: if state = 0 then
8: Vout(t) = Eq. (9)
9: if VD(t) ≥ Von then

10: state = 1 . Diode turns on
11: set ton

0 = t . Update initial conditions
12: set V on

0 = Vout(t)

13: else if state = 1 then
14: Vout(t) = Eq. (6)
15: if VD(t) < Von then
16: state = 0 . Diode turns off
17: set toff

0 = t . Update initial conditions
18: set V off

0 = Vout(t)
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Fig. 3: Rectifier’s output voltage VC(t); Lines and markers
correspond to analytical and ADS simulation, respectively;
f = 800 MHz (ω = 2πf ), C = 10 nF, Ron = 5Ω, Rs = 50
Ω, Roff = 10 MΩ, Von = 0.25 V and V̂s = 1.

analytical results are matched with the simulation results. In
addition, we can observe that the output voltage across the
load increases in each period. Moreover, over a long-time
period the output of the circuit is captured by an exponential
curve reaching a certain steady state. In reality though, the
output voltage increases gradually within each period in a
non-continuous manner as depicted within the zoomed figure.
Also, when the load of the circuit is very large and acts as an
open circuit, the capacitor’s charge increases rapidly until the
voltage across reaches VC(t) ≈ V̂s − Von. On the other hand,
when a load is present at the circuit, the capacitor discharges
accordingly and the achieved steady state is at a lower value
of VC(t).



IV. MEMORY-BASED INTEGRATED SWIPT RECEIVER

In this section, we apply the presented half-wave rectifier
model to a simple communication setup with an integrated
SWIPT receiver. Specifically, by considering amplitude mod-
ulation, we investigate the circuit’s ability for symbol detection
based on its output. The motivation for using amplitude mod-
ulation stems from the fact that the rectifier converts the input
to one direction current flow [13]. Now, in order to achieve a
non-zero harvested power, we consider the following:
(i) A biased M -ASK modulation scheme is applied [13],

[14], where the k-th information symbol is mapped to a
certain amplitude V̂s = Ak, k ∈ {0, 1, . . . ,M − 1}.

(ii) A minimum symbol amplitude Ak ≥ Amin > Von is set
since the charging period of the capacitor starts once the
diode’s threshold is surpassed.

At the receiver’s side, we assume that sampling is performed
at the end of each symbol period. By denoting the symbol
period by Ts, the i-th symbol can be written as

xi = VC(t− iTs). (11)

We assume that the noise due to sampling is an AWGN and
thus the i-th symbol to be detected is

yi = xi + ni

= VC(t− iTs) + ni, (12)

where ni ∼ N
(
0, σ2

)
and σ2 denotes the variance of AWGN.

As explained in Section III-C, under specific circuit param-
eters, for each symbol amplitude at the input of the circuit i.e.,
Vs(t) = Ak sin(ωt), the capacitor achieves a specific steady
state after a certain time period. Let the steady state achieved
with symbol Ak be denoted by ak. Thus, for Ak > Al, it
holds that ak > al, where k 6= l. Note that, with symbol
Ak as the input at the circuit, the capacitor will charge or
discharge accordingly from its current state towards reaching
ak. Moreover, to mitigate intersymbol interference, the symbol
amplitudes are chosen in such a way so that ||Ak−Al|| is large.
This results in ||ak − al|| also being large, which corresponds
to the largest euclidean distance that any two symbols would
have between them.

In what follows, we provide two detection schemes that can
be applied based on the symbol period Ts. More precisely, if
Ts is large enough to lead the capacitor to its steady state,
then we know that xk ≈ ak. On the other hand, the value
of xk cannot be determined accurately (it depends on the
capacitor’s memory) and thus there is a higher probability
of error. Clearly, the duration needed for reaching the steady
state from an arbitrary level varies. However, for the sake of
simplicity and brevity, we consider the cases Ts > T0 and
Ts < T0, where T0 is the time interval needed for reaching
the steady state from an empty capacitor; for instance, in Fig.
3, T0 ≈ 15 µs for the case RL = 1 kΩ.

A. Maximum-Likelihood Detection

We first consider the conventional symbol-by-symbol ML
detection scheme. It is worth mentioning that, the ML detector
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Fig. 4: Transmission of 15 bits with Ts = 6.25µs; markers
correspond to ADS simulation; f = 800 MHz, C = 10 nF,
RL = 1k Ω, Rs = 50 Ω, Ron = 5Ω, Roff = 10 MΩ, Von =
0.25.

is always applicable in the case Ts > T0, which refers to an
interference-free scenario. Specifically, when Ts > T0, then
xk ≈ ak and the i-th detected symbol x̂i is expressed by

x̂i = arg min
xj

|yi − xj |, (13)

where yi and xj are given by (12) and (11), respectively.
Let us now focus on a smaller symbol period i.e., Ts < T0.
Even though a larger information rate is achieved, a smaller
symbol period does not guarantee that the circuit reaches
a steady state. In fact, for a given symbol period smaller
than T0, it is not possible to determine where exactly the
level of the capacitor is. However, it is possible to provide
a range for the output values for each symbol input. In the
case where these ranges do not overlap, we can exploit them
to form a decision rule and provide an upper bound for the
theoretical performance. Specifically, let rmin

k and rmax
k denote

the minimum and maximum output, respectively, of the k-th
symbol when adjacent symbols are transmitted; these can be
obtained with Algorithm 1. Then, the decision region for the
k-th symbol is ρ1 ≤ yi ≤ ρ2, where ρ1 = (rmin

k − rmax
k−1)/2

and ρ2 = (rmin
k+1− rmax

k )/2. On the other hand, if these ranges
overlap, the symbols cannot be distinguished between them.
This effect can be avoided through the proper design of the
circuit, that is, through its parameters such as minimum input,
maximum transmitted power, etc. This allows a constellation
with sufficiently large euclidean distance between the symbols
such that the decision regions are non-overlapped.

In what follows, we provide a specific example for the
binary ASK (BASK) modulation. When Ts > T0, the decision
bound for detecting symbol A1 is yi ≥ ρ and for A0 is yi < ρ,
where ρ = |a0 + a1|/2. Then, since the two symbols are
equiprobable, the error probability over AWGN is given by

Pe = Q

(
a1 − a0

2σ

)
, (14)



where Q(·) is the Q-function. Now, when Ts < T0, the
rectifier’s output alternates in specific ranges for each symbol.
Let r∗1 and r∗0 , denote the minimum and maximum output of
symbols with mapping amplitudes A1 and A0. These output
values would result in the minimum euclidean distance be-
tween the sampled symbols i.e., min{||x1−x0||} = ||r∗1−r∗0 ||.
An example is depicted in Fig. 4, indicating the closest values
of two consecutive and adjacent symbols with A1 = 1 and
A0 = 0.5. In this example, Ts < T0 and we can observe the
symbol duration relative to the steady state in Fig. 3. Following
from the aforementioned, for the symbol detection, ML can
be applied by assuming that xj = r∗j , where j ∈ {0, 1}.
Recall that, as the symbol period increases, then xj → aj and
r∗j → aj . In this case, the theoretical upper bound captures
the actual error probability.

B. Maximum Likelihood Sequence Detection

A general detection scheme which is optimal for any symbol
period Ts, is the maximum likelihood sequence detection. In
this case, the input at the detector consists of K received
symbols forming a sequence of length K which is denoted
by y. Then, a sequence is detected according to

x̂ = arg min
xm

||xm − y||2, (15)

where xm denotes the m-th sequence of K consecutive
symbols. In order to obtain all the possible sequences, transient
time analysis of the circuit is used over MK sequences.
Note that, since the capacitor induces memory to the system
MK sequences should be obtained for all the possible output
levels. For ease of comparison, we assume that the system
has a finite memory of L symbols. This corresponds to
sequential transmission of L symbols followed by an artificial
replacement of the charged capacitor with an empty capacitor.
Note that, the sequence detection becomes necessary when the
symbol period is small relative to reaching the steady state due
to the memory effects of the capacitor.

C. Energy Harvesting Performance

In order to capture the energy harvesting performance we
measure the instantaneous power at the load at the end of each
symbol period. The instantaneous power at the load is given
by

Pl(t) =
VC(t)2

Rl
. (16)

For a sequential transmission of length L we evaluate the
average power of a sequence by

PL =
1

L

L∑
i=1

Pl(t− iTs). (17)

V. NUMERICAL RESULTS

In this section we provide the SWIPT receiver’s perfor-
mance in terms of both, ID and EH. For this purpose we use
transient time analysis as explained in Section III-C. Unless
otherwise stated, we use f = 800 MHz (ω = 2πf ), C = 10
nF, RL = 1k Ω, Rs = 50 Ω, Ron = 5Ω, Roff = 10 MΩ,

0 5 10 15 20 25 30
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Fig. 5: Bit error rate performance with respect to SNR with
symbol-by-symbol ML detection.
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Von = 0.25. For the BASK modulation scheme we consider
Amin = 0.5 hence the amplitudes A0 = 0.5 and A1 = 1 are
used. The normalized σ is obtained based on the transmitted
symbol power as follows. The m−th symbol’s power is given
by Pm = 1

2Ts

∫ Ts

−Ts
|Am sin (ω0t) |2 dt = A2

m/2, and the
average symbol power is given by Pav = 1

4

∑1
m=0A

2
m. Then,

since Eb

N0
= Pav

2σ2 , it occurs that σ =
√

Pav

2Eb/N0
, where in this

case Pav = 5
16 . Moreover, for a fair comparison with the

quadrature ASK (QASK) modulation, we keep the average
symbol power constant as well as the same minimum symbol
amplitude i.e., Amin = 0.5 and set Am = Amin+mds, where
ds = (1/14)(

√
30−3) and m ∈ {0, . . . , 3}. The corresponding

normalized σ in this case is given by σ =
√

Pav

4Eb/N0
, since two

bits per symbol are transmitted. For the sake of comparison
we consider three symbol periods, Ts < T0 = 6.25µs and
Ts → T0 = 12.5µs and Ts > T0 = 18.75µs which are
indicated in Fig. 3 to depict the symbol period’s selection with
respect to the steady state output.



In Fig. 5, we plot the BER performance based on symbol-
by-symbol ML detection with respect to the signal to noise
ratio per bit Eb/N0. We plot BASK and QASK for the case
where Ts > T0, i.e., each symbol is sampled at its correspond-
ing steady state. As can be seen, in both cases the transient
time analysis matches with the theoretical error probability
obtained by utilizing the steady state values. Furthermore, for
the BASK modulation we compare the performance over three
different symbol periods. For the cases where Ts ≤ T0, in
order to define the decision regions for each symbol, we first
obtain r∗0 and r∗1 which are then used for the defining the
symbols’ detection regions. Clearly, when a smaller symbol
period is used, a worse performance occurs as the boundary
between the symbols becomes smaller. This is due to the fact
that there is not enough time for the capacitor to reach the
corresponding symbol’s steady state. Moreover, the theoretical
Pe, in these cases correspond to an upper bound as it captures
the closest euclidean distance it might occur. As Ts increases
r∗k ≈ ak and the theoretical Pe captures the actual performance
which is better compared to applying a smaller Ts, since a
larger euclidean distance between the symbols occurs. For
the QASK modulation, a smaller Ts results in a more severe
intersymbol interference which imposes the use of MLSD in
order to achieve higher data rate.

In Fig. 6, we consider sequential transmission i.e., a finite
memory of length L = 6 symbols. We plot the BER with
respect to Eb/N0 for BASK and QASK where MLSD is
applied with Ts ∈ {6.25, 12.5} µs. As expected, when the
symbol period and the sequence length K, increase, a better
performance is achieved. Moreover, for the BASK we also
compare the MLSD performance with the symbol-by-symbol
ML. Clearly, when Ts < T0, the MLSD detection outperforms
ML. However, when Ts → T0, the MLSD converges to the
ML detection since the effect of the memory in the system is
eliminated and there is no intersymbol interference. Moreover,
when L = K, the performance is the same even for higher L
i.e., the same performance is achieved when L = 10.

Finally in Fig. 7, we plot the average sequence output power
for three different symbol periods when BASK is applied.
Interestingly, the best performance is achieved when a lower
Ts is used. This occurs from the fact that a lower symbol
period does not allow the capacitor to discharge enough
towards the lower steady state that a low amplitude symbol
would result.

VI. CONCLUSIONS

This paper proposed an accurate and simple-to-use model to
characterize the output voltage of an EH circuit based on the
half-wave rectifier topology. The validity of the analytical ex-
pressions was confirmed with ADS simulations. The proposed
model was further explored in the context of a SWIPT scenario
under the memory effects introduced by the capacitor. We
showed that, with ML detection, the symbol period is critical
to the BER performance due to intersymbol interference.
Therefore, we also applied MLSD, which improves the BER
and allows for high data rates.

Fig. 7: Average sequence power for BASK, L = 6.

REFERENCES

[1] W. Saad, M. Bennis, and M. Chen, “A vision of 6G wireless systems:
applications, trends, technologies, and open research problems,” IEEE
Netw., vol. 34, no. 3, pp. 134–142, May/Jun., 2020.

[2] C. Curina, G. Giordanengo, M. Righero, and G. Vecchi, “Energy
harvesting and wireless power transfer at radio-frequency,” M.S. the-
sis, Electronic Engineering, Politecnico di Torino, 2018. [Electronic],
Available: https://webthesis.biblio.polito.it/7523/

[3] R. Morsi, R. Schober, “Analysis and Design of Communication Systems
with Wireless Power Transfer”, Doctoral thesis, Friedrich-Alexander-
Universität Erlangen-Nürnberg (FAU), 2020. [Electronic], Available:
urn:nbn:de:bvb:29-opus4-148896

[4] R. Zhang and C. K. Ho, “MIMO broadcasting for simultaneous wireless
information and power transfer,” IEEE Trans. Wireless Commun., vol.
12, no. 5, pp. 1989–2001, May 2013.

[5] E. Boshkovska, D. W. K. Ng, N. Zlatanov and R. Schober, “Practical
non-Linear energy harvesting model and resource allocation for SWIPT
systems,” IEEE Comm. Lett., vol. 19, no. 12, pp. 2082–2085, Dec. 2015.

[6] B. Clerckx and E. Bayguzina, “Waveform design for wireless power
transfer,” IEEE Trans. Signal Process., vol. 64, no. 23, pp. 6313–6328.

[7] R. Morsi, V. Jamali, A. Hagelauer, D. W. K. Ng and R. Schober, “Con-
ditional capacity and transmit signal design for SWIPT systems with
multiple nonlinear energy harvesting receivers,” IEEE Trans. Commun.,
vol. 68, no. 1, pp. 582–601, Jan. 2020.

[8] N. Shanin, L. Cottatellucci, and R. Schober, “Markov decision process
based design of SWIPT systems: Non-linear EH circuits, memory, and
impedance mismatch,” IEEE Trans. Commun., vol. 69, no. 2, pp. 1259–
1274, Feb. 2021.

[9] L. R. Varshney, “Transporting information and energy simultaneously,”
in Proc. IEEE Int. Symposium Inf. Theory, pp. 1612–1616, Toronto,
ON, Canada, Jul. 2008.

[10] D.-W. Lim, J. Kang, C. -J. Chun, and H. -M. Kim, “Joint transmit
power and time-switching control for device-to-device communications
in SWIPT cellular networks,” in IEEE Commun. Lett., vol. 23, no. 2,
pp. 322–325, Feb. 2019.

[11] B. Clerckx, R. Zhang, R. Schober, D. W. K. Ng, D. I. Kim, and H. V.
Poor, “Fundamentals of wireless information and power transfer: From
RF energy harvester models to signal and system designs,” EEE J. Sel.
Areas Commun., vol. 37, no. 1, pp. 4–33, Jan. 2019.

[12] X. Zhou, R. Zhang, and C. K. Ho, “Wireless information and power
transfer: Architecture design and rate-energy trade off,” IEEE Trans.
Commun., vol. 61, no. 11, pp. 4754–4767, Nov. 2013.

[13] S. Claessens, D. Schreurs, and S. Pollin, “SWIPT with biased ASK
modulation and dual-purpose hardware,” in Proc. IEEE Wireless Power
Transfer Conf., Taipei, Taiwan, 2017, pp. 1–4.

[14] S. Claessens, N. Pan, M. Rajabi, D. Schreurs, and S. Pollin, “Enhanced
biased ASK modulation performance for SWIPT With AWGN channel
and dual-purpose hardware,” IEEE Trans. Microw. Theory Tech., vol.
66, no. 7, pp. 3478–3486, Jul. 2018.


