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Context
Eurecat



Motivation
Ambisonics

AnonMoos, Wikipedia: Ambisonics

https://en.wikipedia.org/wiki/Ambisonics


Motivation
Blind Source Separation

Adapted from N. Epain et. al., Blind Source Separation using Independent Componen Analysis in the Spherical
Harmonics Domain, 2010



Motivation
Idea

Multichannel spatial information contained in Ambisonics audio
might be exploited by Blind Source Separation algorithms.
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Ambisonics
Theory

Fourier Transform

 http://i.stack.imgur.com/Y5EAf.png.


Ambisonics
Theory

Sarxos, Wikipedia: Spherical Harmonics

https: //commons.wikimedia.org/wiki/File:Harmoniki.png


Ambisonics
Theory



Ambisonics
Formats

Adapted from GAudio , End-to-End VR Audio Solution for Fully Immersive/Interactive Experience, 2016

https://www.slideshare.net/GaudioLab/gaudio-at-aes-conference-2016published-ver


Ambisonics
HRTF - Binaural

NoiseMakers, Ambi Head

http://www.noisemakers.fr/ambi-head/


Ambisonics
Recording

From E. Bates et. al., Comparing Ambisonics Microphones - Part 2, 2017



Ambisonics
Why?



Ambisonics
Why?

Adapted from GAudio , End-to-End VR Audio Solution for Fully Immersive/Interactive Experience, 2016

https://www.slideshare.net/GaudioLab/gaudio-at-aes-conference-2016published-ver
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Sound Source Localization
Linear Arrays - TDoA

From A. Gannot et. al., A consolidated perspective on multi-microphone speech enhancement and source
separation, 2017



Sound Source Localization
Ambisonics Intensity Vector Analysis

Adapted from O. Thiergart et. al., Localization of Sound Sources in Reverberant Environments Based on
Directional Audio Coding Parameters, 2009



Sound Source Localization
B-Format Intensity Vector Analysis

From O. Thiergart et. al., Localization of Sound Sources in Reverberant Environments Based on Directional
Audio Coding Parameters, 2009



Sound Source Localization
B-Format Intensity Vector Analysis

From A. Riaz, Adaptive Blind Source Separation Based on Intensity Vector Statistics, 2015



Sound Source Localization
Ambisonics-SSL review
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Blind Source Separation
Multichannel

From S. Gannot et. al., A Consolidated Perspective on Multi-Microphone Speech Enhancement and Source
Separation, 2017



Blind Source Separation
Multichannel

From H. Sawada et. al., Multichannel Extensions of Non-negative Matrix Factorization with Complex-valued
Data, 2013



Blind Source Separation
Multichannel BSS review



Blind Source Separation
Ambisonics SSL-BSS

From X. Chen et. al., Reverberant speech separation with probabilistic time-frequency masking for B-format
recordings, 2015



Blind Source Separation
Ambisonics SSL-BSS

From X. Chen et. al., Reverberant speech separation with probabilistic time-frequency masking for B-format
recordings, 2015



Blind Source Separation
Ambisonics SSL-BSS review
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Multimodal Enhancement for BSS
Audiovisual SSL

From S. Gebru et. al., Audio-Visual Speaker Localization via Weighted Clustering, 2014



Multimodal Enhancement for BSS
Multimodal SSL/BSS review
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Machine Learning for BSS
Monophonic Musical BSS

From P. Huang et. al., Singing-Voice Separation from Monaural Recordings using Deep Recurrent Neural
Networks, 2014



Machine Learning for BSS
Monophonic Musical DNN for BSS review



Machine Learning for BSS
Multichannel BSS

From A. Nugraha et. al., Multichannel music separation with deep neural networks, 2016



Machine Learning for BSS
Multichannel DNN for BSS review



Machine Learning for BSS
Sound Source Localization

From X. Xiao et. al., A learning-based approach to direction of arrival estimation in noisy and reverberant
environments, 2015



Machine Learning for BSS
Multichannel DNN for SSL review



Machine Learning for BSS
Multichannel SSL-BSS

From X. Xiao et. al., Deep Beamforming Networks for Multi-Channel Speech Recognition, 2016



Machine Learning for BSS
Multichannel DNN for SSL-BSS review
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Summary
Euler Diagram



Summary
Euler Diagram
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Goals & Contributions
Conclusions

I BSS-SSL: stablished, but mostly horizontal FOA and speech

I DNN: promising results for SSL/BSS, but mostly mic arrays
and speech

I Multimodal: ”the area of audio-visual speech processing
remains largely understudied despite its great promise”1

1A. Gannot et. al., A consolidated perspective on multi-microphone speech enhancement and source separation,
2017
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Goals & Contributions
Conclusions

BSS Guidelines2:

1. Consider number of sources and microphones

2. Exploit microphone array geometry

3. Exploit prior/additional information

2A. Gannot et. al., A consolidated perspective on multi-microphone speech enhancement and source separation,
2017
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Goals & Contributions
Goal

Research Goal:

I Investigation, adaptation and improvement of existing
algorithms of Blind Source Separation for application to
Ambisonics, specially focusing on musical applications.
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Contributions

Collateral Contributions:

1. Investigate SSL for HOA based on DNNs

2. Apply Contribution I to BSS, focusing on music

3. Investigate raw multichannel BSS for HOA based on DNNs

4. New approach to multimodal BSS from immersive audiovisual
content
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Methodology
Dataset



Methodology
Dataset

Music:

I MSD100/DSD100

I MIR-1k

Speech:

I TIMIT

I WSJCAM0



Methodology
Dataset

Ambisonics Impulse Response:

I SMIR Generator

I OpenAirLib



Methodology
Dataset



Methodology
Dataset Contributions

Collateral Contributions:

1. Investigate SSL for HOA based on DNNs

2. Apply Contribution I to BSS, focusing on music

3. Investigate raw multichannel BSS for HOA based on DNNs

4. New approach to multimodal BSS from immersive audiovisual
content

5. New tool for procedural creation of reverberant sound scenes,
for training and evaluation purposes



Methodology
Scene Description: SpatDIF



Methodology
Experimental Setups

Ambisonics Microphones Availability:

I SoundField SPS422B

I EigenMike

I Ambeo

I Zoom H2n



Methodology
Experimental Setups



Methodology
Experimental Setups
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Schedule & Dissemination
Schedule

2017 2018 2019 2020

J F M A M J J A S O N D J F M A M J J A S O N D J F M A M J J A S O N D J F M

RESEARCH

Scientific Background

Literature Review

Methodology

Contribution I: SSL

Contribution II : BSS-SSL

Contribution III: DNN 

Contribution IV: Multimodal

Contribution V - Dataset

Main Goal 

Writing

Thesis Review and Writing



Schedule & Dissemination
Dissemination

DISSEMINATION
Conventions

LVA/ICA

ICASSP

AES Convention

SMC

EUSIPCO

ICSA

DAFx

INTERSPEECH

MLSP

ISMIR

Challenges

SISEC (LVA/ICA)

CHiME-n (INTERSPEECH)

MIREX (ISMIR)

Journals
Journal of the Acoustical Society of 
America

IEEE Transactions on Audio, Speech 
and Language Processing

IEEE Transactions on Multimedia

Journal of Electrical and Computer 
Engineering

Journal of New Music Research



Thank you
Questions?
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