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This study provides a comprehensive review and detailed analysis of existing works based on 
deep learning for 3D pose estimation, transforming 2D clothing items into a pe son’s image using 
artificial intelligence (AI) techniques to develop virtual fitting room.  The current results are pre-
sented and discussed, and we summarize the advantages and disadvantages of these existing meth-
ods and provide an in-depth understanding of the field. Besides, we present the commonly used 
standard datasets upon which comprehensive study is conducted for comparison and analysis.
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 ABSTRACT

الملخص

تقــدم هــذه الدراســة مراجعــة شــاملة وتحــليلًا مفــصلًا للأعمــال الحاليــة القائمــة علــى التعلــم العميــق لتقديــر الوضــع ثلاثــي الأبعــاد، وتحويــل 
الــذكاء الاصطناعــي )AI( لتطويــر غرفــة القيــاس الافتراضيــة. إلــى صــورة الشــخص باســتخدام تقنيــات  عناصــر الملابــس ثنائيــة الأبعــاد 
المجــال. لهــذا  معمــق  فهــم  وتقديــم  الأســاليب  هــذه  وعيــوب  مزايــا  وتلخيــص  ومناقشــتها،  الحاليــة  النتائــج  عــرض  يتــم 
والتحليــل. للمقارنــة  شــاملة  دراســة  عليهــا  تجــري  والتــي  الاســتخدام  الشــائعة  المعياريــة  البيانــات  مجموعــات  نعــرض  ذلــك،  إلــى  إضافــة 
الكلمات المفتاحية: التعلم العميق، الشبكة العصبية التلافيفية، التجريب الافتراضي للملابس، الذكاء الاصطناعي، الترميز التلقائي لشخص 

مرتدٍ ملابس، النموذج الخطي متعدد الأشخاص. 

INTRODUCTION

For quite some time now, the world has 
been witnessing a radical shift towards 
the virtual world in various fields, 

where financial and commercial transactions 
and many other fields are now carried out 
entirely through electronic applications, even 
official and government transactions, most 
of which are also took place via Internet.
The recent circumstances that the world 
has witnessed (Corona, wars...) have greatly 
demonstrated the importance of virtual reality, 
especially artificial intelligence and deep 
learning, as these circumstances imposed the 
importance of many human activities not 
being linked to the real presence of people. 
One of the most important activities affected 
by this new trend is commercial activities, as 
the localization of e-commerce technology has 
become of great importance and necessity. On 
the other hand, the new information fields of 

artificial intelligence and deep learning provide 
many advanced tools to localize this technology.
There is no doubt that the development in the 
field of digital transformation has made great 
strides in many fields, and many activities have 
now been carried out entirely over Internet 
using appropriate applications. It is natural 
that the expansion of digital transformation’s 
control over commercial activity is related to the 
development of tools and algorithms that enable 
us creating applications suitable for each field.
Another important justification for this study 
is the lack of programs that support remote 
shopping in an interactive way that simulates 
the process of traditional presence in the store.
Based on a review of previous studies in the field 
of virtual clothing [1], it has become clear that 
most of the proposed models have limitations 
related to the data on the target clothing and the 
people wearing those clothing. In this review, we 
conduct a comparative study on investing deep 
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learning and deep fake algorithms to choose the 
best three-dimensional digital models of colored 
clothing and reveal their attributes [2][3][4].
This topic needs to address several axes, 
the most important of which  are studying 
the digital models used in deep learning 
algorithms, studying algorithms for human 
body detection and determining reference 
points that correspond to digital models [5]
[6], and studying deep fake algorithms to give a 

real impression about clothing these models [7].

 

Figure 1: An example of the main layers of a CNN

General Methodology
According to the studies, virtual fitting rooms 
adopt AI techniques, deep learning algorithms, 
and neural networks to develop virtual try-on 
clothes. One of the most widely used learning 
algorithms is convolutional neural networks 
(CNN) (Figure 1), which is used to prepare 
3D networks of the human body and can be 
generalized to different body shapes and poses.

The general architecture of generative 
models based on CNN consists of:
•          Dataset including multiple meshes of clothed human 
scans, different types of outfits, and different poses.
• Encoder
• Decoder
• Discriminator
CNN is compatible with the famous Skinned 
Multi-Person Linear Model (SMPL) body model, 
which is defined as a realistic 3D model of the 
human body based on extracting and blending 
shapes through thousands of 3D body scans [8].
SMPL is more accurate than other models 

and is compatible with existing graphic 
pipelines. It is viewed as skinned vertex-
based model that accurately represents a wide 
variety of body shapes in natural human poses.
One of the latest network models is the 
Clothed Auto Person Encoding (CAPE) that 
provides SMPL mesh-registered 4D scans of 
people wearing cloths, along with recorded 
scans of real body shapes under clothing [9]. 
CAPE adds two stages to the general 
architecture as follows (Figure 2):
 

Figure 2: CAPE network architecture [9]
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Condition Module
For pose θ, CAPE removes non-clothing  parameters, 
e.g. head, hands, fingers, feet and toes, resulting in 
14 valid joints from the body. The pose parameters 
from each joint are represented by the flattened 
rotational matrix. This results in the overall 
pose parameter R, that feeds into a small fully-
connected network θ. The clothing type C refers 
to the type of “outfit”, i.e. a combination of upper
body clothing and lower body clothing. As 
the types of clothing are discrete by nature, 
CAPE represents them using a one-hot 
vector, C, and feeds it into a linear layer.
Conditional Residual Block (CResBlock):
CAPE adopts the residual block (ResBlock) 
from Kolotouros et al. [11] which includes 
ensemble normalization [13], nonlinearity, a 
graph convolutional layer and a graph linear 
layer. After input to the residual block, CAPE 
appends a state vector to each input node along 
the feature channel. ResBlock is the graph 
residual block from outputs on each node.

RELATED WORK
The related works can be classified into three axes:

Reconstructing 3D Humans 
Reconstruction of 3D humans’ bodies from 2D 
images and videos is a classical computer vision 
problem. Most approaches [32 ,18] output 3D body 
meshes from images, but not clothing. This ignores 
image evidence that may be useful. To reconstruct  
clothed bodies, methods use volumetric [30  ,20] 
or bi-planar depth representations [12] to model 
the body and garments as a whole. While these 
methods deal with arbitrary clothing topology and 
preserve a high level of details, the reconstructed 
clothed body is not parametric, which means 
that the pose, shape, and clothing of the 
reconstruction cannot be controlled or animated.
Another group of methods is based on SMPL 
[25, 31]. They represent clothing as an offset 
layer from the underlying body as proposed in 
Cloth Cap [28] as shown in (Figure 3). These 
methods can change the pose and shape of the 
reconstruction using the deformation model of 
SMPL. This assumes that clothing deforms like 
an undressed human body; i.e. clothing shape 
and wrinkles do not change as a function of pose.

Figure 3: ClothCap approach [28]

Parametric Models For 3D Bodies And Clothes
Statistical 3D human body models learned from 
3D body scans [32  ,23] capture body shape and 
pose and they are an important building block for 
multiple applications. Most of the time, people 
are dressed and these models do not represent 
clothing. In addition, clothes deform as we move, 
producing changing wrinkles at multiple spatial 
scales. While clothing models learned from real 
data exist, few can be generalized to new poses.
For example, Neophytou and Hilton [34] proposed 
to learn a layered garment model from dynamic 
sequences, but generalization to novel poses is not 
demonstrated. Yang et al. [27] trained a neural 
network to regress a PCA-based representation of 

clothing, but they proved the generalization on the 
same sequence or on the same subject. Lahner et 
al. [29] proposed to learn a garment-specific pose-
deformation model by regressing low-frequency 
Principal Components Analysis (PCA) components 
and high frequency normal maps. While the visual 
quality was good, the model is garment-specific and 
does not provide a solution for full-body clothing. 
Similarly, Alldieck et al. [25] as shown in (Figure 4) 
used displacement maps with a UV parametrization 
to represent surface geometry, but the result was 
only static. Wang et al. [24] allowed manipulation 
of clothing with sketches in a static pose. The Adam 
model proposed in [23] can be considered clothed 
but the shape is very smooth and not pose dependent.



Research Article: Alshabab & Albitar

SJSI - Special Issue (HITECH 3) 2024 

Hitech 3 3 4

Clothing models have been learned from physics 
simulation of clothing [33  ,19], but the visual 

reliability was limited by the quality of the 
simulations.

Figure 4: Displacement maps with a UV parametrization to 
represent surface geometry [25]

Generative Models on 3D Meshes
CAPE model predicts clothing displacements on 
the graph defined by the SMPL mesh using graph 
convolutions [10]. However, there is an extensive 
recent literature on methods and applications 
of graph convolutions such as [26  ,21]. Most 
relevant here, Ranjan et al. [26] proposed to 
learn a convolutional auto encoder using graph 
convolutions with mesh down- and up-sampling 
layers [13]. Although it worked well for faces, the 
mesh sampling layer made it difficult to capture the 
local details, which are key in clothing, while CAPE 
captures local details by extending the PatchGAN 
[22] architecture to 3D meshes (Figure 2).
Comparison and Discussion:
comparing between public 3D clothed human 
datasets according to six points (Captured, 
Available Body Shape, Registered, Large Pose 

Variation, Motion Sequence, High Quality 
Geometry) leads to the following results:
●Inria Dataset presented an approach to 
automatically estimate the human body shape 
under motion based on a 3D input sequence 
showing a dressed person in possibly loose clothing.
●It has no registered 3D meshes of clothed 
human scans. It has limited variation in pose 
and low quality geometry [14] (Figure 5).
●BUFF Dataset introduced a method to estimate a 
detailed body shape under clothing from a sequence 
of 3D scans. This method exploits the information 
in a sequence by merging all clothed registrations 
into a single frame as shown in (Figure 6).
●BUFF Dataset is like Inria but 
has high quality geometry [15].

Figure 5: Inria Dataset approach [14]
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Figure 6: Qualitative pose estimation results on BUFF dataset [15] Left to 
right: scan, Yang et al. [27], BUFF result

Adobe Dataset key insight is to use 
skeletal pose estimation for gross 
deformation followed by iterative nonrigid 
shape matching to fit the image data.
●Adobe Dataset does not have human 
body shapes. It has limited variation 
in pose and low quality geometry [12].
3D people dataset proposed a new algorithm 

to perform spherical parameterizations of 
elongated body parts, and introduced an end-
to-end network to estimate human body and 
clothing shape from single images, without 
relying on parametric models, (Figure 7).
●3D People Dataset contains all the 
points but lacks the ability to capture and 

Figure 7: Annotations of the 3D People Dataset [10]

●CAPE Dataset contains all the points, as shown in 
(Figure 8). Given a SMPL body shape and pose (a), 
CAPE adds clothing by randomly sampling from 
a learned model (b, c), and can generate different 

clothing types — shorts in (b, c) vs. long-pants in 
(d). The generated clothed humans can generalize 
to diverse body shapes (e) and body poses (f).

Figure 8: CAPE model for clothed humans [9]
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Characterized by accurate alignment, consistent 
mesh topology, ground truth body shape scans, 
and a large variation of poses, CAPE features 
make it suitable not only for studies on human 
body and clothing, but also for the evaluation 
of various Graph CNNs. However, CAPE differs 
from the other methods in learning a parametric 
model of how clothing deforms with pose.
Furthermore, all the methods of Parametric 
models are regressors that produce single 
point estimates. In contrast, CAPE is 
generative, which allows to sample clothing.
A conceptually different approach infers 
the parameters of a physical clothing model 
from 3D scan sequences was proposed in [17]. 
This can be generalized to novel poses, but 
the inference problem is difficult and, unlike 
CAPE, the resulting physics simulator is not 
differentiable with respect to the parameters.
Since the presented results confirmed the 
investment of deep fake in the field of 
virtual dressing, we are on the way towards 
investing in artificial intelligence and neural 
networks in this field, in parallel with the 
very rapid development in electronic clothing 
marketing, and in response to the requirements 
of the local and global market in this field.

CONCLUSION
Although the results of the previous 

studies are significant, the research remains 
open due to the limitations of the approved 
methods, which can be summarized as follows:
● The limitation of the offset representation for 
clothing such as skirts and open jackets differ 
from the body topology and cannot be represented 
by offsets as shown in (Figure 9). Mittens and 
shoes can technically be modelled by the offsets, 
but their geometry is sufficiently different from 
that of fingers and toes, making this impractical.
● Dynamics issues: the approved models take 
a long time to train the algorithms, because 
the generated clothing depends on pose, and 
does not depend on dynamics. This does not 
cause a severe problem for most slow motions 
but cannot be generalized to faster motions.
Future work will address models of clothing, 
but instead of scanning the entire body, we 
propose to consider sufficient features on 
the body to estimate the shape of the body 
which may be sufficient for virtual dressing.
Therefore, one will not need to photograph the 
body completely naked or with a minimum 
amount of clothing, as we propose to conduct 
an investigation of certain points of the body.
Another restriction can be added to make the 
work easier is to deal with the human body 
as two parts, upper and lower, based on the 
International Standard Organization (ISO) 
standards to assign points to the human body [16].

Figure 9: Qualitative results on fashion images [9]
SMPL [8] results are shown in green, CAPE results are in blue
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