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Outline and Aims of BioImage Embed
Goal: Provide a model that can featurise bioimages

Outline 

• BIA


• Autoencoders


• AE,VAE,VQVAE,MAE


• Pretraining


• Scale


• BioImage Embed


• More biological applications 

Aims 

• Large scale pretraining on EBI data 


• Model fine tuning


• Flexible configuration with a BioImage 
Focus


• HPC and Cloud native


• Automated MLOps


• Model selection, validation
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BioImageArchive

BioImage Archive3D electron 
microscopy 
(+others)

Selected 
reference 
datasetsAll other 

imaging 
(e.g., light 
microscopy)
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Dimensionality reduction

• We can represent the salient parts of data using dimensionality reduction 
techniques


• PCA is a classical approach whereby eigenvectors are calculated along the 
axes of maximal variance


• Rotation in higher dimensional space


• UMAP and t-SNE both use machine learning to rotate and contour this space 
(manifold)



Flavours of AutoEncoders

• AutoEncoders’ latent space is usually


• Sparse 

• Unstructured


• Nonsense between points (posterior collapse) 

• Variational AutoEncoders (VAE) 

• add a gaussian prior to latent (embedding) space


• No longer sparse or unstructured


• Vector quantised VAEs (vqVAE)  

• discretise the latent space


• No longer sparse or unstructured


• Helps with posterior collapse

https://arxiv.org/abs/1312.6114

VAE

vqVAE











Vector quantised variational AutoEncoder (vqVAE)

• ResNet-50 encoder-decoder pair


• Deep convolutional neural 
network with “residual” skip 
connections


• ~ 2 million parameters

https://arxiv.org/abs/1312.6114

CNN: ResNet-50 Latent space



VQVAE model loss
VQ-VAE loss

1. 


• Reconstruction loss


2. 


• As the codebook does not have a 
gradient, the model cannot learn to 
use the codebook embeddings 
without a special loss term. 


3. 


• The commitment loss enforces the 
encoder to tightly associate its 
outputs with the codebook 
embeddings

ℒrecon(x, x′￼) =
n

∑
i=1

(xi − x′￼i)2

ℒvq = | |sg[ze] − e | |2
2

ℒcommit = | |ze − sg[e] | |2
2



Image Data Resource (IDR)
https://idr.openmicroscopy.org/
• Reference database of 

published microscopy data


• Contains ~ 13 million biological 
images across 115 studies 


• Spans multiple organisms, 
tissues, cell types, disease 
states, treatment conditions 
etc.
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Initial Pretraining scope
Selected datasets
• Subset of human cell high-content screening IDR studies with interesting and simple 

image classification problems

• Experiments   Image Dataset Size   Associated metadata 

• IDR0006       [16.6 TB]           Genes (localisation) 

• IDR0036       [1.20 TB]           Cell states 

• IDR0093       [1.62 TB]           Genes (morphometric response) 

• IDR0094       [1.41 TB]           COVID Drug response
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Technology stack
bioimage_embed

• bioimage_embed generates 
the models


• Uses timm for 
optimiser+scheduler pair


• pydantic for configuration 
and configuration validation


• hydra for the CLI


• Ray for hyperparamter tuning


• Wraps this in pytorch 
lightning, handling


• Data parallelisms, splitting


• Checkpointing, logging


• Albumentations for 
augmentations

<latexit sha1_base64="jBroGcvwnH4thk5Kwg6+f8eMaYw=">AAADOHicbVLLbhMxFPUMr1JeKSzZWERULEI1E6mlYtUWVSoSRS1q0kqZKLI9N4mJHyPbg4hG+QS+hh2CD2HHDrFlyQrPZFKaliuNfHzvOdfXZ0wzwa2Lou9BeO36jZu3Vm6v3rl77/6DxtrDrtW5YdBhWmhzRokFwRV0HHcCzjIDRFIBp3TyqqyffgBjuVYnbppBX5KR4kPOiPOpwVqwnlAYcVU44iWz3riPEwbKgeFqhP/VckHMrBCMzXDidGZyAXjdQ/jo6LDYI2xCtQI7u5A81CkIT09wInlaKRalzOi0pL4D+xZcvN2q0Wa0QHEUn8PNtqd2d/dbuHtcLbv7Vde6GQVHymbd1yfPD1rV8qaFE5D6PS/G+cgP5auHtYhq57ScTwMqPb8bTgShIMr9S1lO7mULgjdm0GhGG1EV+CqIa9BEdRwNGn+SVLNcei+ZINb24ihz/YIYx5nvt5rkFjJvGxlBz0NFJNh+Uf3QGX7qMykeauM/5XCVvagoiLR2KqlnSuLG9nKtTP6v1svdcLtfcJXlDhSbHzTMBXYal68Dp9wAc2LqAWGG+1kxGxNDmH8Qy6dQrSfeGrt0k6IyvTQrvmzNVdBtb8RbG1vH7ebOXm3bCnqMnqBnKEYv0A46QEeog1jwKfgcfA2+hV/CH+HP8NecGga15hFaivD3X4H6Bt8=</latexit>

Backbones Model
prod ResNet18, ResNet50, ResNet101, ResNet152 VAE, VQVAE, AE
beta VIT-H, VIT-L, 🤗 MAE
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1. Initialisation
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Logging

1. Initialisation
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Logging 2. Data subset - hyperparameter tuning 

1. Initialisation
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Logging 2. Data subset - hyperparameter tuning 

3. Training

1. Initialisation
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Logging 2. Data subset - hyperparameter tuning 

3. Training

4. End

1. Initialisation
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Model training
bioimage_embed
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ShapeEmbed treats distance matrices as images,
which naturally lend themselves to being interpreted by
powerful and established convolutional network mod-
els. Convolutional autoencoders are widely utilized for
image-based representation learning due to their flex-
ibility in regularization, facilitated through both data
augmentation and loss function adjustment [6]. In this
study, we employ a Vector Quantized Variational Au-
toencoder (VQVAE, [34]) using a ResNet50 [18] en-
coder and decoder pair. ResNets are ubiquitous in
computer vision and have been shown to be e�ective
at extracting features from images [38]. We chose
ResNet50 as a feature extractor to reduce the general
memory requirements and training time of the model.
Importantly, corresponding mirrored ResNet architec-
tures for latent space decoding are not only proven and
well-established but also widely accessible [15].

VQVAEs, a variant of VAEs, utilize a discrete latent
space and have been shown to be e�ective in learn-
ing representations of images and largely outperform
vanilla VAEs. In particular the latent representation
of the bottleneck regularises the model against mode
collapse, which typically plagues VAEs [?] VU: please
add your ref for this. VQVAEs are generally robust to-
wards varying hyperparameter choices, and still man-
age to learn a meaningful, structured, and disentangled
latent space [?] VU: please add your ref for this. One
quirk aspect of the VQVAE architecture is that back-
propagation through the code-book is not possible as
this operation is not di�erentiable. To circumvent this,
the code-book training employs a straight-through es-
timator and is skipped during the reverse pass. In
our study, we have decided to treat the discrete la-
tent space as a continuous latent space by extracting
the pre-quantization layer for subsequent latent-space
analysis. This approach does not yield a truly dis-
crete latent space, but the discrete characteristics of
the latent space still o�er the benefits associated with
a discrete latent space.

In our model, the final layer of the encoder, which
is traditionally a fully connected layer, is replaced by a
convolutional layer with a kernel size of 1 ◊ 1. For
a batch of B contours composed of P points, this
projects the (B, 32, P, P ) tensor output of the encoder
to (B, 16, P, P ) which can then be ingested by the
(16 ◊ 16) code-book. The feature map generated by
the convolutional layer is then flattened into a vector,
which is subsequently passed into the pre-quantization
layer. The pre-quantization layer employs a 1 ◊ 1 con-
volution and has 16 output channels to match the em-
bedding dimension of the code-book. The role of the
pre-quantization is to prepare the encoded input for
subsequent matching with the code-book, preserving

spatial relationships across the input tensor’s width
and height. The quantization layer itself is a nearest
neighbor look-up which identifies the code-book’s em-
bedding vector that most closely aligns with the input
vector. Special attention must be given to the tensor
shapes fed into and out of the pre-quantization layer
as they must be compatible with the decoder on the
opposite side of the quantization and code-book layers.

3.4. Data augmentation

As ShapeEmbed ingests distance matrices that are
already invariant to translation, rotation, scaling and
reflection, we only augment the input by rotating the
point order of the distance matrices to make the model
invariant to the choice of indexing. We implement this
as follows: at each epoch of the training, the input
matrix is rolled by a random integer between 0 and
N ≠ 1. The increases the e�ective size of the training
set by a factor of N and encourages without enforcing
the model to be agnostic to indexation

Table 1: ShapeEmbed hyperparameters

Parameter Value
Model epochs 100

batch size 64
latent dim 16
num embeddings 16
num hiddens 16
num residual hiddens 32
num residual layers 150
commitment cost 0.25
decay 0.99

Optimizer opt LAMB
lr 0.001
weight decay 0.0001
momentum 0.9

LR scheduler sched cosine
min lr 1e-4
warmup epochs 5
warmup lr 1e-6
cooldown epochs 10
t max 50
cycle momentum False

3.5. Loss

ShapeEmbed uses a largely unmodified VQVAE loss
function, with the addition of a Euclidean distance ma-
trix loss term.
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• CPU machine type  used :n1-standard-16


• The accelerator used is GPU: 
NVIDIA_TESLA_T4 


• 50 concurrent GPUs 

• Training time reduced due to early stopping 

• Training time is heavily reliant on 
hyperparameters


• Decreasing learning rate yielded 7-fold 
improvement in training time  


• Scale training of the model up to 110 000 
images (1.2 TB), representing a large subset of 
study IDR00093.

Experiments for scaling

25



Visual assessment of model image reconstruction
Input and output of trained model

Image set from IDR00093 Reconstruction
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Bioimage specific considerations and tricks

1. Tunable latent space size


• Users want to choose how many 
features the model generates


2. ND Colour Channels


• Most models by default are 3 
colour channels


• BioImages do not abide by this


3. Batch effects


• Images from repeats should 
produce similar features


4. Mixed datasets


• Variable size length of channels 
and dyes, time, depth



1. Tunable latent space size
VQVAE as an example

• Issue: 

• Encoders vary in their feature size


• Decoders expect a specific tensor size in


• ResNetXX sizes:


• 18,34,50: 512


• 101,152:  2048


• Trick:  

• Adaptive averaging from encoder output


• Tensor repeat (torch.expand) back to 
what the decoder expects



2. ND Colour channels
Expand channels into batch

• Issue: Most image models take inputs of 
x.shape


• Bioimage datasets can be 


• [batch,c,y,x] where 


• Most image models take inputs of x.shape


• [batch,3,y,x]


• Trick: Put colour channels in batch_dim, then 
expand c_dim to 3


• Possible because batch is allowed to vary 
during training 

c ∈ {n ∈ ℤ | n ≥ 1}



3. + 4. Mixed data
Full process

• Issue: Due to previous tricks the 
model doesn’t know that 
additional dimensions are related, 
(z,c,t,plate,well,batch 
etc)


• Trick: Use contrastive learning to 
make sure their latent 
representations are similar



Visual assessment of model image reconstruction
Input and output of trained model

Image set from IDR00093 Reconstruction

31



         Gene    precision    recall  f1-score   support 

                   0.00      0.00      0.00         3 

       GHRHR       0.00      0.00      0.00         1 

       KIF11       0.75      0.94      0.83        16 

        PIGF       0.00      0.00      0.00         1 

        PIM2       0.00      0.00      0.00        27 

      PTPN12       0.00      0.00      0.00         5 

       RGS10       0.00      0.00      0.00         2 

     SLC25A3       0.00      0.00      0.00        21 

    Wildtype       0.60      0.97      0.74        90 

    accuracy                           0.61       166 

   macro avg       0.15      0.21      0.17       166 

weighted avg       0.40      0.61      0.48       166 

Model inference of gene labels in IDR00093 
Using best model

Wildtype

KIF11

Random forest label prediction scores from subset embeddingsUMAP of embeddings
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Large model Training

• Data parallelism


• Dataset is split per training node


• Same model per node


• Gradients can be accumulated


• Model parallelism


• Model is split per training node


• Gradients have to be synchronised 
quickly 






Challenges + Tips

• Larger batches are always better


• They converge faster


• Choose largest that fits in 
memory


• CPU bottlenecks lead to GPU 
bottlenecks


• Raw tiffs are slow, pngs are 
faster, zarr loading also slow


• GPU bottlenecks


• 1 device per node is bad for 
model parallelism 


• Generally we see diminishing 
returns on speed for model 
sharding and data parallelism


• Hyperparameter tuning is 
embarrassingly parallel 

https://lightning.ai/docs/pytorch/stable/advanced/training_tricks.html



Biological applications
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fold contains 20 images reserved for model validation,
leaving a total of 80 images in each training set. The
model was trained for 100 epochs, with a batch size of
64. This was empirically determined to be su�cient
for the model to achieve convergence, ensuring opti-
mal model performance and accuracy. The training per

se was carried out on an NVIDIA Tesla 2080ti GPU,
a high-performance computing hardware characterized
by 12GB of onboard memory.

Hyperparmeters of the model and training proce-
dure are provided in Table 1, and were chosen em-
pirically using values reported in the literature [36].
We used Pytorch lightning [16] to wrap the models for
training and inference. We relied on TIMM [36] for the
pretrained ResNet models, as well as for the learning-
rate schedulers and optimizers. Finally, we leveraged
Hydra [39] for model training CLI and for variable pass-
ing through configuration files.

5. Results and Discussion
Once trained, we used ShapeEmbed to infer latent

representations of object masks that were not included
during training, and used it to assign a class label for
the object (alive-dead for BBBC010). We first qual-
itatively inspect a 3D projection of the latent space
using UMAP [25], and then train a random forest clas-
sifier [19] to retreive individual object labels.

5.1. Qualitative assessment of the latent space

In Figure 5, we display the UMAP projection of
the representation learned by ShapeEmbed for the
BBBC010 dataset. Each individual sample is color-
coded according to its ground-truth class (dead or
alive). The two classes are here observed to separate
clearly and form two distinct clusters. We observe that
the cluster of dead worms is more spread out than the
cluster of live worms, which contradicts the intuition
that dead worms, being mostly straight rods, exhibit
less shape variation that their live counterpart. A pos-
sible explanation for this behaviour can be found in
the dataset imbalance (see Section 4.1), which may be
skewing the latent space towards the more abundant
class.

5.2. Quantitative assessment of classification per-

formance

To carry out a quantitative assessment of the quality
of the shape representation learned by ShapeEmbed,
we trained a random forest classifier on the latent space
vectors to classify the worms. As baselines, we compare
against the classification performance of the same ran-
dom forest model trained on a feature vector of Fourier
coe�cients obtained through EFD (Section 2.2), and

Class
alive

dead

UMAP0

UMAP1

Figure 5: Write caption

on a vector of handcrafted region properties features
extracted with scikit-image [35] (Section 2.1). We re-
port performance as measured by the classical met-
rics (accuracy, precision, recall, and F1 score) in Fig-
ure 6. ShapeEmbed is observed to consistently outper-
form the considered classical methods, with a balanced
scoring across both accuracy and recall. This suggests
that the model is not overfitting to the training data
and that the latent space is well-structured.

6. Conclusions
In this work, we have introduced ShapeEmbed, a

novel method for learning descriptors of the shape of
objects as described by their pixel contour. The repre-
sentation we construct is invariant to the geometrical
transformations that are commonly agreed not to al-
ter shape information, and is therefore akin to a true
shape space. The key ingredient of our approach is to
rely on distance matrices, which are a very natural way
to represent 2D pixel outlines. The properties of dis-
tance matrices can be used to enforce invariance to the
indexation of the considered contour, and to regularise
autoencoder models. We have demonstrated that the
shape representation learned by our method is e�ec-
tive at identifying di�erent biological conditions over
various types of experiments and images. We were also
able to show that the shape descriptors provided by
ShapeEmbed outperforms the ones constructed relying
on classical methods such as EFD and summary statis-
tics. As ShapeEmbed is a general method for learning
shape descriptors, it is possible to use it on a broad
range of biological problems. ShapeEmbed is agnostic
to image size and can be adapted to perform on a wide
variety of object sizes with minimal modifications to
the contour interpolation step.
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shape_embed

• Use distance matrix 
representation of masks/
contours


• Agnostic to rotation and 
translation


• Feed those distance matrices 
into the model


• Generate shape 
representation
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D

contour
extraction

(a) Generation of distance matrix from a segmentation mask.

D

x z xÕ

DÕ

(b) Learning of shape descriptor with ShapeEmbed.

Figure 2: Overview of the proposed pipeline. (a) The coordinates of the points in the contour of a segmented object
are extracted (here represented as an overlay color-coded by point index) and used to create a Euclidean distance
matrix D. This distance matrix is invariant to rotation, translation, scaling, and reflection transformations of
the original object contour. (b) The distance matrix D is fed into ShapeEmbed, a self-supervised learning model
encoding D into a representation that is invariant to changes in indexation of the original object contour. The
resulting shape descriptor z can then be used as a standard feature vector to carry out shape analysis. VU:
Remaining edits in panel (b): 1) remove x and have D go straight into the model, 2) add an arrow from z going
out to ”shape descriptor” or ”feature vector”
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Figure 3: Achieving indexation invariance. As any of
the N points in a contour can be considered as origin,
all possible N rolls of the distance matrix must be com-
bined into to the same representation. We here display
the four equivalent matrices of a four-point contour,
which transform into each other circularly.

involved with learning shape representations based on
pixel-valued masks wherein invariance to geometrical
transformations is approximated by data augmenta-

x EE q(z)

CodebookCodebook

e D xÕ

Stop
Gradient

Figure 4: ShapeEmbed backbone. The VQVAE used
includes a ResNet encoder decoder pair (E and D) and
a discrete vector codebook. The codebook is trained
using a straight-through estimator and skipped dur-
ing the reverse pass with stop gradient. The output
of the pre-quantisation layer q(z) output is used as a
proxy for a continuous latent space. The codebook em-
bedding vector that is closest to the input vector z is
denoted as e and is fed into the decoder D to obtain a
reconstruction xÕ of the input x.

tion. In contrast, we only rely on data augmentation to
grant invariance to reindexing, a transformation which
e�ect can be fully characterized by a finite set of mod-
ifications to the input distance matrix.
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shape_embed results
Classification power

• Scoring with RandomForest


• Region props = [size, extent etc.]


• Broadly outperforms classical approaches
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mask embed fourier coe�s regionprops
trial
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test f1

Figure 6: Write caption

Though not explored in this work, our proposed
pipeline is amenable to modifications of the autoen-
coding model architecture. ShapeEmbed could be used
with any other autoencoder or transformer based mod-
els, which may further improve its performance on
more complex shapes. Asymmetric encoder-decoder
pairs, such as a convolutional encoder and a trans-
former decoder, or di�erently sized encoder-decoder
pairs could also be explored and considered. Increas-
ing the complexity of the decoder may lead to more
precise distance matrix reconstructions, and therefore
more precise shape representations. Although the de-
scriptors extracted by ShapeEmbed are by construc-
tion invariant to a range of transformations and have
been shown to e�ectively capture shape information in
the context of classification, the main limitation of our
pipeline is that we do not explicitly constrain the struc-
ture of the latent space. Future work includes probing
this aspect further, and exploring how to further im-
prove ShapeEmbed such that the learned latent space
can be used to carry out shape interpolation and gen-
erative shape modelling.

A recurring challenge in deep learning challenge is
the lack of training data, which is particularly true
for biological imaging. The shape space learned by
ShapeEmbed could serve as basis for the generation of
synthetic shapes that retain the geometry of real bi-
ological objects. A future form of the pipeline could
include an additional style transfer module, allowing
the generation of synthetic images featuring objects of
known contour that could be used for ”shape-aware”
data augmentation during training.
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Histopathology patch similarity

• Large histopathology 
image


• Autoencoder encodes 
patches to patches


• Use latent 
representation and 
euclidean distance to 
find similar patches



Future work
• Release challenge datasets


• Pre-training + labelled


• MultiModal learning


• Text - Dyes are extremely important


• Metadata, papers etc


• Shape - segmentations exist for some 
data


• More data - Include BIA


• Larger pretraining


• More contrastive learning


• More useful in finetuning


• Beta user public release


• More backend models


• Transformers, HuggingFace models
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Distance matrices

• Invariant to:


• Rotationally invariant


• Scale invariant  

• With Frobenius norm


• Translation invariance


• Reflection invariance


• Single shape prior
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Figure 1: Euclidean distance matrix of a simple contour of four points. Each point in the contour is depicted
as a node and numbered according to its index. Each row in the matrix contains the Euclidean distances from
a given point to all other points in the contour including itself, resulting is a zero diagonal. The rows of the
matrix are ordered according to the point ordering in the contour: as a consequence, subsequent rows correspond
to subsequent points.

points are not a�ected by this transformation. To
demonstrate that formally, consider reflection about
a line L going through the coordinate system origin
and making an angle ◊ with the abscissa. The reflec-
tion operation transforms the original contour Cn(x, y)
to a new one C Õ

n(xÕ, yÕ), where (xÕ, yÕ) = (x cos 2◊ +
y sin 2◊, x sin 2◊≠y cos 2◊). The Euclidean distance be-
tween any two points (xÕ

i, yÕ
i) and (xÕ

j , yÕ
j) in the re-

flected contour C Õ
n can be demonstrated to be equal to

the distance between (xi, yi) and (xj , yj) in the orig-
inal contour as the trigonometric terms get reduced
through the Pythagorean identity in a similar fashion
as for rotations.

Scaling. Scaling invariance can be achieved by nor-
malizing distance matrices. Consider a scaling oper-
ation that multiplies the coordinates of the points in
a contour Sn(x, y) by a scale factor a. This opera-
tion generates the new contour C Õ

n(x, y) = Sn(ax, ay).
In the scaled shape, the distance dÕ

ij between any two
points (xÕ

i, yÕ
i) and (xÕ

j , yÕ
j) can be shown to be a times

the corresponding distance in the original contour. As
a consequence, the Frobenius norm of the distance ma-
trix DÕ for the scaled contour, defined as the square
root of the sum of the squares of all the matrix ele-
ments, is a times the Frobenius norm of the distance
matrix of the original contour D. Since the distance
matrix scales proportionally to the original contour
upon resizing, we can normalise the distance matrix by
dividing it by its Frobenius norm. This normalisation
makes our representation scale invariant.

Indexation invariance. An object contour is de-
scribed as a set of ordered 2D coordinates. Though
the ordering of the points (i.e., which one follows and
precedes which) crucially holds shape information, the

choice of the origin of indexation (i.e., which point has
index 0) is irrelevant. As a consequence, we seek to
make our representation independent of any rolling of
the point order. Unlike translation, rotation, and scal-
ing, there exist a finite number of di�erent indexations
of a contour that do not change its point ordering.
More precisely, for a contour of N points, all possi-
ble choices of origin are captured by the N distance
matrices with entries

Dij(n) = d((i+n≠1) mod N)+1,((j+n≠1) mod N)+1.

As an illustration, we depict in Figure 3 the four equiv-
alent matrices of a simple quadrilateral polygon. In-
dexation invariance can be achieved by identifying a
common representer for these matrices. Although not
straightforward to identify analytically, a representa-
tion that maps all N matrices into the same output can
be identified computationally relying on self-supervised
learning, as we shall see in Section 3.4

3.3. ShapeEmbed

As previously shown, the distance matrix represen-
tation we adopt grants invariance to similitude trans-
formations and to reflection, and allows identifying
all indexation transformations of a given contour. To
achieve our desired final representation that is invari-
ant to translation, rotation, scaling, and indexation,
we propose to rely on ShapeEmbed, a custom self-
supervised deep learning model. ShapeEmbed encodes
a distance matrix constructed as described in Sec-
tion 3.1 into a feature vector representation of the orig-
inal contour that is invariant to the arbitrary choice of
point indexing. By using distance matrices as input, we
additionally impose rotation, translation, scaling, and
reflection invariance on the representation learned by
the model. Specifically, our approach subverts issues

4



Distance matrices
Indexation invariance
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Figure 2: Overview of the proposed pipeline. (a) The coordinates of the points in the contour of a segmented object
are extracted (here represented as an overlay color-coded by point index) and used to create a Euclidean distance
matrix D. This distance matrix is invariant to rotation, translation, scaling, and reflection transformations of
the original object contour. (b) The distance matrix D is fed into ShapeEmbed, a self-supervised learning model
encoding D into a representation that is invariant to changes in indexation of the original object contour. The
resulting shape descriptor z can then be used as a standard feature vector to carry out shape analysis. VU:
Remaining edits in panel (b): 1) remove x and have D go straight into the model, 2) add an arrow from z going
out to ”shape descriptor” or ”feature vector”
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Figure 3: Achieving indexation invariance. As any of
the N points in a contour can be considered as origin,
all possible N rolls of the distance matrix must be com-
bined into to the same representation. We here display
the four equivalent matrices of a four-point contour,
which transform into each other circularly.

involved with learning shape representations based on
pixel-valued masks wherein invariance to geometrical
transformations is approximated by data augmenta-

x EE q(z)

CodebookCodebook

e D xÕ

Stop
Gradient

Figure 4: ShapeEmbed backbone. The VQVAE used
includes a ResNet encoder decoder pair (E and D) and
a discrete vector codebook. The codebook is trained
using a straight-through estimator and skipped dur-
ing the reverse pass with stop gradient. The output
of the pre-quantisation layer q(z) output is used as a
proxy for a continuous latent space. The codebook em-
bedding vector that is closest to the input vector z is
denoted as e and is fed into the decoder D to obtain a
reconstruction xÕ of the input x.

tion. In contrast, we only rely on data augmentation to
grant invariance to reindexing, a transformation which
e�ect can be fully characterized by a finite set of mod-
ifications to the input distance matrix.

5

• Achieved through augmentation


• Possible number of 
augmentations


•  ∥diag(D)∥
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Contour extraction

• Crop centroid 


• Window size hyperparam 

• Marching squares


• Fit cubic spline


• Resample


• Currently uses a stardist style ray casting


• Should use spline resampling
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Figure 2: Overview of the proposed pipeline. (a) The coordinates of the points in the contour of a segmented object
are extracted (here represented as an overlay color-coded by point index) and used to create a Euclidean distance
matrix D. This distance matrix is invariant to rotation, translation, scaling, and reflection transformations of
the original object contour. (b) The distance matrix D is fed into ShapeEmbed, a self-supervised learning model
encoding D into a representation that is invariant to changes in indexation of the original object contour. The
resulting shape descriptor z can then be used as a standard feature vector to carry out shape analysis. VU:
Remaining edits in panel (b): 1) remove x and have D go straight into the model, 2) add an arrow from z going
out to ”shape descriptor” or ”feature vector”
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Figure 3: Achieving indexation invariance. As any of
the N points in a contour can be considered as origin,
all possible N rolls of the distance matrix must be com-
bined into to the same representation. We here display
the four equivalent matrices of a four-point contour,
which transform into each other circularly.

involved with learning shape representations based on
pixel-valued masks wherein invariance to geometrical
transformations is approximated by data augmenta-

x EE q(z)

CodebookCodebook

e D xÕ

Stop
Gradient

Figure 4: ShapeEmbed backbone. The VQVAE used
includes a ResNet encoder decoder pair (E and D) and
a discrete vector codebook. The codebook is trained
using a straight-through estimator and skipped dur-
ing the reverse pass with stop gradient. The output
of the pre-quantisation layer q(z) output is used as a
proxy for a continuous latent space. The codebook em-
bedding vector that is closest to the input vector z is
denoted as e and is fed into the decoder D to obtain a
reconstruction xÕ of the input x.

tion. In contrast, we only rely on data augmentation to
grant invariance to reindexing, a transformation which
e�ect can be fully characterized by a finite set of mod-
ifications to the input distance matrix.
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Contour to distance matrix

• Resample to 256 points (hparam)


• 256 is roughly 224 -> ImageNet size


• Rainbow -> samples


• Normalise coords to window_size [!]


• Run euclidean distance on contour points


• Use euclidean because operation can be 
inverted
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Figure 2: Overview of the proposed pipeline. (a) The coordinates of the points in the contour of a segmented object
are extracted (here represented as an overlay color-coded by point index) and used to create a Euclidean distance
matrix D. This distance matrix is invariant to rotation, translation, scaling, and reflection transformations of
the original object contour. (b) The distance matrix D is fed into ShapeEmbed, a self-supervised learning model
encoding D into a representation that is invariant to changes in indexation of the original object contour. The
resulting shape descriptor z can then be used as a standard feature vector to carry out shape analysis. VU:
Remaining edits in panel (b): 1) remove x and have D go straight into the model, 2) add an arrow from z going
out to ”shape descriptor” or ”feature vector”
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Figure 3: Achieving indexation invariance. As any of
the N points in a contour can be considered as origin,
all possible N rolls of the distance matrix must be com-
bined into to the same representation. We here display
the four equivalent matrices of a four-point contour,
which transform into each other circularly.

involved with learning shape representations based on
pixel-valued masks wherein invariance to geometrical
transformations is approximated by data augmenta-

x EE q(z)

CodebookCodebook

e D xÕ

Stop
Gradient

Figure 4: ShapeEmbed backbone. The VQVAE used
includes a ResNet encoder decoder pair (E and D) and
a discrete vector codebook. The codebook is trained
using a straight-through estimator and skipped dur-
ing the reverse pass with stop gradient. The output
of the pre-quantisation layer q(z) output is used as a
proxy for a continuous latent space. The codebook em-
bedding vector that is closest to the input vector z is
denoted as e and is fed into the decoder D to obtain a
reconstruction xÕ of the input x.

tion. In contrast, we only rely on data augmentation to
grant invariance to reindexing, a transformation which
e�ect can be fully characterized by a finite set of mod-
ifications to the input distance matrix.
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Figure 3: Achieving indexation invariance. As any of
the N points in a contour can be considered as origin,
all possible N rolls of the distance matrix must be com-
bined into to the same representation. We here display
the four equivalent matrices of a four-point contour,
which transform into each other circularly.

involved with learning shape representations based on
pixel-valued masks wherein invariance to geometrical
transformations is approximated by data augmenta-
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Figure 4: ShapeEmbed backbone. The VQVAE used
includes a ResNet encoder decoder pair (E and D) and
a discrete vector codebook. The codebook is trained
using a straight-through estimator and skipped dur-
ing the reverse pass with stop gradient. The output
of the pre-quantisation layer q(z) output is used as a
proxy for a continuous latent space. The codebook em-
bedding vector that is closest to the input vector z is
denoted as e and is fed into the decoder D to obtain a
reconstruction xÕ of the input x.

tion. In contrast, we only rely on data augmentation to
grant invariance to reindexing, a transformation which
e�ect can be fully characterized by a finite set of mod-
ifications to the input distance matrix.
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Distance matrix to contour

• Multi-Dimensional-Scaling


• Magically iterative algorithm


• Does not get stuck in local minima


• Will always converge


• The seed value essentially only randomly controls


• The rotation


• The indexation


• The essence of the shape is always recovered
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D

contour
extraction

(a)Generationofdistancematrixfromasegmentationmask.

D

xzxÕ

DÕ

(b)LearningofshapedescriptorwithShapeEmbed.

Figure2:Overviewoftheproposedpipeline.(a)Thecoordinatesofthepointsinthecontourofasegmentedobject
areextracted(hererepresentedasanoverlaycolor-codedbypointindex)andusedtocreateaEuclideandistance
matrixD.Thisdistancematrixisinvarianttorotation,translation,scaling,andreflectiontransformationsof
theoriginalobjectcontour.(b)ThedistancematrixDisfedintoShapeEmbed,aself-supervisedlearningmodel
encodingDintoarepresentationthatisinvarianttochangesinindexationoftheoriginalobjectcontour.The
resultingshapedescriptorzcanthenbeusedasastandardfeaturevectortocarryoutshapeanalysis.VU:
Remainingeditsinpanel(b):1)removexandhaveDgostraightintothemodel,2)addanarrowfromzgoing
outto”shapedescriptor”or”featurevector”
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Figure3:Achievingindexationinvariance.Asanyof
theNpointsinacontourcanbeconsideredasorigin,
allpossibleNrollsofthedistancematrixmustbecom-
binedintotothesamerepresentation.Weheredisplay
thefourequivalentmatricesofafour-pointcontour,
whichtransformintoeachothercircularly.

involvedwithlearningshaperepresentationsbasedon
pixel-valuedmaskswhereininvariancetogeometrical
transformationsisapproximatedbydataaugmenta-

xEEq(z)

Codebook Codebook

eDxÕ

Stop
Gradient

Figure4:ShapeEmbedbackbone.TheVQVAEused
includesaResNetencoderdecoderpair(EandD)and
adiscretevectorcodebook.Thecodebookistrained
usingastraight-throughestimatorandskippeddur-
ingthereversepasswithstopgradient.Theoutput
ofthepre-quantisationlayerq(z)outputisusedasa
proxyforacontinuouslatentspace.Thecodebookem-
beddingvectorthatisclosesttotheinputvectorzis
denotedaseandisfedintothedecoderDtoobtaina
reconstructionxÕoftheinputx.

tion.Incontrast,weonlyrelyondataaugmentationto
grantinvariancetoreindexing,atransformationwhich
e�ectcanbefullycharacterizedbyafinitesetofmod-
ificationstotheinputdistancematrix.
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• We use matched encoder-decoder pairs


• Currently available


• ResNet{18,50,110}


• Future : 

• Segmentation anything encoder


• Mask auto encoder


• (These might be the same or similar)

Autoencoding shapes432
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D

contour
extraction

(a) Generation of distance matrix from a segmentation mask.

D

x z xÕ

DÕ

(b) Learning of shape descriptor with ShapeEmbed.

Figure 2: Overview of the proposed pipeline. (a) The coordinates of the points in the contour of a segmented object
are extracted (here represented as an overlay color-coded by point index) and used to create a Euclidean distance
matrix D. This distance matrix is invariant to rotation, translation, scaling, and reflection transformations of
the original object contour. (b) The distance matrix D is fed into ShapeEmbed, a self-supervised learning model
encoding D into a representation that is invariant to changes in indexation of the original object contour. The
resulting shape descriptor z can then be used as a standard feature vector to carry out shape analysis. VU:
Remaining edits in panel (b): 1) remove x and have D go straight into the model, 2) add an arrow from z going
out to ”shape descriptor” or ”feature vector”
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Figure 3: Achieving indexation invariance. As any of
the N points in a contour can be considered as origin,
all possible N rolls of the distance matrix must be com-
bined into to the same representation. We here display
the four equivalent matrices of a four-point contour,
which transform into each other circularly.

involved with learning shape representations based on
pixel-valued masks wherein invariance to geometrical
transformations is approximated by data augmenta-

x EE q(z)

CodebookCodebook

e D xÕ

Stop
Gradient

Figure 4: ShapeEmbed backbone. The VQVAE used
includes a ResNet encoder decoder pair (E and D) and
a discrete vector codebook. The codebook is trained
using a straight-through estimator and skipped dur-
ing the reverse pass with stop gradient. The output
of the pre-quantisation layer q(z) output is used as a
proxy for a continuous latent space. The codebook em-
bedding vector that is closest to the input vector z is
denoted as e and is fed into the decoder D to obtain a
reconstruction xÕ of the input x.

tion. In contrast, we only rely on data augmentation to
grant invariance to reindexing, a transformation which
e�ect can be fully characterized by a finite set of mod-
ifications to the input distance matrix.
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Latent representation

Batched tensor



Distance matrix losses

1. 


• All zero leading diagonal -> 
discourage deviation of diagonals 
from zero


2. 


• All off-diagonal values are 
positive. 

3. 


• Penalize any discrepancy 
between the matrix and its 
transpose


4. 


• Euclidean points mean triangle 
inequality is valid

ℒdiagonal(D′￼) = MSE (diag(D′￼), 0)

ℒnon−negativity(D, D′￼) = MSE (max(0, D′￼− D))

ℒsymmetry(D, D′￼) = MSE (D′￼, D′￼T)

ℒtriangle(D′￼) = ReLU ( 1
N

N

∑
i=1

[dij + djk − dik]+)



Results
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fold contains 20 images reserved for model validation,
leaving a total of 80 images in each training set. The
model was trained for 100 epochs, with a batch size of
64. This was empirically determined to be su�cient
for the model to achieve convergence, ensuring opti-
mal model performance and accuracy. The training per

se was carried out on an NVIDIA Tesla 2080ti GPU,
a high-performance computing hardware characterized
by 12GB of onboard memory.

Hyperparmeters of the model and training proce-
dure are provided in Table 1, and were chosen em-
pirically using values reported in the literature [36].
We used Pytorch lightning [16] to wrap the models for
training and inference. We relied on TIMM [36] for the
pretrained ResNet models, as well as for the learning-
rate schedulers and optimizers. Finally, we leveraged
Hydra [39] for model training CLI and for variable pass-
ing through configuration files.

5. Results and Discussion
Once trained, we used ShapeEmbed to infer latent

representations of object masks that were not included
during training, and used it to assign a class label for
the object (alive-dead for BBBC010). We first qual-
itatively inspect a 3D projection of the latent space
using UMAP [25], and then train a random forest clas-
sifier [19] to retreive individual object labels.

5.1. Qualitative assessment of the latent space

In Figure 5, we display the UMAP projection of
the representation learned by ShapeEmbed for the
BBBC010 dataset. Each individual sample is color-
coded according to its ground-truth class (dead or
alive). The two classes are here observed to separate
clearly and form two distinct clusters. We observe that
the cluster of dead worms is more spread out than the
cluster of live worms, which contradicts the intuition
that dead worms, being mostly straight rods, exhibit
less shape variation that their live counterpart. A pos-
sible explanation for this behaviour can be found in
the dataset imbalance (see Section 4.1), which may be
skewing the latent space towards the more abundant
class.

5.2. Quantitative assessment of classification per-

formance

To carry out a quantitative assessment of the quality
of the shape representation learned by ShapeEmbed,
we trained a random forest classifier on the latent space
vectors to classify the worms. As baselines, we compare
against the classification performance of the same ran-
dom forest model trained on a feature vector of Fourier
coe�cients obtained through EFD (Section 2.2), and

Class
alive

dead

UMAP0

UMAP1

Figure 5: Write caption

on a vector of handcrafted region properties features
extracted with scikit-image [35] (Section 2.1). We re-
port performance as measured by the classical met-
rics (accuracy, precision, recall, and F1 score) in Fig-
ure 6. ShapeEmbed is observed to consistently outper-
form the considered classical methods, with a balanced
scoring across both accuracy and recall. This suggests
that the model is not overfitting to the training data
and that the latent space is well-structured.

6. Conclusions
In this work, we have introduced ShapeEmbed, a

novel method for learning descriptors of the shape of
objects as described by their pixel contour. The repre-
sentation we construct is invariant to the geometrical
transformations that are commonly agreed not to al-
ter shape information, and is therefore akin to a true
shape space. The key ingredient of our approach is to
rely on distance matrices, which are a very natural way
to represent 2D pixel outlines. The properties of dis-
tance matrices can be used to enforce invariance to the
indexation of the considered contour, and to regularise
autoencoder models. We have demonstrated that the
shape representation learned by our method is e�ec-
tive at identifying di�erent biological conditions over
various types of experiments and images. We were also
able to show that the shape descriptors provided by
ShapeEmbed outperforms the ones constructed relying
on classical methods such as EFD and summary statis-
tics. As ShapeEmbed is a general method for learning
shape descriptors, it is possible to use it on a broad
range of biological problems. ShapeEmbed is agnostic
to image size and can be adapted to perform on a wide
variety of object sizes with minimal modifications to
the contour interpolation step.

9

• Data is k-folds split and stratified


• Worm masks are labelled: 


• BBBC010_v1_foreground_eachworm_liv
e_dead/{label}/{image}.png

[alive, dead]



Conclusions

• Alternative shape representer that 
has useful shape priors and 
invariances baked-in


• Rotation, translation, [opt.] scale


• Model agnostic -> No special 
invariant layers


• Information spread generally better 
through the image vs black


• Outperforms simple classical 
methods on biological shape data


• Complimentary to image features 
e.g. easy to concatenate  onto an 
image


• Tight control over latent space, 
useful for shape generation 

D


