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Foreword
Welcome to the French Regional Conference on Complex Systems (FRCCS 2024). It is our
great honor to present these conference proceedings, which showcase the pioneering work of
researchers dedicated to the study of complex systems.

This year’s conference features an exceptional lineup of invited speakers, each a leader in
their respective fields. Petter Holme from Aalto University, Finland, contributes his extensive
expertise in network science and the dynamics of complex networks. Sonia Kéfi from Université
de Montpellier, France, offers her profound insights into ecological networks and ecosystem
resilience. Natasa Przulj, representing both the Catalan Institution for Research and Advanced
Studies (ICREA) in Barcelona and the Supercomputing Center at University College London,
brings her renowned research in computational biology and integrative data analysis. Boleslaw
K. Szymanski from the Network Science and Technology Center at Rensselaer Polytechnic
Institute shares his influential work in social networks and algorithmic solutions. Lastly, Ingmar
Weber from Saarland University, Germany, presents his cutting-edge research on computational
social science and digital behavior analytics.

The city of Montpellier, with its rich heritage and dynamic cultural scene, serves as an ideal
location for FRCCS 2024. Known for its picturesque medieval streets, vibrant university atmo-
sphere, and proximity to the Mediterranean, Montpellier offers a unique blend of history and
modernity. The surrounding region, famous for its beautiful wetlands, is home to the charming
flamingos—though we assure you, no flamingos have been enlisted for conference duties!

We express our sincere gratitude to the University of Montpellier for hosting this event, pro-
viding us with outstanding facilities and support. Our heartfelt thanks go to our esteemed
publishers, Springer Nature and Frontiers, for their invaluable support in disseminating high-
quality scientific knowledge. We also thank the EGC association, CIRAD and INRAE Research
Organisations, Paul Valéry University, and the LIRMM Laboratory for their generous sponsor-
ship and contributions.

The abstracts within this book reflect the exceptional quality and diversity of research pre-
sented at FRCCS 2024. Each contribution, rigorously reviewed, promises to foster insightful
discussions, inspire new ideas, and promote collaborations among researchers worldwide.

Thank you for joining us in Montpellier. We wish you an enriching and enjoyable conference
experience.

Sincerely,

Bruno Pinaud and Roberto Interdonato
The General Chairs

French Regional Conference on Complex Systems (FRCCS 2024)
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Petter Holme
Aalto University, Finland

Petter Holme is a Professor of Network Science at the Department of Computer Science, Aalto
University, Finland, and a Research Fellow at The Center of Computational Social Science,
Kobe University, Japan. Formerly, Holme held faculty positions at the Tokyo Institute of
Technology, Japan, Sungkyunkwan University, Korea, and Umeå University and the Royal
Institute of Technology, Sweden. His research covers a broad scientific ground in the borderland
between the social and formal sciences. Among many other things, Holme pioneered the study
of temporal networks.

Keynote: Understanding the world from structures in time

Just like the graph structure of social networks can tell us much about social organizing and
dynamic social processes, so can structures in the times when things happen. This also gener-
alizes to other types of networks, so please replace « social » with your favorite topic. I will
review the last two decades’ research on temporal networks of human interaction and relate it
to earlier thoughts about temporal structure in the social sciences and beyond. I will discuss
why it is so hard to generalize concepts from static network analysis to temporal networks and
the grand challenges of the future in this area. This topic also happens to be a point where
many philosophical topics collide: the nature of time, the form of scientific explanations of
complex systems, structuralism vs. universality, etc., so time permitting, I will also discuss
those topics.
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Sonia Kéfi
Université de Montpellier, France

I am a researcher at the CNRS based in the BioDICée team at the Institut des Sciences de
l’Evolution de Montpellier (ISEM), France.

In an era of global change, my research aims at understanding how ecosystems persist and
change under pressures from changing climate and land use. What makes ecosystems resilient
to changes and what makes them fragile?

I combine mathematical modeling and data analysis to investigate the role of ecological interac-
tions (in particular facilitation) in stabilizing and destabilizing ecosystems, but also to develop
indicators of resilience that could warn us of approaching ecosystem shifts.

Keynote: The stability and resilience of ecological systems

Understanding the stability of ecological communities is a matter of increasing importance in
the context of global environmental change. Yet it has proved to be a challenging task. Different
metrics are used to assess the stability of ecological systems, and the choice of one metric over
another may result in conflicting conclusions. While the need to consider this multitude of
stability metrics has been clearly stated in the ecological literature for decades, little is known
about how different stability metrics relate to each other. I’ll present results of dynamical
simulations of ecological communities investigating the correlations between frequently used
stability metrics, and I will discuss how these results may contribute to make progress in the
quantification of stability in theory and in practice.
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Natasa Przulj
Catalan Institution for Research and Advanced Studies
(ICREA), Barcelona
Supercomputing Center, University College London

Academician Professor Doctor Natasa Przulj holds a prestigious Catalan Institution for Re-
search and Advanced Studies (ICREA) Research Professorship at Barcelona Supercomputing
Center and is also a Full Professor of Computer Science at University College London.

She is a leader in network science and Artificial Intelligence (AI) algorithms for biomedical data
analysis and fusion applied to precision medicine. She published 86 peer-reviewed journal and
18 peer-reviewed conference papers in the most prestigious venues, including four in Science,
also 13 peer-reviewed book chapters and 2 books. Her research has been cited over 13,000 times,
h-index=50, i10-index=78 (Google Scholar), and supported by over €25 million in competitive
research funding. Notably, she received three prestigious, single PI, European Research Council
(ERC) grants: Consolidator (2018-2025), Proof of Concept (2020-2023) and Starting (2012-
2017). She has been elected into several academies: The European Laboratory for Learning
and Intelligent Systems – ELLIS, in 2022; The Serbian Royal Academy of Scientists and Artists
(SKANU), in 2019; Academia Europaea, The Academy of Europe, in 2017; and Fellow of the
British Computer Society (BCS) Academy of Computing, in 2013. In 2014, she received the
BCS Roger Needham Award, sponsored by Microsoft Research, in recognition of the potential
her research has to revolutionize health and pharmaceutics. She obtained a PhD in Computer
Science from the University of Toronto in 2005.

Acad. Prof. Dr. Przulj initiated utilization of non-negative matrix tri-factorization based AI
/ machine learning (ML) methodologies for fusion of heterogeneous, systems-level, molecular
(multi-omics) networked data (the subject of her ongoing ERC Consolidator Grant) to aid to
the development of personalized, or precision medicine. In addition, she initiated extraction of
biomedical knowledge from the wiring patterns (topology) of omics network data to complement
the genetic sequences as a source of new biomedical information (subject of her ERC Starting
Grant). She is best known for introducing graphlets in 2004, a methodology now widely utilized
to produce feature vectors capturing network topology, that are used as input into many AI/ML
algorithms for network data analytics in various domains; graphlets are subject of around 21,400
research papers and 300 patents according to Google Scholar.

Keynote: Multi-omics network data fusion for enabling precision medicine

Increasing quantities of heterogeneous, interconnected, systems-level, molecular (multi-omic)
network data are becoming available. They provide complementary information about cells,
tissues and diseases. We need to utilize them to better stratify patients into risk groups, discover
new biomarkers, re-purpose known and discover new drugs to personalize medical treatment.
This is nontrivial, because of computational intractability of many underlying problems on
large graphs (networks), necessitating the development of algorithms for finding approximate
solutions (heuristics). We develop a versatile data fusion (integration) machine learning (ML)
framework that utilizes the state-of-the-art network science methods to address key challenges
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in precision medicine from these multimodal network data: better stratification of patients,
prediction of biomarkers, and re-purposing of approved drugs to particular patient groups,
applied to cancers, Covid-19, Parkinson’s and other diseases. Our new methods stem from
graph-regularized non-negative matrix tri-factorization (NMTF), a machine learning technique
for dimensionality reduction, inference and co-clustering of heterogeneous datasets, coupled
with novel network science algorithms. We utilize our new framework to develop methodolo-
gies for improving the understanding the molecular organization and diseases from the omics
network embedding spaces.
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Boleslaw K. Szymanski
Network Science and Technology Center, Rensselaer Poly-
technic Institute

Dr. Boleslaw K. Szymanski is the Claire and Roland Schmitt Distinguished Professor, was
the Director of the ARL Social and Cognitive Networks Academic Research Center and is the
Director of the Rensselaer Network Science and Technology (NeST) Center. He received his
Ph.D. in Computer Science from Institute of Informatics of National Academy of Science in
Warsaw, Poland, in 1976. He published over 600 scientific articles, is a foreign member of the
National Academy of Science in Poland and an IEEE Fellow and was a National Lecturer for the
ACM. In 2009, he received the Wilkes Medal of British Computer Society, in 2003, William H.
Wiley 1866 Distinguished Faculty Award from RPI and Service Award from Network Science
Society in 2021. His current research interests focus on computer networks and technology-
based social networks.

Keynote: Political polarization at the the age of social media

By now, it is common knowledge that social media has changed the way information spreads
around the internet, but there is paucity of research on how exactly this new spread works. In
this talk, we will start by discussing the new patterns of data flow and new roles for users in
spreading information that coexist with remnants of the classic two-level propagation. Then,
using statistical physics models, we discuss how the presence of social media increases polariza-
tion. The model reveals asymmetric hysteresis trajectories with tipping points that are hard to
predict and that make polarization extremely difficult to reverse once the level exceeds a crit-
ical value. Political scientists have documented increasing partisan division, finding extremist
positions to be more pronounced among political elites than among voters, raising the ques-
tion of how polarization might be attenuated. In this talk, we introduce a general model of
opinion change to see if the self-reinforcing dynamics of influence and homophily may enable
tipping points that make reversibility problematic. The model applies to a legislative body
or other small, densely connected organization, but does not assume country-specific institu-
tional arrangements that would obscure the identification of fundamental regularities in the
phase transitions. We also introduced exogenous shocks corresponding to events that create a
shared interest against a common threat (e.g., a global pandemic). Phase diagrams of political
polarization reveal difficult-to-predict transitions that can be irreversible due to asymmetric
hysteresis trajectories. We focus on social media, which has been transforming political com-
munication dynamics for over a decade. Using a billion tweets, we analyzed the change in
Twitter’s news media landscape between the 2016 and 2020 U.S. Presidential elections. We
then identify influencers, users with the top ability to spread news in the Twitter network. The
more influential 2016 users were, the higher was their rate of remaining active and keeping
their level of influence in 2020. We also analyze changes in influencers’ real-world affiliations,
political biases, and in Twitter users’ choices as to which influencers to retweet and which ideol-
ogy to subsequently support. Despite the noted decrease in extremely biased content and fake
news on Twitter, these results show increasing echo chamber behaviors and latent ideological
polarization across the two elections at the user and influencer levels.
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Ingmar Weber
Saarland University, Germany

Ingmar Weber is an Alexander von Humboldt Professor for AI and holds Chair for Societal
Computing at Saarland University. His interdisciplinary research combines (i) computing of
society, i.e., using non-traditional data sources and computational approaches to measure and
understand societal phenomena, and (ii) computing for society, i.e., working with non-profit
stakeholders to use technology to strengthen social development.

Keynote: From Screen to Sky: Monitoring Migration and Mobility Using Innova-
tive Data Sources

What can advertising data tell us about cross-border mobility? And how can satellite imagery
be used to monitor displacement during periods of war? In this talk, I’ll present work from
the last 10+ years on using innovative data sources to help monitor migration and mobility,
in particular during humanitarian crises. First, I’ll show how so-called “audience estimates”
from Facebook’s advertising platform can be used to nowcast cross-border migration, before
extending this work to monitor country-internal displacement. In the second part, I’ll show
how different types of satellite imagery can be used to pick up on a particular signature of
mobility: shifts in the geographic distribution of cars. The presented research is joint work
with colleagues at the Qatar Computing Research, the Max-Planck Institute for Demographic
Research, the University of Oxford, UNICEF Innovation, and others.
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Abstract. This paper presents a novel epidemiological extension of the El Farol Bar problem,
utilizing an agent-based modeling simulation technique and exploring the interplay between
social decision-making and epidemiological dynamics. The model simulates individual agents
making binary decisions—to visit a bar or stay home—amidst an epidemic. Our study shows
that even basic models can reveal complex dynamics in disease-spreading scenarios when the
social dimension is also introduced.

Keywords. Agent-based modelling; El-farol bar problem; Social dilemma; Epidemiological
modelling

1 Introduction
The advent of Covid-19 sheds new light on the spread of epidemics in social systems, which has
ascended as a research imperative [45]. The pandemic has underscored the intricate interplay
between disease dynamics and socio-behavioral patterns [34]. Consequently, understanding
and strategizing against the spread of epidemics in interconnected social systems have become
paramount to safeguarding global health and socio-economic stability.

Mathematical models [31], and subsequently, simulation models [5], have long been pivotal tools
in the realm of epidemic management, offering the capacity to predict [18], analyze [17], and
strategize [29] against the spread of infectious diseases. The computational implementation of
an epidemiological model enables the analysis of disease transmission dynamics [39] through
the systematic examination of epidemiological variables, even when they are not analytically
tractable [12]. In this perspective, simulations can serve two main interrelated goals, although
a more precise taxonomy can be defined [22, 21]. First, by incorporating real-world data
and multifaceted parameters, simulations provide a computational platform to assess possible
outcomes and interventions in real-world systems [10, 9]. Second, simulations can be employed
to assess the reliability of hypotheses and to refine the objectives of empirical studies and
treatments [24, 7, 8].

The El Farol Bar problem [2], a seminal example in complexity science [15], exemplifies the use
of toy models to study the unpredictability of the dynamics of seemingly simple social systems
[6]. In the original form of the problem, multiple agents all face the same binary decision, that
each of them has to make without the possibility to agree or to share information with the
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others: either to visit a bar with limited capacity or to stay home, where a threshold is set and
known to all agents above which they no longer find it enjoyable to visit the bar. The binary
outcome – either the visit was enjoyable if the bar was not too crowded or viceversa – is known
to each attending agent after the event, and the time series of the outcomes of repeated events
is the basis for predicting the next outcome and a decision of each accordingly. This dilemma
can be coupled with the challenges posed by epidemiological scenarios, where individuals must
decide whether or not to engage in social activities amidst a contagious disease outbreak, as the
Covid-19 pandemic showed [33]. The interactions between the underlying mechanisms of social
decision-making and the epidemiological dynamics in such scenarios are largely unexplored [37].

This paper presents an epidemiological extension of the El Farol Bar problem and aims to
contribute to the understanding of the intertwined nature of the social and epidemiological
facets of some systems. The model is implemented using the agent-based modeling (ABM)
simulation technique, a computational approach that simulates individual agents and their
interactions within a defined environment [13]. This methodology embodies a bottom-up ap-
proach, allowing for the representation of heterogeneous behaviors and leading to the emergence
of complex system-wide phenomena [43]. This methodology is widely employed across multiple
fields, including ecology [27], economics [3], social sciences [35], and epidemiology [45].

The model behavior suggests that even a seemingly simplistic model can exhibit profoundly
intricate dynamics. Specifically, our analysis demonstrates that a simple setting, where each
agent has only two states, is sufficient for a limit cycle, and therefore a dynamic attractor,
to emerge within the state space of infection rate and event attendance. This observation
underscores the potential for considerable complexity in real-world scenarios, emphasizing the
need for more extensive investigations to improve how social systems should be managed during
the spread of a disease.

This paper is structured as follows: The agent-based model is first introduced and a detailed
description of its components provided. The model exploration process is then outlined, em-
phasizing the methodology employed to generate the results. Finally, we present and discuss
the outcomes and draw conclusions from our research.

2 Related works
Social dilemma exists with the purposes of improve the understanding regarding how people
interact in a resource-bounded environment [49], especially were there is a conflict between
bounded rational entities which are metabolically dependent from a shared environment [48].
At the best of our knowledge, [20] was the first to introduce the concept of social dilemma,
describing it as a scenario where individual decision-makers possess a dominant strategy that
leads to non-cooperation and, if everyone adopt this dominant strategy, the outcome would be
universally poorer, leading to a suboptimal equilibrium. The final rate of cooperation usually
depends on the payoff structure [40]; even then, it is an approximation and usually requires a
certain number of iterations to be reached [14].

Social dilemma are present in many fields. The literature on the use of social dilemmas in
economics encompasses a range of perspectives and findings, such as investigating the difference
between rational behaviour and social norm [50, 11]. Also, social norms have been employed
for addressing environmental policies [16], conflict management strategies [44], social learning
[36], and knowledge sharing [41]. Ecology has a long tradition of using social dilemmas [23,
52], especially in light of the pervasive presence of cooperation in natural species [26]. Social
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dilemmas help in understanding the origin of sociality [38] or group foraging strategies [4].
Also, social dilemmas have been employed as the border between ecology and social sciences,
to study how success in species conservation depends as much on individuals can collaborate
to a common purpose [19] and to use classic economic concepts such as signaling and contract
theory to interpret evolutionary biology [1].

Although the fields of epidemiology and social dilemmas have not traditionally intersected ex-
tensively, recent years have seen a burgeoning interest in the interplay between these disciplines,
particularly highlighted by global health crises such as the COVID-19 pandemic [47]. The ap-
plication of social dilemma frameworks has proven insightful for examining the relationship
between individual behaviors and collective outcomes, notably in the context of vaccination
rates within populations [46]. These analyses utilize various models to illuminate the impact
of factors such as replicator dynamics [30], social efficiency [30, 32], and diffusion structures
[51] on vaccination uptake. Furthermore, empirical studies highlight how pro-social behaviors
may be amplified by the accelerated transmission of disease [42]. Additionally, the exploration
of oscillatory behaviors within social dilemmas reveals how perceived infection risks can drive
a collective shift towards more cautious approaches to social interaction, such as increased
adherence to social distancing measures [25].

3 Methodology
In this section an agent-based model of an epidemiological version of the El Farol Bar problem
is described and the method employed to explore the model is presented.

3.1 Agent-based model
In this section an agent-based model of an epidemiological version of the El Farol Bar problem
is described and the method employed to explore the model is presented.

In addressing how epidemics affects the social dynamics in the El Farol Bar problem, agent-
based modeling serves for two compelling reasons: as an approach traditionally employed to
address social dilemmas, it is an effective means of communication within the scientific com-
munity; and it is particularly well-suited for capturing individual behaviors and their effects on
an overall epidemic spread. This enables to get insights from the global co-effect of individual
(i.e., agent-related) epidemic and social variables.

At each time step t, the model orchestrates a sequence of actions, as depicted in the flowchart
(see Figure 1). These actions are divided into two sets. The first is about the decision-making
process on bar attendance: evaluating agents’ memory of past attendance, estimating the
expected crowd level, and making a decision accordingly. The second is about the dynamics of
infection as induced by the interactions among the agents given their health states, where an
infectious pathogen could be transmitted to those who decide to attend the bar, influenced by
the density of the crowd and the duration of exposure.

Together, these two sets of actions capture a dual aspect of agent behavior: social decision
making influenced by past experiences and the epidemiological implications of these social
choices. The model thus provides a framework for examining the interplay between individual
decision making based on memory of previous states and the collective outcomes in terms of
disease transmission, offering insights into how individual behaviors aggregate to impact public
health.
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Figure 1: Scheduling process of the model.
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3.1.1 Social dilemma

This model includes a single kind of agents, representing the individuals that could decide to
attend the bar in any given week (the time step of the model) and thus possibly be infectious.
The agents’ behavior is modeled according to the hypotheses of the original El Farol Bar
problem. First, the only decision each agent can make each week is whether to attend the
bar, and the decision is always executed. Second, agents like to attend the bar, if it is not
too crowded, and do it as much as they can: hence, each agent decides each week whether to
attend the bar depending upon its expectation of the total number of agents who will attend.
Third, agents interact with each other only at the bar, and therefore when their decision to
attend has been already made.

The proposed model incorporates several hypotheses concerning agents’ behavior. First, agents
take a binary decision, as they can either choose to attend a bar or not; no other actions are
included in the model, to focus on a specific aspect of social behavior. Second, agents inherently
enjoy attending the bar and will do so as much as they can, but their preference is tempered
by the bar’s occupancy; agents are averse to overcrowding. Therefore, the decision to attend
the event is influenced by their expectations regarding how crowded the bar will be. In time,
this introduces a feedback loop where the average attendance of the bar inversely affects its
attractiveness while it is directly influenced by it; a dynamic seen in many real-world social
scenarios. Third, agents’ interaction is solely defined by the shared presence in the crowded
space of the bar, and there are no interpersonal communications or relationships affecting their
attending decision.

The information about past attendance plays a crucial role in shaping agents’ expectations, as
it is used to estimate the number of agents likely to attend the bar in the subsequent week, as
follows. For agents attending the event, the new value is the actual number of agents at the bar,
while for agents that did not attend the new element of the memory is a random value, which
stands for an educated guess made by agents which can not communicate with each other.

The agent’s decision whenever to attend or not the bar is taken comparing an attendance
threshold and the expectation regarding the future attendance. The attendance threshold ta is
a parameter of the model that depicts venue saturation level above which agents would consider
unpleasant to be in the bar, consequently not attending the event.

Each agent i (where i goes from 1 to n, the total number of agents) generates an expectation
regarding how many agents will attend the bar at the next time step memorizing the number
of agents present at the bar the last m times it attended the bar, with m being the memory
length, and weighing it to generate a prediction. In cases where the agent does not attend the
bar, the value saved in memory is the one hypothesized by the agent, namely, the one generated
with the ’expected attendance’. Let si,k be the k-th element of the memory of agent i (with
k ∈ {0, 1, ..., t}) and w the list of weight wk used to the define importance of each memory
element, which increases with k. So, the attendance – which is the number the agent i expects
to be at the event at time t + 1 – is therefore given by:

Ei[
m∑

j=1
aj,t+1] =

m∑

k=1
si,kwk (1)

where aj is the participation of the agent j to the event at time t + 1, ∑m
j=1 aj,t+1 is the total

attendance at time t + 1 and Ei[
∑m

j=1 aj,t+1] is the expectation of the total attendance from
agent i at time t + 1. Consequently, from the expected attendance is possible to determine also
the expected filling f of the venue at the time t + 1
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Ei[ft+1] =
Ei[

∑m
j=1 aj,t+1]
Cmax

(2)

where Cmax is the maximum capacity of the place. Given the expected filling, at each time step
an agent i attends the event whenever Ei[fi,t+1] < ta.

3.1.2 Epidemiological transmission

In epidemiological models, each agent is typically into one of three states: susceptible, in-
fectious, or recovered, a classification central to the SIRS (Susceptible, Infectious, Recovered,
Susceptible) model of disease transmission dynamics. These class of models accounts for the
possibility of waning immunity after an infection, and eventually become susceptible again,
modelling diseases where immunity, either natural or vaccine-induced, can be acquired and
diminishes over time.

The epidemiological dimension of this model is based on several key modeling hypotheses.
Firstly, the contagion process is assumed to be uniform across all agents, characterized by a
consistent duration and a uniform initial level of infectiousness. This simplification negates
individual variations in disease progression and response to infection. Secondly, the model
posits that the disease in question is non-lethal; agents cannot die as a result of contracting
the illness. This assumption is critical as it focuses the model on the dynamics of disease
spread rather than mortality rates, and the overall number of individual in the system remains
the same. Furthermore, the model assumes the absence of long-term physical or psychological
effects post-infection. Recovered agents are not hindered in their ability to participate in
normal activities, such as attending a bar, indicating that the disease does not cause lasting
health impacts. Psychologically, the model assumes that agents do not experience fear or
behavioral changes as a result of the infection. They continue to frequent the events without
any alteration in their behavior due to the experience of being infected. Finally, a crucial aspect
of this model is the agents’ ignorance of the epidemic. Agents lack information about the total
number of infected individuals and do not consider the risk of infection in their decision-making
process. This implies a lack of adaptive behavior in response to the epidemic, which significantly
influences the model’s predictions about disease spread. By ignoring potential changes in social
behavior and risk assessment, the model strictly focuses on the mechanical spread of the disease
under constant behavioral patterns. This approach simplifies the modeling process but may
overlook important dynamics present in real-world scenarios where awareness and behavioral
adaptations play a crucial role in disease transmission.

Agents can get infected only by participating to an event. So, the epidemic transmission
happens solely at the bar, and only if at least an infectious is attending. The number of new
infected agents it at time t is

it ∝ ⌊
∑ni

j=1 cjSt

Cmax
⌋

where ci is the level of contagion of each agent attending the bar (which is 0 when agents are
not infectious) and St the number of agents in susceptible state attending the bar at time t.
Notable, the contagious level is taken into account only for the ni agents which are contagious
enough, which is cj > tc.

In the proposed model, social relationships among agents are not considered, leading to a
uniform infection probability for all individuals attending the bar at time t. Consequently, the
selection of new it infected agents at each time step is randomized from those present, not
considering individual interactions or relationships.
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Figure 2: Decourse of contagious level for each agent

Whenever an agent become infected, the infection follows this dynamics. Initially, the conta-
gion level of the newly infected agent i is set to ci = 1. Given an infection duration di, the
contagiousity of agents decreases linearly by 1/di at each time step.

In the progression of the disease modeled, two critical thresholds, ts and tc, play pivotal roles in
influencing agent behavior and the spread of the infection. The first threshold, ts, represents the
infection level at which an agent exhibits sufficient symptoms to deter them from attending the
bar. The second, tc, indicates the infection level beyond which agents can spread the infection
The spread of the infection is most influenced by the agents with tc < ci < ts, so with a
contagious level between these two thresholds. This is because it encapsulates the period when
agents are infectious but may not have anymore the level of symptom severity or self-awareness
to avoid social gatherings, thereby contributing to the disease transmission dynamics.

In the modeled scenario, infected agents undergo a recovery process after a duration of ti time
steps. Upon recovery, these agents are conferred a temporary immunity lasting tr time steps.
However, this immunity is not permanent; after the elapse of tr time steps, the agents once again
become susceptible to infection. This cyclical pattern of recovery and renewed susceptibility
underscores the transient nature of immunity in the context of the model.

3.2 Model exploration
The model exploration consists of a grid sampling exploration of the parameter space, to collect
the model outputs from different parameters’ combination. Grid sampling from a parameter
space involves systematically selecting a finite subset of parameter values that aims at compre-
hensively represent the entire parameter space. The idea underlying the use of this technique
is to facilitate the exploration of system behavior across distinct parameter combinations, es-
pecially in cases where not a specific behaviour is expected or researched. Table 1 presents
the parameters tested in the simulation and their explored ranges. The data are collected by
simulation 10’000 times the agent-based model.

From each simulation, two time-series were collected: A, which is the number of attending
agent at each time-step t, and I, the number of infected agents at each step of the simulation.
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Table 1: Description of model parameters
Parameter Description

ta Threshold of share of expected agents above which an agent does
not attend the event

ts Threshold of infection above which the infected agents have symp-
toms and do not attend the bar

tc Threshold of infection below which an agent can not transmit the
disease anymore

wt−1 Weight of the last memory in the decision-making process of agents
ti Duration of the infection
tr Duration of the immunity

Figure 3: Black box diagram of the experimental setting

Each time-series was computed before to be stored, to extract two output of interest: the mean
value of the series E[A] and E[I], which are used to assess the overall status of the system in
time, and the autocorrelation AFC[A] and AFC[I]. The autocorrelation is a statistical tool
that quantifies and visualizes the degree of correlation of a given time series with its own past
and future values as a function of time lag, and it is used to perceive seasonality in time-series.
Specifically, for each simulation the higher value of the correlation between lagged sub-time-
series is collected, and the lag windows used to computed it. Figure 3 depicts a black-box
representation of the experimental setting. Even if the model is stochastic, each simulation was
initialized with a specific random seed, that was stored as well. Consequently, the results were
replicable later, and the time-series of each configuration of interest was observable.

The model, the exploration code and the data analysis are all implemented in Python 3.11.
The code and the results are available upon reasonable request.

4 Results and discussion
In Figure 4, the output of the simulation is visualized, demonstrating the infection probability
for each individual at the end of simulations. This figure is of interest for two reasons. Firstly,
it is necessary to clarify whenever parameters affects the behaviour of the model. Secondly, the
figure reveals how even in a simplified model, nonlinear effects become evident, particularly in
the context of parameters such as ta and wt−1.

The parameter ta, which in here is taken as example, provides a compelling example of this
nonlinearity. A low value for ta results in limited attendance, restricting the spread of infection
to a smaller subset of agents. This, in turn, curtails the progression of the epidemic, as per the
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Figure 4: Probability for the infection to last until the final time step t = 200 for different
parameter values, measured in shared of simulations in which the infection survives.

modelling hypothesis that infection transmission occurs exclusively through event participation,
and, if insufficient numbers attend, the contagion cannot disseminate effectively. Conversely, a
high ta value implies near-universal attendance at events, leading to simultaneous infection of
a larger agent population. This synchronous infection increases the likelihood of a concurrent
rise in immunity, thus diminishing the likelihood that the infection lasted until the simulation
end. Such dynamics underscore the critical role of parameter settings in shaping the outcomes
of the model and highlight the complex interplay between individual behavioral patterns and
the broader epidemiological trends in this simulated environment.

Upon establishing that social parameters significantly influence infection dynamics, it became
pertinent to investigate whether these interrelated behaviors lead to the emergence of non-
punctual equilibrium states, commonly referred to as limit cycles in two-dimensional scenarios.
This exploration is crucial for understanding the temporal evolution of the system under varying
social conditions. The presence of limit cycles in such a system suggests a cyclical pattern of
infection spread and containment, influenced by social parameters, even in absence of any
central control. Identifying and understanding these limit cycles can provide deeper insights
into the long-term behavior of the infection, offering valuable perspectives for understanding
and predicting the impact of social behavior on disease dynamics.

The investigation into the existence of periodic fluctuations focused on the relationship between
the main epidemiological output, denoted as I, and the principal social output A. This analysis
was predicated on the hypothesis that an increase in the number of attendees (A) at social
gatherings might correlate with a rise in infection rates (I). While this relationship aligns with
the conceptual underpinnings of the model, it can be considered an emergent phenomenon,
arising from the complex interactions and decision-making processes of the agents within the
model, without being explicitly encoded either in the micro nor the macro behaviour of the
model. This emergent behavior holds profound implications for the management of infection
spreading in scenarios influenced by social behaviors. Specifically, the possibility that social
dynamics, driven by individual decision-making processes, could inherently lead to cyclical
patterns of infection rates is a significant insight.
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Figure 5: Scatter plot of the maximum values of auto-correlation for the time-series A and I
for each simulation

The existence of a limit cycle is assessed by computing the maximum autocorrelation values
for both time-series of the epidemiological output I and the social output A. The rationale
behind this approach was to detect potential cyclic patterns within the data. A high maximum
autocorrelation value in a time-series is indicative of cyclic behavior, signifying points in the
series where periodicity or seasonality is pronounced. For the purposes of this study, a thresh-
old value of 0.7 was established, above which autocorrelation is considered significantly high.
The detection of high maximum autocorrelation values in both I and A time-series would be
indicative of a non-punctual equilibrium within the system. Such a finding would imply that
the dynamics of the system do not converge to a fixed point but rather exhibit ongoing cyclical
fluctuations.

From the observation of Figure 4, which depicts the results of this analysis, three groups of
simulation outcomes can be identified:

1. simulations Sa, that include all the results;
2. simulations Si, that include all the simulations in which I does not go to 0 at the end of

the 200 simulated time-steps;
3. simulations Sc, that include the results in which a limit cycle between A and I appears,

so that the max(AFC[C]) > 0.7 and max(AFC[I]) > 0.7.

Analyzing Figure 4, which presents the results of this analysis from our simulation study,
allows for the categorization of the simulation outcomes into three distinct groups based on
their characteristics and behaviors. These groups are as follows:

1. Simulations Sa: This group encompasses all the simulation results, serving as a compre-
hensive dataset to which to make confrontations. It includes the entire range of outcomes
observed during the study, providing a holistic view of the simulation’s potential behaviors
under various conditions.

2. Simulations Si: This subset includes those simulations where the epidemiological output
I remains non-zero at the conclusion of the 200 simulated time-steps. The persistence of
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Table 2: Mean parameters values per each scenario
par E[par|Sa] E[par|Si] E[par|Sc] E[par|Si]−E[par|Sa]

E[par|Sa]
E[par|Sc]−E[par|Sa]

E[par|Sa]

ta 0.505900 0.582962 0.627943 0.152327 0.241241
ts 0.506058 0.178483 0.140284 -0.647308 -0.722791
tc 0.499642 0.594004 0.323688 0.188858 -0.352160

wt−1 0.504864 0.445740 0.511489 -0.117108 0.013123
ti 5.047981 5.895795 6.687943 0.167951 0.324875
tr 5.552979 4.515539 4.652482 -0.186826 -0.162165

I beyond this duration indicates scenarios where the infection continues to be present in
the system, suggesting incomplete containment or ongoing transmission dynamics. This
category is crucial for understanding the conditions under which the infection sustains
itself over extended periods.

3. Simulations Sc: The final group comprises simulations where a limit cycle between so-
cial output A and epidemiological output I is evident. This is characterized by both
max(AFC[C]) > 0.7 and max(AFC[I]) > 0.7, indicating significant autocorrelation
and, thus, the presence of cyclical patterns in both social behavior and infection rates.
This group is particularly significant as it highlights the dynamic interplay between social
behaviors and epidemiological outcomes, manifesting as cyclic fluctuations over time.

These categorizations provide a structured approach to analyzing the simulation data, enabling
a clearer understanding of the different dynamics at play.

Table 2 depicts the mean parameters values for each of the scenario. The analysis of table
shows that the most influential factor in the emergence of limit cycles in model’s outputs is
the contagiousness threshold tc, the value above which individuals become infectious, since it
is consistently lower in Sc than in Si. This suggests that the observed seasonality in the model
is at least partially driven by maintaining a low threshold for contagiousness. Additionally, an
high the duration of contagion ti is observed when cyclicity appears. This implies that within
a socio-epidemiological context, a prolonged period of contagiousness might be a prerequisite
for establishing stable oscillatory behavior in the whole population. It stresses the complex
balance between the duration of infectiousness and the propensity to spread the disease, both
significantly contributing to the emergence of limit cycles in this agent-based model.

Another influential parameter is ts, which stands for the degree of health discomfort that
prompts individuals to decide against attending the bar. Our findings suggest a difference
in system behavior based on this parameter. Specifically, infections manifest without any
noticeable cyclicity with an higher than average ts.

Finally, a trend observed is the presence of cycles in scenarios where individuals better consider
information from multiple past periods before making a decision, which in this model is given
by an higher value of wt−1, especially compared to the case in which infection is present.
Essentially, when individuals incorporate a broader spectrum of historical data in their decision-
making process regarding attendance, the system more frequently exhibits cyclical patterns.
This suggests that the depth of historical context plays a significant role in shaping the system
dynamics when there is an interplay between a social and an epidemiological dimension. By
relying on a more extensive set of past data, individuals inherently introduce a delayed response
mechanism. This delay can lead to periodic oscillations as individuals react to older information,
causing a ripple effect in their collective behavior. The presence of these cycles underscores
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Figure 6: Two examples of simulations presenting a periodical behaviour (time-series and state-
state)

the importance of understanding the temporal depth of decision-making processes in socio-
epidemiological models. It indicates that not just the immediate past, but a more extended
historical context, can have profound implications on the emergent dynamics of such systems.

Finally, Figure 6 presents two examples of simulations in which a cyclical equilibrium appeared.
In both cases, it was considered more appropriated to present both the time-series represen-
tation and the behaviour on the state-space. The jagged nature of the observed cycles can
be attributed to the high temporal granularity chosen for the study. As a consequence of this
granularity, many discontinuities are apparent, which are not observed in classic limit cycles
derived in continuous functions or in continuous time simulations. However, the very fact
that we observe such sharp-edged cycles indicates the underlying dynamics generating these
non-static equilibria are notably robust. In essence, despite the coarse temporal resolution
introducing apparent irregularities, the inherent stability of the system’s dynamics is evident.
This robustness provides assurance in the reliability of the observed patterns, and suggest that
an analogue real-world system could have a given resilience to external perturbations, given
for example by policy-maker interventions or epidemiological setting variation. Nevertheless,
further mathematical analysis and simulations are required to quantify the precise nature and
stability of this limit cycle.

5 Conclusions
The results of this paper demonstrate how an intertwined socio-epidemiological toy model
can be utilized to enhance the understanding of how individual behavior and its thresholds
impact the spread of infections in socio-epidemiological models. More precisely, it shows that
a non-stable equilibrium can exist in this type of system, and that these cycles are significantly
influenced not only by the epidemic aspect of the system but also by the social aspect, even in
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conditions where there is no central authority to implement controls and make decisions, and
where the agents exhibit greediness without considering potential consequences.

The limitations of this work include a strong reliance on specific modeling assumptions, such
as agent homogeneity and the specific rules of behavior, including when to attend the bar in
case of infection levels above or below a certain threshold, or agents’ inability to estimate the
number of infected individuals who will attend the bar the following week. Furthermore, the
results should be validated in more realistic scenarios.

Future developments entail the introduction of a social network to assess how the presence
of specific relationships that determine when an agent attends the bar affects the intertwined
relationship between the social and epidemiological components of the system. Additionally, the
model could be employed to study potential healthcare policies, such as mandatory reductions in
capacity at public places or awareness campaigns for citizens. Finally, an analytical treatment
of the model could be performed to gain a better understanding of the oscillatory behavior
observed in the model’s output.
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Abstract. The study investigates the spread of Peste des Petits Ruminants (PPR), a highly
contagious disease in small ruminants in Nigeria, where livestock movements are crucial for
trade and production. The main objective of this study is to identify sentinel nodes and their
characteristics to improve PPR surveillance. As the data collected represents only a fraction of
all existing links, we have reconstructed a network using the hierarchical random graph (HRG)
method, which predicts the missing links. Simulations of PPR spread were conducted using
a stochastic SI-weighted model, considering various transmission probabilities. Sentinel nodes,
crucial for early epidemic detection, were identified, and contagion clusters were extracted
using a novel community identification algorithm. Then, the optimal set of sentinel nodes’
structural, socioeconomic, and environmental characteristics was assessed. In the predicted
network, additional links led to higher prevalence and shorter outbreak duration. The number
of sentinel nodes varied with transmission probabilities, peaking at Pinf = 0.01. Interestingly,
socio-economic attributes played a more significant role than structural ones in sentinel node
characteristics. Sentinel nodes and their characteristics remained consistent, but more emerged
in the predicted network. Community analysis revealed geographically dispersed communities
in both observed and predicted networks. The study underscores the imperative need for an
integrative approach that merges field data, network analysis, and epidemiological modelling.
This approach is essential for implementing targeted surveillance and effective control strategies,
particularly in regions susceptible to PPR like Nigeria.

Keywords. Mobility network, livestock diseases, Sentinel node.

1 Introduction
Peste des Petits Ruminants (PPR) is a highly contagious disease affecting small ruminants,
spreading primarily due to livestock mobility. In sub-Saharan Africa, livestock movements are
essential for trade and production. Consequently, movements encompass several hundred kilo-
metres, generating complex mobility patterns. Understanding these mobility patterns is vital
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to developing efficient PPR surveillance systems. Useful epidemic detection relies on identifying
a subset of nodes that could deliver accurate and timely insights into the spread of the disease
(sentinel nodes)[2]. For PPR, this corresponds to identifying markets where infected animals
could reach the epidemic’s beginning. However, pinpointing these sentinel nodes is a complex
task, contingent on various factors, including the availability and incompleteness of detailed
data on animal mobility. In PPR-endemic countries like Nigeria, the disease seroprevalence
varies geographically, ranging from 11Western Area[3]. Although the impact of PPR on live-
stock is widely recognized, no livestock identification system is currently available in Nigeria.
Therefore, movement data, on which the present study relies, were collected using market sur-
veys. In this work, we simulate the diffusion of PPR through the market network of three
Nigerian states (Plateau, Bauchi and Kano) and their surroundings to describe diffusion pat-
terns, detect communities (contagion clusters), and identify possible sentinel nodes and their
characteristics.

2 Materials and methods
We used market survey data collected in the framework of the Lidiski project. A total of ten
markets across three Nigerian States (Plateau, Bauchi, and Kano) were chosen for sampling:
six markets were surveyed in Plateau, and two markets were sampled in both Bauchi and
Kano States. The collected data included information on the origin and destination of animal
movements and the number of animals involved. Using this dataset, we reconstructed the
mobility network, referred to as the reference network, where nodes represent Wards (third-
order administrative unit), and links indicate animals exchanged between two nodes weighted
by the number of exchanged animals across the period. Market data collection is limited
to specific regions and periods of the year. We have bolstered our conclusions by analyzing
uncertainty and predicting missing links to gauge how incomplete data affects epidemic spread.
To improve the reconstruction of the animal mobility network, we tested various methods,
like neighbourhood-based predictors and the Structural Perturbation Method (SPM). Among
these, the Hierarchical Random Graph (HRG)[1] method stood out with an AUC value of 0.9,
indicating its suitability for prediction. HRG method reconstructs the network by exploring
potential dendrograms, aiming to represent its hierarchical structure accurately. We simulated
the spread of PPR disease through animal movements between the Wards of the three Nigerian
States using a stochastic SI-weighted type model, where the cumulative probability for a Ward
i of getting infected is:

(1)
Pi = 1 - (1 - Pinf)W i,j

Pinf represents the probability that a single infectious animal from an infected Ward could
transmit the disease to other animals in susceptible Ward i. Wi, j represents the number of
animals moved from node j to node i. We tested several values for the Pinf, from 0.0001 to
0.3. We identify the sentinel nodes from simulation results, i.e., those likely to get infected
before the epidemic peak. Following Nath et al.[4], we extracted contagion clusters, groups of
nodes with potential mutual infection during an epidemic, using a new community identification
algorithm based on the dynamical characteristics of the network instead of using Modularity
maximization. Based on Shannon and Moore’s reliability, the algorithm involves an edge rank-
ing algorithm that scores edges based on their contribution to overall reliability[4]. Edges are
sequentially removed based on their importance until the largest strongly connected compo-
nent exceeds a specified size. The algorithm terminates when the maximum Strongly Connected
Component (SCC) size remains within the desired limit. Then, we examined whether or not
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the sentinel nodes identified previously are located within the same communities. Finally, we
sought to understand our identified optimal set’s structural, socioeconomic, and environmental
characteristics using a Random Forest Classification. To assess the role of network structure
and the interplay with transmission probability in identifying sentinel nodes, contagion clusters,
and the extension of the epidemics, we ran simulations on both the reference and reconstructed
network.

3 Results
The reference network comprises 233 nodes and 335 links. The HRG approach predicted 4670
additional links. The differences in network structures are also reflected in the dynamics of
epidemics. In the predicted network, the prevalence of infected nodes is higher across all
transmission probabilities compared to the reference network (figure 1A), and the duration of
outbreaks—measured as the time taken to reach the maximum number of new infections—is
shorter in the predicted network. This rapid spread can be attributed to supplementary links,
introducing new pathways between nodes and facilitating the fast propagation of the epidemic.
According to different probabilities, 1 and 11 sentinel nodes were identified in the reference
network. Only one sentinel node was identified when Pinf was equal to 0.0001. The number
of sentinel nodes increases to reach the maximum at Pinf = 0.01 before decreasing to 5 at
Pinf = 0.1 and Pinf = 0.3 (figure 1B). This behaviour could be related to the fact that by
increasing the transmission probability, the epidemic peak occurs very early, affecting only the
most vulnerable nodes. During the disease simulation on the predicted network, we consistently
identify the same set of nodes, and their behaviour remains unchanged (figure 1B). However,
there is an increase in the number of additional sentinel nodes observed during the simulation.

Figure 1: A represents the final size of the simulated epidemic, where the average was computed
across all iterations. B illustrates the count of vulnerable nodes within the reference (sky blue
colour) and predicted network (salmon colour).

Eight communities were identified in the reference network and 11 in the predicted network.
The community sizes in the reference network range between 5 and 15, whereas those in the
predicted network vary from 2 to 15 nodes (figure 2). Nodes forming the communities are
geographically dispersed in the two networks. Although some communities overlap between
the two networks, it is noteworthy that none of the identified sentinel nodes were part of these
communities either in the predicted or in the reference network and often proved isolated.
Analysis of sentinel node characteristics highlighted the role of socio-economic attributes over
structural ones. The common vulnerable nodes between the two networks shared the population
of animals as the most important characteristic, followed by the human population. Dry Matter
Product (DMP) and eigenvector centrality ranked third in importance.
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Figure 2: Location of communities of each network on a map (the yellow zone represents the
Lidiski area, and each colored dot represents a community)).

4 Discussion
This work allowed for identifying vulnerable nodes from reference and simulated networks ow-
ing to sentinel node characteristics and revealed the existence of groups of nodes capable of
infecting each other. It would be interesting to explore whether removing bridges connecting
these communities could be a complementary prevention measure to enhance surveillance. Fur-
thermore, this study considers a static network and an SI model, indicating that once infected,
nodes could continue infecting for the duration of the study. Future work should include net-
work evolution in time and using SIR models. Nevertheless, two dynamics could affect sentinel
node characteristics. The network dynamics could change the propagation pattern and reduce
the probability of reaching a particular node. At the same time, the SIR-like model could
better recreate the long-term behaviour of the dynamics when nodes could lose their ability
to infect (recover). Exploring the temporal behaviours becomes imperative to comprehensively
understand the impact on the evolution of cluster structures and sentinel nodes over time. This
step opens the way to an integrative approach, which could be fed with more exhaustive data
collection. Combining field data, network analysis, and epidemiological modelling offers the
opportunity for evaluation of the position of these nodes in the transmission chain and control
strategies through targeted surveillance.
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Abstract. Separate social networks may be aligned via their shared users, and further, many
users share friends between networks. This information presents an opportunity for modeling
information flow between networks and other inter-network analyses. In this paper, we propose
an unsupervised topological approach aimed at identifying cross-network associations among
users. Our methodology leverages within-network link prediction techniques alongside cross-
network alias detection. Empirical findings based on real-world social network data demonstrate
that our proposed method outperforms baseline algorithms, highlighting its effectiveness in
capturing inter-network relationships.

Keywords. Cross-Network Alignment; Social Networks; Unsupervised Machine Learning;
Generative Adversarial Network

1 Introduction
In the modern era, online social networks have become an integral part of society, with their
prevalence extending across diverse demographic groups and geographic regions. From personal
relationships to professional networking, social networks serve as spaces for social interaction,
information sharing, and community engagement. Further, many users seek a diverse array of
platforms to satisfy various needs and often maintain multiple profiles across multiple social
media networks simultaneously. This multi-platform presence creates a rich environment of
interconnected digital footprints, offering a wealth of data for analysis, modeling, and integra-
tion.

By leveraging techniques such as data fusion, cross-network association, and user profiling, re-
searchers can harness the collective information dispersed across multiple platforms to gain a
more comprehensive understanding of user behavior, preferences, and interactions. Addition-
ally, the integration of data from multiple social networks enables the construction of models
of social dynamics such as information diffusion, facilitating the development of applications
like personalized recommendations. The abundance of users across multiple social networks
not only underscores the complexity of contemporary digital ecosystems but also offers ample
ground for interdisciplinary research and innovation in network analysis.

However, these social networks are inherently uneven and heterogeneous which poses difficult
challenges when attempting to compare and merge network data. Unlike controlled experi-
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Figure 1: A visualization of the cross-network alignment problem, where red edges between
networks representing the same entity are what we are hoping to uncover.

mental settings where sample test networks may exhibit perfect isomorphism, not all users are
present in every social network, leading to incomplete and sparse data. Users will also engage in
content and form relationships in connected but not identical ways depending on the function
of the specific social network. To make matters more complex, researcher’s tools for gathering
social network data also often result in incomplete data captures of the networks due to space
limitations and potential privacy settings.

In this paper, we consider the problem of cross-network association. Informally, the classic
formulation of the cross-network association problem is that there are multiple graphs that
represent similar or related data, and the goal is to associate nodes between the graphs. A
simple example of this is a graph of Facebook users and a graph of Twitter users where our
goal is to discover a partial mapping between accounts on these social networks. This mapping
would indicate that for a pair of users in the map, the Facebook account is an alias for the same
user on the mapped Twitter account, as shown in Fig 1. Successful cross-network alignment
can provide a wider picture of a user and their network, and it has important applications to
ad recommendations, modeling the spread of information across-networks, and surveillance for
security threats.

Despite the difficulty of the problem, it has been a topic of interest in graph theory over the
last two decades and significant advances have been made. There are three common categories
of approaches to the problem: 1) A spectral approach where the output of the algorithm is a
score for each pair of nodes. Some examples include REGAL [7], FINAL [15], IsoRank [14],
MAD [9] and BigAlign [8]. 2) Algorithmic or combinatorial approaches which are often greedy
and rely on neighborhood similarity and semantic data such as username scores such as UIA
[3], the work of Buccafurri et. al. [2], and FRUI [18]. 3) Graph embedding approaches which
attempt to align the vector space of the graphs, typically with machine learning techniques.
Examples of this technique include PALE [11], IONE [10], Deeplink [17], and COSNET [16].

A common limitation of some of these algorithms is that they rely heavily on semantic data,
which may be unreliable if the user is attempting to conceal their identity or if semantic data is
unavailable. Additionally, many of these aforementioned methods are supervised meaning they
rely on ground truth data for analysis, which is not often available in practice.

In this paper, we consider the problem of cross-network alignment from an unsupervised lens,
with no semantic data and no ground truth during training. In this view, we are truly looking
at a network alignment solution based solely on the connections present in the underlying graph
structure. We employ a node embeddings approach enriched by a link prediction algorithm.
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(a) (b)

Figure 2: a) This graphic represents the embedding spaces of the two networks before mapping,
and we can see that they are incomparable based on standard distance metrics and thus difficult
to align. b) The result post-mapping the green network’s embeddings to the orange network’s
embedding space. Now we can directly compare them for cross-network entity resolution.

Finally, we utilize a Generative Adversarial Network (GAN) [4] to create an initial mapping
between the two network’s embedding spaces. A GAN is a type of deep learning framework
comprising two neural networks, a generator and a discriminator, engaged in a competitive
process. The generator creates synthetic data samples, in this case mapped embeddings to the
other network’s vector space, while the discriminator evaluates whether these embeddings are
genuinely sampled from that network or generated by the model. Through iterative training, the
generator learns to produce an increasingly realistic mapping, while the discriminator becomes
more adept at distinguishing between real and mapped embeddings. This adversarial process
will theoretically drive the model to generate a high-quality mapping between the two spaces
in an unsupervised setting, as shown in Figure 2.

The benefits of this approach are that it is less reliant on access to high quality labeled data
to train the model, and is able to find anchor pairs of aliases within the network on its own,
without needing seeds to act as anchors to explore the network and expand the alias set.

2 Dataset

Table 1: Overview statistics of the two networks used in this analysis

Network Nodes Edges
Flickr 215,495 9,114,557

Last.fm 136,420 1,685,524

Throughout this project we used the COSNET dataset [16], which is a large dataset that
contains a variety of social network data among many platforms. It contains within network
friendship edge information between five social networks: flickr, lastfm, likedin, livejournal, and
myspace, as well as truth data for edges which link the same user between social networks. It
contains a large number of nodes, and the nodes are well connected, leading to a rich topological
landscape. This fact along with the rare inclusion of cross-network truth data cements it as a
popular choice for this problem. In this paper, we primarily focused on the flickr and lastfm
datasets, details of which can be observed in Table 1. In many of the experiments, we used a
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sampled version of the dataset generated from random walk sampling of size 5000 nodes and
approximately 100,000 edges. The dataset contains 510 pairs of known aliases which we use for
evaluation purposes.

3 Method
3.1 Problem Definition
We consider the problem of aligning exactly two social networks by predicting alias anchor
pairs with an unsupervised model. Let a social network graph be denoted G = (V, E) where
V is the set of N nodes, or users, and E ⊆ V xV is the set of within-network edges, or
friendship links. For this paper, we will assume that the graph is undirected meaning that
(u, v) ∈ E → (v, u) ∈ E. Each vertex vi ∈ V will have a representation in d-dimensions
Ri ∈ Rd, where R is a matrix containing all of the representations of V .

Here we consider two networks, a source and a target network which we will denote as G1 =
(V1, E1) and G2 = (V2, E2) respectively. For each node in the source graph, we want to find its
alias in the target graph assuming that it exists, which manifests as a mapping M : u ∈ V1 →
v ∈ V2 ∪ {∅}.

3.2 Overview
The approach proposed in this paper follows three main steps: 1) We learn node embeddings
for each network with a single network link-prediction by performing random walks on both
networks to learn node embeddings for G1 and G2 independently. 2) Then we topologically
align those embedding spaces using a Generative Adversarial Network (GAN) to approximate
a mapping M . 3) Finally, we select anchor pairs based the cosine similarity of the mapped
embeddings from M to the source graph embeddings.

3.3 Link Prediction

Table 2: The result of our link prediction model on the COSNET dataset

Network F-Measure AUC
Flickr 0.78 0.90

Last.fm 0.86 0.94

The link prediction technique utilized in this study draws its foundation from Word2Vec [12],
where embedding vectors are learned for each word in a corpus. By setting a window size within
which words frequently appearing in similar contexts are positioned closely in embedding space,
Word2Vec facilitates semantic similarity representation. Node2Vec [5] applies the concepts from
Word2Vec on graph structured data, but instead of a window of words, a random walk in the
graph is used as the context. This process allows relational similarities between nodes traversed
in these walks to be captured and consequently, nodes that frequently occur in the same random
walk are close in the embedding space. We use a Multi-Layer Perceptron (MLP) model with
the embeddings as input to predict future edges for link prediction. The advantage of this
approach is that it provides an edge-centric view of the graph via link prediction which will be
valuable for cross-network association.
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For this paper, we used the method developed by Google Research [1] which learns node embed-
dings and MLP weights simultaneously. This approach demonstrated superior performance over
various conventional link prediction methods, particularly with smaller embedding dimensions.

To apply the Google Research [1] method to the COSNET [16] data, we create a test set by
removing edges randomly while maintaining connectivity in the graph. After the edges in the
test set are removed and stored, the remaining graph is the training set. To create negative
edges for training, random edges are proposed and checked to ensure they were not already
in the edge set. For training we made 50% of the edges positive and 50% negative examples.
Random walks are then conducted on the training graph, with the resulting train/test sets and
random walks serving as inputs to the MLP.

This embedding method achieves high link prediction accuracy for all COSNET networks, as
seen in Table 2.

3.4 Cross-Network Topological Alignment
After computing embeddings enriched by the link prediction technique, we then attempt to
align the networks using only the learning embeddings based on structural features of the
graph as apposed to semantic features such as username and biographical data.

For this step, we utilize a Generative Adversarial Network (GAN) [4] as the model to align the
network’s embedding spaces. The GAN consists of models: a generator and a discriminator.
The generator takes as input embeddings from the source graph G1 and attempts to output
corresponding embeddings in the embedding space of G2. The generator uses the following loss
function, that it learns to minimize during the course of training:

L = − 1
N

N∑

i=1
log(1 − D(G(ri

1))

Where D is the output of the discriminator and G is the output of the generator.

Concurrently, the discriminator evaluates the authenticity of these mapped embeddings com-
pared to true embeddings from G2. Through iterated training, the generator refines its output
to produce a more realistic mapping and the discriminator becomes increasingly adept at dis-
cerning real and generated embeddings. It is trained with the following loss function that it
wants to minimize:

L = − 1
N

N∑

i=1
log(D(ri

2) + log(1 − D(G(ri
1))

The first term refers to the probability of incorrectly classifying real embeddings as fake and
the second is the case where generated embeddings are classified as genuine.

Details of the architecture of the model can be seen in Figure 3. This adversarial learning
format facilitates mutual improvement.

3.5 Association and Alias Prediction
Given a node v1 ∈ G1 and its mapped embedding M(r1) our goal is to find a corresponding
v2 ∈ G2 that could represent its alias. To achieve this, we identify the embedding in R2 that is
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Figure 3: The architecture of the Link Prediction and GAN system for cross-network associa-
tion.

closest to it. We tested with the Frobenius norm:

minr2||M(r1) − r2||, r2 ∈ R2

as well as the cosine similarity:

minr2cos(M(r1), r2), r2 ∈ R2

We then take the top k scoring pairs of nodes in the network based on an experimentally
determined threshold to assign aliases. Alternatively, using these same metrics rather than
simply taking the top score, we can generate a list of the top scoring aliases for each node to
narrow exploration depending on the application.

4 Experiments
To evaluate our model for cross-network alignment we compared it to baseline methods on the
COSNET dataset for Flickr and Last.fm. We used the metric of Precision@N based on the
aliases discovered by the algorithm which is defined as follows.

P@N =
∑q

i=1 (success@k(i))
q

where success@k(i) is a binary variable representing whether or not the true alias of user i is
within the top-k scoring candidates and q is the number of pairs for which we have ground
truth evaluation data available.

We chose unsupervised methods of comparison including:

• Degree-Based Alignment: A trivial baseline where users in networks are aligned by
relative degree rank.

• Embedding Distance Alignment: A baseline computed by applying closest distance
matching to align the networks using the embeddings after link prediction without the
GAN model that maps the embedding spaces. We used the cosine similarity for evaluation
because it consistently performed better experimentally for the mapped embeddings.
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• MAD [9]: A spectral approach to cross-network alignment that matches nodes via sin-
gular value decomposition, another comparable unsupervised model to predict aliases.

We also tested two different distance measures for the mapped embeddings of G1 to G2 embed-
dings as discussed in the previous section:

• Frobenius Norm
• Cosine Similarity

Finally, we tested the last.fm vs flickr alignment as well as sampled last.fm vs sampled last.fm
with 80% common edges to test alignment in a less challenging setting.

4.1 Evaluation
In our first experiment, we aimed to assess the cross-network association by comparing random
sampled versions of the Last.fm network. This setup ensures ample overlap in the graphs, in
this case 80%, resulting in a test set that maintains equal core structure and similar char-
acteristics while introducing variability and disrupting the isomorphism. By conducting the
analysis on these sampled versions, we sought to evaluate the performance of our method in
a more structured environment. For this experiment, we used Precision@1, Precision@5, and
Precision@10. We chose such low values for k due to the heavy overlap resulting in the task
being easier for the model.

The results of this experiment can be found in Table 3. It is evident that our method, Link
Prediction + GAN outperforms both baseline methods- embedding and degree rank- for all
tested cases. The substantial gap in performance in particular between the embedding and
our full method demonstrates the power of the GAN model in aligning the two embedding
spaces. We observe that the cosine similarity metric and the frobenius norm have very similar
comparable results. This is expected, due to the fact that they operate on the same mapped
embeddings. Consequently, the metrics are making the same decisions in most cases, leading to
closely aligned scores. We do see that cosine similarity consistently slightly edges out the frobe-
nius norm, which is an interesting result, indicating that the cosine similarity better captures
the similarity of the embeddings. The MAD approach does beat our method for Precision@10
but their results are much worse for Precision@1 and comparable for Precision@5.

Table 3: Performance comparison between baseline methods for predicting aliases between
sampled Last.fm and Last.fm networks with 80% overlap.

Model Metric P@1 P@5 P@10
Embedding Cosine Similarity 0.0092 0.0379 0.1242

Degree 0.0081 0.0341 0.1039
MAD 0.1508 0.4040 0.6905

LP + GAN Frobenius Norm 0.3009 0.4733 0.5704
LP + GAN Cosine Similarity 0.3056 0.4884 0.6005

The results of our next experiment are summarized in Table 4. These results were generated
from the alignment of the Last.fm and Flickr data with Flickr being mapped to the Last.fm
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embedding vector space, meaning Flickr is the source network and Last.fm is the target network.
In this experiment, we considered Precision@10, 20, and 30 to accommodate the more difficult
task. Across all metrics, our method surpassed all other tested approaches in the cross-network
alignment task, outperforming degree rank by the largest margin. We do observe for the first
time, the frobenius norm performing better than the cosine similarity for one particular case.

Table 4: Performance comparison between baseline methods for predicting aliases between
Last.fm and Flickr social networks.

Model Metric P@10 P@20 P@30
Embedding Cosine Similarity 0.0506 0.1021 0.1262

Degree 0.0339 0.0975 0.1128
MAD 0.1341 0.1962 0.2870

LP + GAN Frobenius Norm 0.1734 0.2742 0.3162
LP + GAN Cosine Similarity 0.1767 0.2499 0.3214

Overall, these strong performances compared to baseline demonstrate the value in the LP +
GAN approach proposed in this paper. Given that the method is wholly unsupervised, the
results are especially strong. We suspect that supervised methods would likely result in higher
performance, but labeled training data is seldom available in real world networks. Additionally,
the best pairs found by this unsupervised method could be used as a seed set or training set
for other supervised methods.

5 Future Work
There are many potential avenues for further growth of the method presented in this paper.
First, the aliases found by this method are not necessarily internally consistent, meaning that
multiple nodes in G1 can be mapped to the same node in G2 and vice versa if we only con-
sider top scoring aliases. We could implement a measure for global consistency derived from
considering the set of distances in a systematic, non-greedy fashion.

In order to improve accuracy we could also experiment with additional embedding techniques
including DeepWalk [13] and GraphSage [6]. We could alternatively attempt to link the em-
bedding model to the alignment model and implement an iterative approach where we refine
the original embeddings based on the mapping found by the GAN. The embeddings could be
trained in tandem with the GAN to represent the graphs for the specific task of cross-network
alignment.

Additionally, we are interested in investigating extensions and applications of this research.
For example, the application to community detection within cross-network datasets. In each
graph, only a subset of users in the entire multi-network are represented. More broadly, we can
imagine identifying specific communities. Some may be friends on slack, some may connect on
LinkedIn, but not everyone in the community is present on both networks. In this case, the
community is most completely defined as the union of the sets within multiple social networks.

We could also extend this research for multiple networks, not just pairs. Currently to accommo-
date additional networks, a mapping would have to be trained pair-wise for every combination
of two networks in the set. We would then have to assert global consistency in the results,
making this scheme much more complex but very intriguing and potentially powerful.
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6 Conclusion
This result has broad impacts and important consequences due to its practical application to
real-world data sets such as social networks and its adaptability. The graph-based data model
of social networks is commonly used in modern computer science research. This model is useful
because it allows people’s profiles, activities, and information to be directly related with links,
represented by edges. In these virtual societies, relationship links (such as friendship, following,
commenting/reposting, or any other valid form of engagement) are the main form of expression
individuals use to participate in the community. Studying social networks can allow us to track
events, activities, information flow, and values within a community. However, social networks in
the modern age are becoming increasingly complex. They are neither isolated nor independent;
a user will generally have accounts on multiple different websites and engage in content and
form relationships in connected but not identical ways. These various social networks are not
the same, each may have different main functions or provide a space for niche content and we
need to consider the entire story to perform in-depth analysis. An obvious example is if we
are tracking a target of interest and we know their account on one social network, we could
use this technology to discover their corresponding accounts on other social networks, allowing
for increased surveillance of activity. Alternatively, if our goal is to track the spread of some
information of interest, considering multiple networks is necessary because the information is
going to be spread among different social networks potentially by the same users their followers.
In general, we can use this association for increased accuracy and performance in our models.
The implications of this research have a strong impact especially in the field of defense and
security. In addition to being used directly in analyses for downstream tasks, the discovered
aliases from the method proposed in this paper could be used as seed sets for alternative cross-
network alignment algorithms that take advantage of additional features but require ground
truth for training.
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Abstract. The objective of this research is to examine the emotions conveyed in comments
within online cooperative contexts that rely on asynchronous textual interactions, and to iden-
tify the factors that contribute to their emotional intensity. To achieve this, the study relies
on Appraisal and Communication Accommodation theories to explore the interaction between
the individual, the context, and the outcome of this interaction in the comments posted on
Wikipedia’s Talk Pages. It has been found that the context has an impact on the emotions
expressed by users. Specifically, the thread level has a greater impact compared to wider or
narrower levels of analysis. Additionally, we highlight that emotion intensity varies due to the
context around a baseline which is the emitting subject’s one.

Keywords. Sentiment Analysis; Wikipedia; Commons

1 Extended abstract
In recent years, organisations have implemented various approaches to improve their virtual
team working efforts for knowledge production. Team members increasingly work indepen-
dently and communicate through digital infrastructures such as Team Communication Plat-
forms (TCPs) like Slack, Wiki systems, or version control systems such as Github. This shift
entails several challenges. For example, the technical characteristics and the affordances of such
infrastructures can enable certain collective actions while limiting others in the coordination of
collaborative work [1].

If the platform and the text produced by interacting users can signal to others what needs to be
done through stigmergic mechanisms, it has also been proven that more complex actions, such
as decisions on how things should be done or negotiations on certain content, require explicit
communication [3].

Communication is not only important for its content, but also for its form, including the emo-
tions and social cues with which it is enriched. Research has highlighted the impact that the
expression of certain emotions can have on the effectiveness of cooperative efforts. Affective ex-
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pression is used to communicate information on the goals, beliefs and intentions of an individual
towards social exchange [8].

The expression of emotions in a cooperative context is influenced by two major categories of fac-
tors. The first group pertains to the subject’s demographics, while the second group examines
the subject’s context and their reaction to it. Research on computer-mediated communica-
tion (CMC) in online environments has demonstrated that individuals communicate primarily
through asynchronous text. This text-only interaction omits typical social clues used by a
group to interpret the messages, such as the demographics or social roles. The given textual
corpus is the sole source of contextual information and has been found to constitute a set of
tacit guidelines to which users tend to adhere [7]. Considering the significance of expressed
emotions in a working group, it is crucial to comprehend the role that context plays in the
expression of emotions in cases where context is reduced to the bare essentials, i.e. to the
text of asynchronous interaction. In particular, considering the aggressiveness witnessed in
online communities, it is important to understand the factors that influence positive or nega-
tive expressed emotions. This understanding can help improve comprehension of cooperative
dynamics in CMC environments.

We will thus focus on the second group that encompasses theories such as appraisal, mimicry,
and Communication Accommodation Theory (CAT). Appraisal theory suggests that an indi-
vidual’s expressed emotion is a result of their reaction and evaluation of an external stimulus,
which is influenced by their personal beliefs and values. Mimicry theory argues that individuals
tend to imitate the vocabulary, emotions, and expressions of those around them. According to
CAT, the ultimate goal is to signal shared appraisals and values [2].

This research aims to investigate the factors that influence the emotions expressed by users
through text in Wikipedia Talk Pages. Specifically, we aim to examine the relationship between
individual emotional tendencies and their reactions to the context in which they interact, using
the concepts of Appraisal and Communication Accommodation theory. Our decision to use
Wikipedia as a research setting is motivated by three factors. Firstly, users are responsible
for managing conflicts themselves as there is no hierarchical conflict resolution mechanism
[6]. Secondly, users voluntarily choose to participate in the collaborative process as there
are no standard incentives such as financial or career benefits [5]; furthermore, there are no
hierarchical obligations, such as job requirements, that force users to moderate their tone or
reach an agreement [6]. Finally, the interactions can be traced as the whole history of comments
and modifications is publicly available, providing a significant amount of data. In contrast to
previous studies on Wikpedia talk pages[4], and for the reasons given above, this research
will focus on the contextual characteristics of the comments rather than the socio-demographic
characteristics of the subjects. The aim is to understand how the context influences the emotions
expressed in the comments. Specifically, this study will use the dataset developed by [9] to
examine two emotional dimensions: valence and arousal. The first term denotes the degree of
pleasantness of the word, while the second term denotes its emotional charge, whether positive
or negative.

The aim of this research is to investigate the effect of the contextual valence (and arousal)
on the emotional expression of a new comment posted in that context. In addition, we aim
to explore the relationship between a subject’s emotional tendencies and the context in which
they discuss by examining the effect of perceived valence (arousal) on emotional expression.

The analysis was conducted on 1.2 million comments gathered from 312.000 Wikipedia arti-
cles. Our strategy for selecting articles aimed to create a sample that represented a variety
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of subjects, team sizes and levels of conflict. Each observation - a comment posted on a talk
page - is enriched with contextual characteristics at the level of the page, thread, and the pos-
sible previous relationships between sender and receiver. Additionally, characteristics of the
overall activity of the comment author are taken into account. In line with [4], we employed
two techniques, namely Word Frequency Averaging (WFA) and Word Embeddings (EMB), to
assess the emotions conveyed in each comment and its surrounding context. The purpose of
using these techniques was to address any potential data sparsity in the dataset created by [9].
Logistic regression models were employed to analyse comments with exceptionally high or low
valence (arousal) and identify the contextual or behavioural factors that may have contributed
to the expression of extreme emotions. During the analyses, we considered three contextual
levels of analysis, i.e. the discussion page, the thread and the dialogue between the author
and the receiver of the observed comment. The results support the hypothesis that the va-
lence (arousal) of the context positively influences the likelihood of an extremely high valence
(arousal) comment. The thread level appears to have a greater effect than other levels. It is
suggested that this is because authors must take into account previous comments in order to
participate in the discussion. The limited impact of the dyadic level may be due to its limited
occurrence in the dataset. A similar approach was utilized for the study of the variation of the
comments authors’ valence (arousal) compared to their usual valence (arousal). The analysis
yielded similar results. There is indeed an overall positive impact of the context on the varia-
tion. The thread level appears to have the stronger impact compared to the other contextual
levels.

There are limitations to this research. On the one hand, only two emotions are considered,
which limits the scope of the managerial implications of this study. On the other hand, the
setting is limited to a single project, with the risk of context-specific effects. But it proposes
a new method to investigate, among other things, the emotional discrepancy between the
subject’s idiosyncratic emotional tendency and the emotion conveyed in the context that can
be transposed to other context. The data set can also be reused with other, more complex
emotion analysis tools.
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Abstract. The purpose of this presentation is to introduce attendees to our
forthcoming book, The Atlas of Social Complexity (June 2024, Edward Elgar,
https://www.atlassocialcomplexity.org), which maps the latest advances in the study of so-
cial complexity – including five major transdisciplinary themes and 24 leading-edge areas of
research – based on what we see as the new social science turn in the complexity sciences.
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1 EXTENDED ABSTRACT

Figure 1: Map of the Complexity Sciences.
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1.1 The Challenges of Studying Social Complexity
As Figure 1 shows, the complexity sciences have evolved over the past several decades into an expansive
field of study that crosses over just about every major area of academic research. It also presently
involves almost all of the latest advances in method and multi-methods, particularly computational
modelling (e.g., Mitchell, 2009).

Within the social sciences, the complexity sciences have had an impact on social inquiry, going all the
way back to the Macy Conferences and the emergence of systems theory and second-order cybernetics
– or, in some ways, even further, with the work of Pareto and Spencer. Still, the most recent and
longstanding impact started with the complexity turn in social science research in the late 1990s (Byrne
and Callaghan 2022; Urry 2005).

Since then, while the complexity sciences have done much to advance social science, over the last
decade the field has run into some considerable situations – thirteen to be exact. As shown in Figure
2, examples include complexity scientists ignoring social science; privileging computational modelling
over qualitative inquiry; failing to address issues of power and inequality in social-ecological systems;
and being tone deaf about the real world. These situations prevent the study of social complexity
from becoming the disruptive, transdisciplinary field it originally sought to be in the 1950s and, more
recently, the 1990s when the complexity turn in the social sciences took place.

Figure 2: The Thirteen Situations of Social Complexity Research.

1.2 The Social Science Turn in Complexity Studies
Fortunately, a small but growing global network of scholars are charting new territories for the study
of social complexity. We call this the social science turn. This ‘turn’ fosters a transdisciplinary, social
complexity imagination that, in one way or another, addresses the field’s thirteen situations to create
new areas of disruptive and highly innovative social inquiry. The Atlas of social complexity charts
this new territory.
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1.3 The Future History of Social Complexity
The Atlas of social complexity organises the future history of social complexity research into six major
themes – (1) understanding the history of social complexity research and its current 13 situations; (2)
Cognition, emotion and consciousness, (3) Dynamics of human psychology, (4) Living in social systems,
(5) Advancing a new methods agenda, and (6) The unfinished space. Within and across these themes,
the Atlas surveys over twenty-four leading-edge research areas (some still under construction) that
readers can variously combine and develop to pursue their own work. As shown in Figure 3, which
highlights the research covered in Theme 4, topics range from immune system cognition and network
theories of psychopathology to configurational and intersectional social science to the complexities of
place and governance to resilience and economics in an unstable world.

Figure 3: Theme 3: Living in Social Systems.

For those looking to get past the normalising conventions of the complexity sciences (particularly
postgraduate students and early career researchers) in search of new ideas and new ways of working,
the tour taken by the Atlas should prove of some value.

1.4 Current Presentation
The purpose of our presentation is to introduce attendees to The Atlas of Social Complexity. We cannot
obviously survey the entire book, so instead will focus on a brief introduction to the 13 situations and
then introduce the five major themes, focusing in on Theme 4 (Living in social systems), which is the
most congruent with the focus of FRCCS2024.

1.5 Endorsements for the Atlas of Social Complexity
The Atlas of Social Complexitywas peer reviewed. Here are endorsements by leading figures in
social complexity research:
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‘Many have observed that in the social sciences, everything is connected to everything else but so
far we have been singularly unsuccessful in attempting to explain the richness and diversity of this
interconnected world. Glimpses of such explanations have come from the sciences of complexity but
much of this reasoning has been contained within the traditional straitjacket of the physical sciences.
What Castellani and Gerrits have done is to produce an Atlas of this world, through a series of maps
that guide the reader to a great array of disciplines that can be informed by a multitude of ideas that
they define as social complexity. This is a remarkable commentary on our progress in dealing with
complex systems in all their guises and it is essential reading for everyone who seeks an understanding
of our interconnected world.’ – Michael Batty, University College London, UK

‘This book is not just an invaluable Atlas to the extensive and fascinating literature on social com-
plexity, but also an opinionated (in the best way) tour of the landscape, its heights and its depth
and its quirks. The authors have read widely, thought carefully and explained clearly a broad sweep
of research and practice on the idea of complexity and its application in the social, psychological
and economic sciences. The book will be invaluable to academics, researchers, and policy analysts
intrigued by how a social complexity approach might aid in the understanding of our complex world.’
– Nigel Gilbert, University of Surrey, UK

‘An inspiring read for believers and non-believers. Whether or not you agree that complexity is what
it is all about, this book formulates a great set of challenges to spark renewal in the interdisciplinary
social sciences. Covering a wide terrain from cognition to ecology and intersectionality, it charts a
set of adventurous routes through recent research to show how a sociologically informed complexity
science can meaningfully address the questions that matter.’ – Noortje Marres, University of Warwick,
UK

‘This is a superb review of the development of social complexity in the social sciences and is a must
read for anyone interested in cutting-edge social theory. Castellani and Gerrits convincingly show that
this set of concepts is being transformative of social science thinking across multiple disciplines, even
if it is developing too slowly.’ – Sylvia Walby, Royal Holloway, University of London, UK

”This book stands as a formidable achievement, a true tour de force wherein the authors delve into our
complex social world. They unravel the intricacies from the molecules comprising our cells to those
shaping our bodies and ultimately forming us as conscious individuals. These individuals, in turn,
have pioneered, discovered, and advanced technologies such as electronics, thinking robots, nuclear
power, the contraceptive pill, and antibiotics. Collectively, they shape a complex society that, with an
accelerating pace of change, achieved remarkable feats like landing a man on the Moon, eradicating
smallpox, and establishing the World Wide Web. And, yes, also a society that kills its brothers and
sisters and destroys its own natural environment much faster than it can reason about it. A profound
sense of urgency emerges to comprehensively grasp these intricacies of our human society, considering
its multifaceted interactions. Much like the Greek Titan, this Atlas bears the weight of the world and
its remarkable inhabitants, and – guided by the science of complexity – offers new qualitative and
quantitative avenues to make sense of this amazing world we live in.” – Peter Sloot, University of
Amsterdam, the Netherlands
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Abstract. Predicting the dynamics of chaotic systems is crucial across various practical do-
mains, including the control of infectious diseases and responses to extreme weather events.
Such predictions provide quantitative insights into the future behaviors of these complex sys-
tems, thereby guiding the decision-making and planning within the respective fields. Recently,
data-driven approaches, renowned for their capacity to learn from empirical data, have been
widely used to predict chaotic system dynamics. However, these methods rely solely on histori-
cal observations while ignoring the underlying mechanisms that govern the systems’ behaviors.
Consequently, they may perform well in short-term predictions by fitting the data, but their
long-term predictive reliability is compromised, particularly in chaotic systems, where slight
initial variations may result in substantial differences in a finite number of time steps. To ad-
dress this challenging issue, in this paper, we propose a novel Physics-Guided Learning (PGL)
method. The proposed method aims to synergize observational data with the governing phys-
ical laws of chaotic systems to predict the systems’ future dynamics. By fusing data-driven
insights with physics-guided principles, this method utilizes a deep neural network architec-
ture to enhance prediction accuracy. Empirical validation on four dynamical systems, each
exhibiting unique chaotic behaviors, demonstrates that PGL achieves lower prediction errors
than existing benchmark predictive models. The results highlight the efficacy of our design of
data-physics integration in improving the precision of chaotic system dynamics forecasts.

Keywords. Physics-Guided; Data-Driven; Chaotic Systems; Dynamics Prediction.

1 Introduction
Chaotic systems are ubiquitous, from academic research in physics [1, 2] and chemistry [3, 4]
to real-world domains such as epidemiology [5, 6] and climatology [7, 8]. By predicting the
dynamics of these systems, we can gain valuable insights into their future behaviors, which can
not only help us understand the underlying mechanisms of these systems but, more importantly,
effectively inform and guide the decision-making process in real-world problems within the re-
spective fields. For example, forecasting the dynamical behaviors in the spread of epidemics
can help us uncover the disease transmission patterns and, accordingly, deploy effective inter-
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vention strategies to control the infectious diseases [9]. Predicting the dynamics of variables
in the climate system, such as temperature and precipitation, can help us be well prepared for
extreme weather events [10].

In recent years, with the availability of large amounts of data and the advancement of computing
power, many studies have utilized data-driven approaches to analyze and predict the dynamics
of chaotic systems. These methods generally utilize the given data to learn the mapping
function between historical observations and the future value of the target variable, and then
use the learned mapping function to conduct the prediction. Typical data-driven methods
that have been widely used in chaotic system dynamics prediction include long short-term
memory networks(LSTM) [11, 12], reservoir computing [13, 14], etc. The above methods have
been proven to be effective for the short-term prediction of chaotic systems, demonstrating an
ability to capture the instantaneous dynamics [15]. However, their ability to make long-term
predictions is limited, especially for those rapidly evolving chaotic dynamical systems, where
even a slight initial variation can result in significant differences as the evolution over time [16].
The reason could be that such data-driven methods rely solely on historical observations during
the learning process but ignore the underlying mechanisms of chaotic systems, which are, in
fact, of great importance in characterizing the systems’ dynamical behaviors.

To overcome the limitations of data-driven models in predicting chaotic system dynamics, we in-
troduce a novel method in this paper, designated as Physics-Guided Learning (PGL). Inspired
by a recently developed physics-informed neural network (PINN), which was originally de-
signed for solving forward and reverse problems in nonlinear partial differential equations [17],
our PGL method seeks to synergize observational data with the governing physical laws of
chaotic systems. Specifically, the architecture of PGL is composed of three integral compo-
nents: a data-driven component that learns the dynamical patterns and mapping functions
from historical observations, a physics-guided component that exploits and represents systems’
governing mechanisms, and a nonlinear learning component that integrates the output from
the data-driven component and that from the physics-guided component in a proper way. The
objective functions of these three components will be jointly optimized to achieve the desired
goal of chaotic dynamics prediction.

The remainder of this paper is organized as follows. Section 2 outlines the proposed method-
ology, with a detailed explanation of its core principles, architecture design, and learning pro-
cesses. In Section 3, we present the settings and results of our experiments on four typical
chaotic systems, which are designed to validate the effectiveness of the proposed method in the
task of chaotic dynamics prediction. Finally, we conclude our work in Section 4.

2 Methodology
In this section, we will outline the formalism and computational mechanism of the proposed
PGL method. We begin by defining the learning problem and providing an overview of the
method. Subsequently, we present the mathematical definition and formulation of the proposed
method for chaotic system dynamics prediction, which integrates data and physical understand-
ing. To enhance the clarity, we detail the method’s structure, workflow, and objective function.

2.1 Problem Statement
First, we state the definition of chaotic system dynamics prediction. For a chaotic system with
N state variables, we represent the system’s state observations at time t as Xt = [x1

t , x2
t , . . . , xN

t ].

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

258



L. Feng, Y. Liu, B. Shi, and J. Liu Physics-Guided Learning

Figure 1: Illustration of the architecture of the proposed method PGL, which is composed of
three core components: a data-driven component (DDC), a physics-guided component (PGC),
and a nonlinear learning component(NLC).

Xt−L+1:t = [Xt−L+1, Xt−L+2, . . . , Xt] denotes the historical data containing L time steps. Mean-
while, the time point sequence Tt−L+1:t = [t−L+1, t−L+2, · · · t] corresponding to the system’s
state value sequence Xt−L+1:t is also recorded. The target of chaotic system dynamics prediction
is to learn the underlying state transition function and the potential dynamics of the system
based on the historical data and governing physical laws, and then forecast the subsequent
state of the chaotic system, denoted as X̃t+1. To achieve this goal, we devise a PGL method
that makes use of both the observational data and the underlying dynamical mechanism of
the chaotic system. Specifically, the proposed method comprises three core components: a
data-driven component (DDC), a physics-guided component (PGC), and a nonlinear learning
component (NLC). In the subsequent section, we will furnish a more detailed exposition of our
design.

2.2 Physics-Guided Learning
Figure 1 illustrates the architecture of the proposed method PGL, consisting of DDC, PGC and
NLC. For the DDC, we use a three-layer LSTM with 20 hidden units each, followed by a dense
layer. For the PGC, we refer to the PINN configuration [17], using a 10-layer neural network
with 32 neurons in each layer. The structure of the NLC is a multilayer perception (MLP) [18]
with two layers: one input layer and one output layer. Next, we will elaborate in detail on how
these three components work together to predict the dynamical behaviors of chaotic systems.

Data-Driven Component Firstly, we obtain the prediction of the data-driven branch for
the next time step, denoted by Xdata

t+1 = DDC(Xt−L+1:t). We expect the long short-term
memory (LSTM) structure in the DDC to capture both short-term and long-term temporal
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dependencies in the historical state sequence through its unique gating mechanism and make
predictions for the next time step.

Physics-Guided Component Afterward, we extend the Tt−L+1:t, turning it into Tt−L+1:t+L,
which is further fed into the PGC. The PGC generates the system state predictions that are of
equal length to the extended time sequence Tt−L+1:t+L. This process is shown in the following
equation:

Xphy
t−L+1:t+L = PGC(t − L + 1, t − L + 2, ..., t + L), (1)

where Xphy
i =

[
xphy

i , yphy
i , zphy

i

]
. We expect that, with the guidance of physical knowledge, the

PGC can learn the dynamics of the system and assist the entire model in making predictions.
Note that the design of PGC is general and can be used in various chaotic systems. Here, for a
better explanation, we use the typical Lorenz system [16] as an example to show how the PGC
works. The only information that we have is the form of the system’s equations shown in the
following Eq. (2), and we do not know the crucial initial values and system parameters.

dx

dt
= a(y − x),

dy

dt
= cx − y − xz,

dz

dt
= xy − bz.

(2)

Following the work of physics-informed neural networks in [17], we utilize the automatic differ-
entiation tools within the deep learning framework PyTorch [19] to compute the derivative of
the PGC’s output Xphy

t−L+1:t+L with respect to its input Tt−L+1:t+L, yielding the following:

∂Xphy
t−L+1:t+L

∂t
=

[
∂Xphy

t−L+1
∂t

,
∂Xphy

t−L+2
∂t

, · · · ,
∂Xphy

t+L

∂t

]
, (3)

where ∂Xphy
i

∂t
=

[
∂xphy

i

∂t
,

∂yphy
i

∂t
,

∂zphy
i

∂t

]
. We expect that the approximate derivatives conform to the

definition of the Lorenz system, and therefore, we have calculated the residuals with respect to
the physics-guided component, as shown below.

lossphy = λ1lossx + λ2lossy + λ3lossz,

lossx =
t+L∑

i=t−L+1

∣∣∣∣∣
∂xphy

i

∂t
− ã

(
yphy

i − xphy
i

)∣∣∣∣∣

2

,

lossy =
t+L∑

i=t−L+1

∣∣∣∣∣
∂yphy

i

∂t
−

(
c̃xphy

i − yphy
i − xphy

i zphy
i

)∣∣∣∣∣

2

,

lossz =
t+L∑

i=t−L+1

∣∣∣∣∣
∂zphy

i

∂t
−

(
xphy

i yphy
i − b̃zphy

i

)∣∣∣∣∣

2

,

(4)

where λ1, λ2, and λ3 are hyper parameters, ã, b̃, and c̃ are trainable parameters of the model.
Note that the true parameters of the chaotic systems remain unidentified for the PGC and
for the proposed PGL model, a scenario that is typical in real-world applications. It is our
expectation that the proposed model is capable of learning and characterizing the systems’
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dynamics even in the presence of such uncertainties. Additionally, since we have the ground
truth Xt−L+1:t, we conduct supervised learning by minimizing the following lossdata:

lossdata = 1
L

t∑

i=t−L+1

∣∣∣Xphy
i − Xi

∣∣∣
2

. (5)

By incorporating penalty terms based on physics and data, we hope that the PGC can rely on
known physical knowledge and work in collaboration with the DDC to predict chaotic systems.

Nonlinear Learning Component Next, a nonlinear learning component will balance the
predicted Xdata

t+1 and Xphy
t+1 from DDC and PGC to provide the final prediction X̃t+1 for the

system at the time step t + 1. The loss is formulated as follows:

lossNLC =
∣∣∣X̃t+1 − Xt+1

∣∣∣
2

, (6)

where X̃t+1 = NLC
(
concatenate

(
Xdata

t+1 , Xphy
t+1

))
, and Xt+1 denotes the ground truth value

of the system’s state variable at time step t + 1, which serves as the label in our supervised
learning. It is important to note that the data for Xt+1 in Eq. (6) is exclusively accessible
during the training phase. This information is not available during the testing phase, where
the model must predict Xt+1 without the aid of ground truth values.

In our implementation, the NLC utilizes the Rectified Linear Unit (ReLU) activation function
to capture the nonlinear dependencies inherent in the data. The architecture is intentionally
designed to be straightforward to affirm the feasibility of the proposed idea of integrating data-
driven and physics-guided components. It should be noted that real-world data often exhibit
more complex nonlinear relationships. Our model is designed with flexibility, allowing for the
incorporation of more sophisticated neural network architectures to accommodate and adapt
to these higher levels of complexity.

Objective Function The final optimization objective function, which takes account of both
data and physics, is given as follows:

min(w1lossNLC + w2lossdata + w3lossphy), (7)

where w1, w2, and w3 are hyper parameters.

3 Experimental Results
In this section, we use four dynamical systems with different chaotic behaviors, i.e., the Rossler,
Lorenz, Chua, and Chen systems, which are widely used in chaotic systems dynamics predic-
tion [20–24], to validate the performance of the proposed PGL method in long-term forecasting
of chaotic dynamics. We also perform an ablation study to analyze the contributions of different
components of the proposed method to the chaotic dynamics prediction.

3.1 Descriptions of Chaotic Systems
Rossler System In 1976, Otto Rössler proposed the well-known Rossler system, which ex-
hibits chaotic phenomena and nonlinear dynamical behavior. The system is defined by the
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following differential equations [25]:
dx

dt
= −y − z,

dy

dt
= x − ay,

dz

dt
= b + xz − cz.

(8)

Lorenz System In 1963, Edward Lorenz discovered the existence of a peculiar “butterfly
effect" in meteorological systems when studying convective instability. The Lorenz system can
be described by the following equations [16]:

dx

dt
= a(y − x),

dy

dt
= cx − y − xz,

dz

dt
= xy − bz.

(9)

Chua System In 1986, Chua et al [26] introduced the Chua system, marking an advancement
in the study of chaotic systems by linking chaos and nonlinear circuits. The equations of the
Chua system are given as follows:

dx

dt
= a(y − x − G(x)),

dy

dt
= x − y + z,

dz

dt
= −by,

G(x) = cx + (d + c)(|x + 1| − |x − 1|).

(10)

Chen System In 1999, Chen et al [27] identified a chaotic attractor that bears similarities to
the Lorenz system, but is topologically distinct in their research on chaotic control. The Chen
system can be described by the following equations:

dx

dt
= a(y − x),

dy

dt
= (c − a)x − xz + cy,

dz

dt
= xy − bz.

(11)

All the above four dynamical systems have nonlinear and chaotic behaviors, posing great chal-
lenges for long-term prediction. We use the fourth-order Runge–Kutta method with a step
size of 0.01 to obtain the chaotic time series containing 10, 000 steps, which are divided into
training, validation, and testing datasets in a ratio of 6 : 2 : 2. Specifically, we utilize the
data from the initial 6, 000 time steps for training purposes. This is followed by the subsequent
2, 000 time steps, which are designated for the validation process. Finally, we employ the data
from the concluding 2, 000 time steps to test the performance of our model. Table 1 provides
the details of system parameters and initial values.
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Table 1: The system parameters and initial values of four chaotic systems used in our study.

System Parameters Initial values
Rossler a = 0.2, b = 0.2, c = 5.7 (x0, y0, z0) = (1.0, 1.0, 1.0)
Lorenz a = 10.0, b = 8/3, c = 28.0 (x0, y0, z0) = (1.0, 1.0, 1.0)
Chua a = 15.6, b = 25.28, c = −0.75, d = 0.47 (x0, y0, z0) = (0.1, 0.1, 0.1)
Chen a = 35.0, b = 3.0, c = 28.0 (x0, y0, z0) = (0, 1.0, 0)

3.2 Comparison Models and Evaluation Metrics
We select four representative methods as the baselines for performance comparison in our
experiments. They are the long short-term memory (LSTM) [11], the echo state network
(ESN) [28], the next generation reservoir computing method (NG-RC) [29], and DLinear [30].
Here, LSTM is a classic recurrent neural network model for time series prediction; ESN and
NG-RC are representative methods specifically designed and widely used for chaotic system
dynamics prediction, and DLinear is a state-of-the-art deep learning method developed for
complex time series forecasting. For LSTM, we use a three-layer architecture with uniform
hidden state size. To achieve its optimal performance, we experiment with a variety of hidden
state sizes, specifically 8, 16, and 32, and report the best result. For ESN, we implement it
with a spectral radius of 1.4 and a reservoir size of 300. For NG-RC and DLinear, we follow
the default settings reported in their original papers.

When assessing the effectiveness of the methods in capturing and forecasting the dynamical
behavior of chaotic systems over the long term, it is a common practice to employ the model’s
own prediction as the input for forecasting subsequent time steps during the test phase. This
iterative process can result in an increase in errors as the forecast horizon extends, especially
in chaotic systems, where small deviations at the beginning can lead to significant differences
in later outcomes. The mean absolute error (MAE) and root mean square error (RMSE) are
used as evaluation metrics to measure the prediction performance. The MAE and RMSE are
defined as follows:

MAE = 1
T

T∑

t=1
|ŷt − yt|, (12)

RMSE =

√√√√ 1
T

T∑

t=1
(ŷt − yt)2, (13)

where ŷt denotes the predicted value of the model, yt denotes the ground truth, and T is the
corresponding forecast horizon.

3.3 Analysis of Results
Figure 2 demonstrates the comparison result of the ground truth of dynamics of the Rossler,
Lorenz, Chua, and Chen systems in 2, 000 time steps, which is illustrated in blue in each sub-
figure, and the predictions generated by the proposed PGL method, which are shown in red.
We can observe that the proposed PGL method is able to capture the dynamical patterns of
these four chaotic systems. Although employing an iterative prediction process in the prediction
phase brings great challenges to the task of long-term forecasting, the integration of data and
physics enables our method to produce predictions that are consistent with actual dynamics.
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Figure 2: Comparison between the ground truth of dynamics of the Rossler, Lorenz, Chua, and
Chen systems (blue) and the predictions generated by the proposed PGL method (red).

To further evaluate the performance of our predictions, we also conduct an analysis by visu-
alizing the temporal evolution of the ground truth and predictions of the state variables in
these chaotic systems in Fig. 3. For the Rossler system, the predicted curve closely resembles
the ground truth, even for the irregular patterns in Z(t), indicating that the proposed method
successfully captures the dynamics of this chaotic system and thus is able to make accurate
predictions in such a long-term period. For the Lorenz system, the predictions generated by our
method are very close to the ground truth in the first 1, 000 time steps. Notable discrepancies
between the predicted and actual values of the X(t), Y (t), and Z(t) components are evident
after around 1, 000, 1, 000, and 1, 200 steps, respectively. A possible reason is that the two
nonlinear terms xz and xy in the Lorenz system make the dynamics more complex and harder
to capture than the Rossler system, which has only one nonlinear term xz. We can observe sim-
ilar patterns in the Chua and Chen systems: the long-term prediction results in these systems
with multiple nonlinear terms, especially those after 1, 200 time steps, are not as accurate as
the those in the Rossler system. We further observe that, compared to the Lorenz system, the
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Figure 3: Comparison between the ground truth of the state variables of the Rossler, Lorenz,
Chua, and Chen systems (blue) and the predictions generated by the proposed PGL method
(red) over time.

model’s predictions on the Chua system exhibit higher accuracy. Significant deviations in the
components X(t), Y (t), and Z(t) are observed only after 1, 300, 1, 800, and 1, 300 time steps,
respectively. For the Chen system exhibiting more complex chaotic behavior, the proposed
model generates reliable predictions within the first 250 time steps, followed by significant dis-
turbances between 250 and 500 time steps. Fortunately, due to the proposed model’s ability
to balance between data and physical knowledge, it regains accuracy in predictions after the
disturbances, maintaining precision up to about 1, 300 time steps.

To quantitatively compare the performance of our method with that of existing methods, we
report the MAE and RMSE of all methods for different prediction horizons in Tables 2 and 3,
respectively. The results demonstrate that the proposed method achieves the lowest prediction
errors in most of the settings, demonstrating the effectiveness of our method in making long-
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Table 2: MAE of LSTM, ESN, NG-RC, DLinear, and the proposed PGL in different prediction
horizons on four chaotic systems. The best performance in each setting is highlighted in bold.

Systems Horizon LSTM ESN NG-RC DLinear PGL(Ours)

Rossler

200-horizon 0.295 0.228 0.046 2.374 0.055
600-horizon 0.934 1.411 0.865 4.318 0.182
1000-horizon 0.705 3.126 1.084 4.625 0.236
1400-horizon 0.583 3.919 1.199 5.111 0.208
2000-horizon 0.744 4.713 1.942 5.341 0.225

Lorenz

200-horizon 2.668 0.631 1.105 7.748 0.338
600-horizon 4.828 5.462 5.088 6.602 0.616
1000-horizon 5.996 7.103 4.287 7.316 1.189
1400-horizon 6.579 8.110 5.285 7.541 3.685
2000-horizon 7.103 8.174 6.774 7.984 5.536

Chua

200-horizon 0.163 0.104 1.057 1.007 0.023
600-horizon 1.372 0.999 1.815 1.321 0.079
1000-horizon 1.382 1.417 1.967 1.568 0.117
1400-horizon 1.242 1.855 2.047 1.622 0.285
2000-horizon 1.281 2.187 1.948 1.620 0.912

Chen

200-horizon 5.531 3.093 3.770 4.876 0.300
600-horizon 8.085 6.480 7.906 6.182 4.439
1000-horizon 7.349 7.859 8.888 6.576 4.526
1400-horizon 8.026 8.323 8.731 6.604 5.146
2000-horizon 7.996 8.012 9.166 6.484 6.535

term predictions of the chaotic system dynamics.

3.4 Ablation Study
In this subsection, we conduct an ablation study to understand the individual contributions of
the different components within our proposed method to the prediction of chaotic dynamics.
Specifically, we examine the performance of the Lorenz system dynamics prediction using four
distinct configurations of our method: (1) employing only the DDC, which is an LSTM network;
(2) using solely the PGC, represented by a PINN structure; (3) integrating both DDC and
PGC through a simple linear combination, termed PGL-Linear; and (4) implementing the full
proposed method as described in this manuscript, referred to as PGL. The PGL-Linear setting
is essentially a simplified version of PGL, where it linearly aggregates the outputs of DDC and
PGC using a fixed weight to generate the final prediction. In this ablation study, we simulate
the Lorenz system for 500 steps, with the same system parameters and step size as in prior
experiments. To better capture the breadth of the chaotic dynamics within a limited timeframe,
we select a different initial condition of (5.0, 5.0, 5.0). We allocate the initial 300 steps of data
for training the model and the remaining 200 steps for testing its predictive capacity.

Table 4 presents the results of the ablation study with respect to MAE and RMSE across various
forecast horizons. The results indicate that the data-driven component (denoted as DDC) alone
yields satisfactory predictions in the short term, specifically for the initial 60 steps. However,
beyond this range, the prediction error increases significantly. In contrast, the integration of a
physics-guided component (denoted as PGC), as implemented in our proposed PGL framework,
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Table 3: RMSE of LSTM, ESN, NG-RC, DLinear, and the proposed PGL in different prediction
horizons on four chaotic systems. The best performance in each setting is highlighted in bold.

Systems Horizon LSTM ESN NG-RC DLinear PGL(Ours)

Rossler

200-horizon 0.354 0.277 0.053 3.103 0.064
600-horizon 1.692 2.435 1.483 5.370 0.315
1000-horizon 1.371 5.050 1.637 5.562 0.373
1400-horizon 1.186 5.789 1.723 5.963 0.331
2000-horizon 1.352 6.670 3.209 6.133 0.341

Lorenz

200-horizon 4.511 0.922 1.624 9.884 0.561
600-horizon 7.834 8.372 8.693 8.550 0.891
1000-horizon 8.900 9.667 7.773 9.410 2.864
1400-horizon 9.401 10.560 8.689 9.638 7.405
2000-horizon 9.967 10.595 10.067 10.050 8.982

Chua

200-horizon 0.209 0.123 1.398 1.274 0.027
600-horizon 2.021 1.617 2.274 1.569 0.111
1000-horizon 1.992 2.038 2.402 1.854 0.162
1400-horizon 1.800 2.515 2.468 1.919 0.535
2000-horizon 1.795 2.855 2.350 1.918 1.495

Chen

200-horizon 8.174 5.487 5.591 6.229 0.483
600-horizon 10.476 8.944 9.890 7.649 7.298
1000-horizon 9.738 10.251 10.824 8.165 6.953
1400-horizon 10.448 10.593 10.778 8.138 7.680
2000-horizon 10.151 10.322 11.147 7.910 9.124

Table 4: MAE and RMSE of DDC, PGC, PGL-Linear, and PGL in different prediction horizons
on the Lorenz system. The best performance in each setting is highlighted in bold.

Metrics Horizon DDC PGC PGL-Linear PGL

MAE

20-horizon 0.329 0.100 0.531 0.244
60-horizon 0.742 1.689 0.945 0.639
100-horizon 1.421 7.511 1.422 0.679
140-horizon 1.733 9.243 1.953 0.828
200-horizon 2.856 12.306 3.274 1.465

RMSE

20-horizon 0.363 0.110 0.568 0.300
60-horizon 0.937 3.312 1.091 0.838
100-horizon 1.825 10.854 1.831 0.842
140-horizon 2.180 12.214 2.514 1.005
200-horizon 3.800 15.126 4.510 2.072

consistently delivers substantially lower prediction errors across all considered horizons, thereby
affirming the effectiveness of the proposed design. The pure PGC demonstrates remarkable ac-
curacy in the very short-term predictions (in 20-40 steps), as detailed in Table 4 and illustrated
in Fig. 4(b). This is attributed to its powerful capability in simulating and learning the gov-
erning differential equations that determine the dynamics of the system. However, the PGC
itself is highly sensitive to initial perturbations; in the absence of data-driven regularization,
even minor discrepancies at the onset of the testing phase can lead to substantial deviations
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Figure 4: Comparison between the ground truth of the state variables of the Lorenz system
(blue) and the predictions (red) generated by DDC, PGC, PGL-Linear, and PGL.

in subsequent predictions. Notably, the hybrid approach, PGL-Linear, which employs a lin-
ear combination of outputs of DDC and PGC, does not perform as well as anticipated. This
underperformance suggests that the relationship between observational data and the physical
principles governing the system’s dynamics is likely to be inherently nonlinear. Consequently,
a simplistic linear combination may not be adequately equipped to capture the complexity of
such interactions, showing the necessity of the design of the proposed NLC in integrating the
DDC and PGC to improve prediction accuracy.

4 Conclusion and Discussion
In this paper, we proposed a physics-guided learning approach to predict the dynamics of
chaotic systems. We experimentally evaluated the performance of our method on the Rossler,
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Lorenz, Chua, and Chen dynamical systems. The experimental results demonstrated that our
method outperforms other baselines in terms of prediction accuracy.

Some existing studies have already made efforts in combining data and physical mechanisms for
chaotic dynamics prediction. For example, PIESN [31] and its variant [32] encode the systems’
governing equations into models’ loss functions to penalize the predictions that do not obey the
physics. Furthermore, several methods use physical knowledge to help reconstruct and predict
the dynamics of a chaotic system with unmeasured variables [33, 34]. These methods, however,
typically require complete and precise knowledge of the governing differential equations of
the systems, including the equation parameters, to guide the predictive models effectively.
In contrast, our research aims to forecast the dynamics of chaotic systems under the more
challenging condition of incomplete knowledge of the true system parameters. By relaxing the
requirement for full physical understanding, our proposed method offers practical advantages
for a wide range of applications where only partial knowledge of the system’s dynamics is
available.

To our knowledge, PINN is among several representative techniques that employ neural net-
works to solve ordinary and partial differential equations. Other noteworthy methods in-
clude those based on the Deep Galerkin Method (DGM) [35, 36] and Neurodifferential ap-
proaches [37, 38], each offering unique contributions to the field. In our work, we utilize PINN
as a typical example to demonstrate the efficacy of integrating data-driven structures with
physical knowledge to accurately predict the dynamics of chaotic systems. This exemplifica-
tion paves the way for further exploration into the integration of other physics-guided modules
with data-driven components, potentially leading to enhanced predictive capabilities.

In our future work, we aim to attempt alternative ways to incorporate data and physical
knowledge and extend our work to scenarios where observations are noisy and the underlying
governing differential equations are not fully known in advance. Further, we intend to apply the
proposed method to various real-world applications, such as infectious disease risk prediction,
climate forecast, and traffic flow prediction.
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Abstract. This study proposes a methodology for mapping complex research 

systems to the Sustainable Development Goals (SDGs) using publications as an 

indicator of research activity. The approach is applied to analyse the research 

focus of CIRAD, a French agricultural research organisation, by mapping its pub-

lications to the SDGs. The article highlights the challenges associated with map-

ping publications to the SDGs, including the complexity of research systems, 

ambiguity in classifying the SDGs and data availability. The methodology uses 

advanced search functionalities and data extraction techniques from Agritrop da-

tabases, followed by visualisation tools such as Gephi to explore publication 

trends, collaboration networks and thematic priorities. The analysis reveals that 

CIRAD's research is aligned with several SDGs, with a primary focus on food 

security and nutrition (SDG 2), sustainable agriculture and rural development 

(SDGs 1 and 8), biodiversity conservation and environmental sustainability 

(SDGs 13 and 15) and gender equality and women's empowerment (SDG 5). This 

research offers valuable insights into the potential of mapping publications to 

understand the contribution of research institutions to the SDGs and guide evi-

dence-based decision-making aligned with sustainable development. 

 

Keywords: Sustainable Development Goals, Complex Research Systems, 

CIRAD. 

1 Introduction 

The United Nations' 2030 Agenda for Sustainable Development established 17 Sustain-

able Development Goals (SDGs) as a shared framework for tackling the biggest global 
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challenges. Achieving these ambitious SDGs requires mobilising and aligning complex 

social systems such as agriculture, energy, transport, and health. Research organisations 

play a significant role in generating knowledge, technologies and evidence-based solu-

tions that can accelerate sustainable development. Assessing the orientation of large, 

decentralised research systems towards the SDGs remains a methodological challenge.  

One approach is to use academic publications as tangible outputs that provide indi-

cators of the focus and priorities of research institutions. Mapping scientific publica-

tions around themes associated with the SDGs provides a consistent basis for assessing 

how research activity aligns with the SDG framework. It also makes it possible to un-

derstand interconnections between the goals based on co-occurrences in publication 

mappings. Comparative analysis can also reveal variations in the focus of the SDGs 

between departments within the same institution. In this way, mapping research publi-

cations for the SDGs contributes to presenting guidelines and networks embedded 

within complex research systems. 

This study presents a methodology for mapping research publications to the SDGs 

using the institutional repository of CIRAD, a French agricultural research organisa-

tion. The network analysis visually represents the connections between the SDGs based 

on CIRAD's publication mappings. A comparative analysis highlights the differences 

in emphasis on various SDGs between CIRAD departments. The methodology consists 

of a universally applicable approach to systematically track, assess, and strengthen the 

orientation of complex systems of research organisations towards the SDGs. Mapping 

scientific publications around the SDGs provides valuable insights into the structure 

and focus of multifaceted research activities. The technique can thus instrumentalise 

institutions in assessing their alignment with the sustainability goals and guiding their 

research activities. 

2 CIRAD's contribution to the SDGs 

By providing scientific and practical solutions to improve agricultural production and 

the management of natural resources, agronomic research is essential to address the 

interlinked issues of food security, environmental sustainability, and rural develop-

ment, thus contributing significantly to the achievement of the United Nations Sustain-

able Development Goals. World Bank (2020). 

CIRAD's contribution to the Sustainable Development Goals (SDGs) stands out, as 

it allows us to understand and evaluate the impact of its research and development ac-

tivities at the international level. The SDGs provide a global framework for overcoming 

the world's most pressing obstacles, from eradicating poverty to protecting the environ-

ment and promoting gender equality. 

 

2.1 The importance of agronomic research for sustainable development 

Understanding agricultural systems and their interaction with the environment contrib-

utes to ensuring long-term sustainable food production and the well-being of local com-
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munities. Agronomic research plays a strategic role in promoting sustainable develop-

ment by addressing the main barriers related to food production, natural resource man-

agement and climate change mitigation. 

Agronomic research focuses not only on increasing crop yields, but also on improv-

ing resource efficiency, reducing the use of pesticides, and promoting environmentally 

friendly agricultural practices. According to Kell et all (2009), agronomic research pro-

vides innovative solutions to increase the resilience of agricultural systems to climate 

and environmental issues. 

With an active role in the fight against hunger and malnutrition around the world, 

agronomic research, according to the FAO (2021), has worked to ensure the food and 

nutritional security of the world's population by helping to improve agricultural produc-

tivity and access to quality food. Agronomic research contributes to the development 

of more nutritious and disease-resistant crops, as well as promoting agricultural prac-

tices that increase food availability in vulnerable areas. 

Strategic in tackling the interrelated barriers of food security, environmental sustain-

ability and rural development, agronomic research, by providing scientific and practical 

solutions to improve agricultural production and natural resource management, con-

tributes significantly to achieving the United Nations Sustainable Development Goals. 

The use of techniques to visualise CIRAD's contribution to the SDGs makes it pos-

sible to identify areas of competence and opportunities to improve research invest-

ments. According to Gunning et al (2020), mapping the contribution of research insti-

tutions to achieving the SDGs makes it possible to ensure effective strategic planning 

and to understand and evaluate the consequences of their research activities for the 

SDGs. 

Using techniques to visualise CIRAD's contribution to the SDGs helps raise aware-

ness among key stakeholders, such as policymakers, donors, and civil society, of the 

importance of investing in agricultural research and rural development. According to 

Rastoin and Chiffoleau (2016), data visualisation is a powerful tool for communicating 

the effectiveness of research activities in achieving the SDGs and mobilising public 

policies and financial support. 

By visualising CIRAD's contribution to the SDGs, transparency, social responsibil-

ity and the effectiveness of its research and development activities can be improved. 

By providing a clear and accessible representation of the results of CIRAD's contribu-

tion to the implementation of the SDGs, greater collaboration, coordination, and fund-

ing can be promoted to tackle the problems associated with sustainable development 

worldwide. 

 

2.2 Mapping publications by SDGs 

Mapping publications for the Sustainable Development Goals (SDGs) presents a mul-

tifaceted challenge due to the inherent complexity of research systems and the broad 

scope of the SDGs themselves (Sachs, et al, 2019). In the context of analysing CIRAD's 

publications, several difficulties arise and must be addressed to ensure an accurate and 

meaningful mapping, Table 1, where we can highlight: 
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Table 1. Challenges in mapping SDG publications 

Complexity and Interconnec-

tion of Research Systems 

One of the main problems in mapping publications 

to the SDGs lies in the complexity and intercon-

nectedness of research systems. Research often 

addresses multiple aspects of sustainable develop-

ment simultaneously, making it difficult to catego-

rise publications into distinct SDGs. For example, 

a study on agricultural practices can contribute to 

several SDGs, including zero hunger, sustainable 

agriculture, and climate action. Thus, determining 

the most relevant SDGs for a specific publication 

requires careful consideration of their various di-

mensions and outcomes. 

Ambiguity and Subjectivity  

in the Classification of the 

SDGs 

Categorising publications according to the SDGs 

can be subjective and open to interpretation. While 

some publications may clearly align with specific 

objectives, others may address multiple objectives 

or fall into a grey area where their relevance to the 

SDGs is less obvious. This ambiguity complicates 

the mapping process and can lead to inconsisten-

cies in the classification, especially when different 

analysts assess the same publication. Standardis-

ing criteria for classifying the SDGs and providing 

clear guidelines can help mitigate this impasse. 

Granularity and Details of  

Level 

The SDGs cover a wide range of topics, from 

broad thematic areas to specific targets and indica-

tors. Mapping publications to the SDGs requires 

finding a balance between granularity and compre-

hensiveness. At an important level, publications 

can align with general objectives such as poverty 

eradication or gender equality. However, to pro-

vide meaningful insights, it is often necessary to 

delve deeper into the targets and indicators associ-

ated with each goal. This level of detail increases 

the complexity of the mapping process and may 

require substantial resources and expertise. 

Evolutionary nature of the 

SDGs 

The SDGs are dynamic and subject to revision as 

global impasses and priorities evolve. New targets 

and indicators may be added, and existing ones 

may be modified to reflect emerging issues and 

knowledge gaps. As a result, mapping publications 

to the SDGs requires keeping up to date with 

changes in the SDG framework and ensuring that 

mapping methodologies remain relevant and 

adaptable over time. Continuous monitoring and 

refinement of mapping approaches are essential to 
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capture the evolving relationship between research 

outputs and sustainable development priorities. 

Data Availability and Quality Effective mapping of publications to the SDGs de-

pends on access to comprehensive and reliable 

data. However, data availability can vary between 

different research domains and geographical re-

gions, presenting difficulties to the mapping pro-

cess. In addition, the quality and consistency of 

data sources can influence the accuracy of SDG 

classification. Addressing data gaps and improv-

ing data quality are critical steps in improving the 

robustness of mapping methodologies and ensur-

ing the credibility of mapping results. 

 

Mapping publications to the SDGs presents several challenges that need to be over-

come in order to facilitate meaningful analyses and decision-making. Dealing with the 

complexity of research systems, navigating ambiguity in the classification of the SDGs, 

balancing granularity with comprehensiveness, keeping up to date with evolving SDG 

frameworks, and ensuring data availability and quality are key considerations in devis-

ing methodological approaches to map complex research systems to the SDGs effec-

tively. Despite these adversities, mapping efforts have enormous potential to advance 

our understanding of the contributions of research to sustainable development and 

guide public policy and evidence-based practice. World Bank Group (2019). 

3 Theoretical Framework 

The 17 Sustainable Development Goals (SDGs) were established by the United Nations 

(UN) in 2015 as a universal call to action to end poverty, protect the planet and ensure 

prosperity for all by the year 2030. Building on the Millennium Development Goals 

(MDGs) that preceded them, the SDGs represent a comprehensive and interconnected 

framework for tackling the world's most pressing issues. United Nations (2015). 

Each of the 17 SDGs encompasses specific targets and indicators designed to address 

key aspects of sustainable development, including economic growth, social inclusion, 

and environmental sustainability. The goals cover a wide range of issues, from eradi-

cating poverty and hunger to gender equality, climate action, peace, and justice. 

 

3.1 Introduction to the 17 Sustainable Development Goals (SDGs) 

The SDGs recognise that sustainable development must be holistic, addressing the in-

terconnections between the social, economic, and environmental dimensions. They em-

phasise the importance of leaving no one behind, ensuring that progress is inclusive and 

reaches the most vulnerable and marginalised populations. 

Achieving the SDGs requires collaboration and partnership between governments, 

civil society, the private sector, and other stakeholders at local, national, and global 
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levels. It requires innovative approaches, transformative policies and integrated solu-

tions that address the root causes of poverty, inequality, and environmental degradation. 

The 17 SDGs are: 

 

 

Fig. 1. The 17 SDGs 

These goals are interconnected and mutually reinforcing, recognising that progress 

in one area often depends on progress in others. By addressing these interconnected 

obstacles in a coordinated way, the SDGs aim to create a more sustainable and equitable 

world for present and future generations. Le Blanc (2015). 

The 17 Sustainable Development Goals represent a global commitment to building 

a better world for all. They provide a roadmap to address the most pressing issues facing 

humanity and offer an opportunity to create a future in which prosperity is shared. 

Achieving the SDGs requires collective action, political will, and a renewed commit-

ment to leaving no-one behind. 

 

 

3.2 Links between CIRAD's research activities and the SDGs 

The Centre for International Cooperation in Agricultural Research for Development 

(CIRAD) works to tackle global complications related to agriculture, food security and 

sustainable development. Founded in 1984, CIRAD is at the forefront of carrying out 

research and promoting innovation to improve livelihoods, promote environmental sus-

tainability and contribute to achieving the Sustainable Development Goals (SDGs) es-

tablished by the United Nations. 

The SDGs provide a comprehensive framework for overcoming the world's most 

pressing social, economic and environmental issues by 2030. CIRAD's research activ-

ities are aligned with several of these goals, reflecting its commitment to promoting 

sustainable development worldwide, Table 2.  

 

77



7 

Table 2. CIRAD's research activities and the SDGs 

Objective 1 

Eradication  of 

Poverty 

CIRAD's research focuses on improving agricultural productivity 

and rural livelihoods, especially in low-income countries. By de-

veloping innovative agricultural techniques, promoting inclusive 

value chains, and supporting small-scale farmers, CIRAD con-

tributes to poverty reduction and economic empowerment among 

vulnerable communities. 

Objective 2 

Zero Hunger 

CIRAD works to improve food and nutrition security by conduct-

ing research into sustainable agriculture, crop diversification and 

food systems. Through partnerships and capacity-building ef-

forts, CIRAD helps to increase agricultural productivity, increase 

resilience to climate change and ensure access to food for all. 

Objective 3 

Health and 

Well-being 

CIRAD's research into agroecology, sustainable livestock man-

agement and disease control contributes to improving human 

health and well-being. By promoting sustainable agricultural 

practices and reducing the use of pesticides and harmful chemi-

cals, CIRAD helps to mitigate health risks and promote a health-

ier environment for farming communities. 

Goal 5 

Gender Equality 

CIRAD is committed to promoting gender equality and empow-

ering women in agriculture. Through research projects and train-

ing initiatives, CIRAD seeks to address gender disparities in ac-

cess to resources, decision-making and agricultural productivity, 

thereby promoting more inclusive and equitable development 

outcomes. 

Goal 13 

Climate Action 

CIRAD's research into climate-smart agriculture, agroforestry 

and sustainable land management contributes to climate change 

mitigation and adaptation. By developing resilient agricultural 

practices and promoting biodiversity conservation, CIRAD helps 

build adaptive capacity and reduce the vulnerability of farming 

communities to climate-related risks. 

Objective 15 

Terrestrial Life 

Through efforts to promote agro-ecological practices and sustain-

able forest management, CIRAD helps protect and restore eco-

systems, thus safeguarding biodiversity and ecosystem services 

vital to human well-being. 

 

CIRAD's research activities are closely aligned with the Sustainable Development 

Goals, reflecting its commitment to promoting sustainable agriculture, food security 

and rural development worldwide. Through its interdisciplinary approach, collabora-

tive partnerships, and innovative solutions, CIRAD contributes to advancing sustaina-

ble development and building a more resilient and equitable future for all. 
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4 Complex systems and the Sustainable Development Goals 

(SDGs) 

Implementing the Sustainable Development Goals (SDGs) requires understanding and 

addressing the complexities inherent in socio-economic and environmental systems. 

The conceptualisation of complex systems provides a framework for understanding the 

interconnectedness, feedback loops and non-linear dynamics that characterise the im-

pediments and opportunities associated with sustainable development. (Pradhan, 2017). 

 

4.1 Conceptualising complex systems in the context of the SDGs 

Complex systems theory emphasises the emergence of properties and behaviours at the 

system level that cannot be fully understood by analysing individual components in 

isolation. This holistic approach recognises the interdependence and interactions be-

tween various elements within a system, such as ecosystems, economies, and societies, 

and acknowledges their dynamic nature over time. 

To formulate effective strategies and public policies to achieve the SDGs, it is nec-

essary to understand the key concepts that underpin the conceptualisation of complex 

systems in the context of the SDGs. Table 3 summarises the main concepts: 

Table 3. Key concepts of complex systems in the context of the SDGs 

Systems Thinking: Systems thinking involves examining the relationships and inter-

dependencies between various components of a system to understand how they in-

fluence the system's behaviour and outcomes. By adopting a systems perspective, 

stakeholders can identify leverage points for intervention and design holistic solu-

tions that address interconnected pathways. 

 

Interdisciplinary Approaches: Addressing sustainable development challenges re-

quires the integration of insights from various disciplines, including ecology, eco-

nomics, sociology, and engineering. Interdisciplinary approaches allow for a more 

comprehensive understanding of complex systems by considering multiple perspec-

tives and generating innovative solutions that transcend disciplinary boundaries. 

 

Network Theory: Network theory provides a framework for analysing the structure 

and dynamics of interconnected systems, such as social networks, commercial net-

works, and ecological networks. By mapping relationships and flows of information, 

resources, and energy within and between systems, network theory helps to identify 

key actors, paths of influence and potential points of intervention to promote sus-

tainability. 

 

Resilience Theory: Resilience theory explores the capacity of systems to absorb dis-

turbances, adapt to change and maintain functionality in the face of shocks and 

stresses. Understanding the resilience of socio-ecological systems is important for 
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building adaptive capacity, improving sustainability, and promoting long-term resil-

ience in the context of global issues such as climate change, biodiversity loss and 

social inequality. 

 

Participatory Approaches: Involving stakeholders and local communities in deci-

sion-making processes is essential for understanding the complexities of socio-eco-

logical systems, incorporating diverse perspectives, and promoting ownership and 

legitimacy of sustainable development initiatives. Participatory approaches facilitate 

the co-creation of knowledge, collaborative resolution of difficulties and empower-

ment of marginalised groups, thus contributing to more effective and equitable re-

sults. 

 

By understanding the conceptualisation of complex systems, stakeholders can navi-

gate the uncertainties and complexities inherent in sustainable development, promote 

synergies between the SDGs and advance transformative change towards a more equi-

table, resilient, and sustainable future (We-ber et all, 2021). 

 

4.2 Interrelationships and interactions between the different SDGs 

 

The Sustainable Development Goals (SDGs) represent a holistic framework, i.e., they 

address various dimensions of sustainable development in a comprehensive and inte-

grated manner, Table 4, taking into account their environmental, social, economic, and 

institutional aspects in an interconnected way, implying: 

Table 4 - Holistic framework of the SDGs 

Multidimensional Approach: The 17 SDGs cover a wide range of critical issues, 

from poverty eradication, food security, health, education, gender equality, to natural 

resource management, climate action, peace, and justice. 

 

Interconnectedness and indivisibility: The SDGs recognise that the challenges of 

sustainable development are intrinsically interconnected and indivisible. Progress in 

one area is linked to progress in others. 

 

Balancing the Three Dimensions: These seek to balance the environmental, social, 

and economic dimensions of sustainable development in an integrated and mutually 

reinforcing way. 

 

Universal Application: The SDGs are applicable to all countries, rich and poor, re-

quiring national efforts and global co-operation. 

 

Systemic Approach: Addresses challenges holistically, considering their root causes, 

interrelationships and impacts on multiple sectors and actors. 

 

Inclusive Participation: Involves a wide range of stakeholders, including govern-

ments, civil society, the private sector, and local communities 
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The holistic framework of the SDGs, designed to address interconnected global is-

sues, recognises the complexity and multiple facets of development challenges, pro-

moting an integrated and comprehensive approach to achieving truly sustainable devel-

opment in all its dimensions. (Soleimani et al, 2020). Interrelationships and interactions 

between the different Sustainable Development Goals (SDGs) are inherently influenced 

by the concept of complex systems where it becomes necessary to understand their 

interrelationships, Table 5, for the effective implementation and achievement of the 

sustainable development goals. 

Table 5 - Interrelations and Interactions between ODs 

Synergies: Many SDGs have synergistic relationships, where progress on one goal 

positively influences progress on others. For example, investing in education (SDG 

4) not only contributes to the eradication of poverty (SDG 1), but also promotes 

gender equality (SDG 5) and improves economic growth (SDG 8). Recognising and 

taking advantage of these synergies can broaden the scope of interventions and ac-

celerate progress towards multiple goals simultaneously. 

 

Trade-offs: The pursuit of certain SDGs can lead to trade-offs or unintended conse-

quences for other goals. For example, promoting economic growth (SDG 8) through 

industrialisation and infrastructure development can lead to increased carbon emis-

sions and environmental degradation, undermining efforts to combat climate change 

(SDG 13) and protect biodiversity (SDG 15). Understanding and managing these 

trade-offs is important to ensure sustainable development outcomes and avoid neg-

ative consequences in interconnected systems. 

 

Complex feedback loops: Interactions between SDGs can give rise to complex feed-

back loops, where changes in one goal trigger cascading effects in several goals and 

systems. For example, investments in renewable energy (SDG 7) can reduce green-

house gas emissions (SDG 13), mitigating the effects of climate change and promot-

ing environmental sustainability. This, in turn, can improve agricultural productivity 

(SDG 2) and food security (SDG 3), contributing to poverty reduction (SDG 1) and 

better health outcomes (SDG 3). Recognising these feedback loops is essential to 

designing holistic and integrated strategies that address interconnected contingencies 

effectively. 

 

Context Dependence: The interrelationships between the SDGs can vary depending 

on contextual factors such as geography, socio-economic conditions, and govern-

ance structures. What constitutes a synergistic or conflicting relationship between 

goals in one context may differ in another. Therefore, contextual analyses and local-

ised approaches are key to adapting interventions to specific circumstances and max-

imising positive synergies while minimising trade-offs. 

 

Policy Integration: Given the complex interdependencies between the SDGs, inte-

grated policy approaches that consider multiple goals simultaneously are relevant. 
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Isolated approaches that focus on individual goals in isolation are insufficient to ad-

dress the interconnected nature of sustainable development pathways. Instead, poli-

cymakers need to adopt intersectoral and multisectoral strategies that promote co-

herence, coordination, and alignment across different policy domains. 

 

By recognising and embracing the interrelationships and interactions between the 

SDGs in the context of complex systems, stakeholders can promote synergies, manage 

trade-offs, and design integrated strategies that move effectively and holistically to-

wards the sustainable development goals. 

5 5 Methodological approaches to addressing complex systems 

in SDG-related research 

The research methodology offers a systematic and interdisciplinary approach to under-

standing and addressing complex systems in SDG-related research, thus contributing 

to the advancement of sustainable development goals and the promotion of global pros-

perity, equity, and environmental preservation. 

The use of advanced search functionalities and data extraction techniques enables 

the identification and collection of relevant information from Agritrop databases, facil-

itating the accurate analysis of research trends, collaboration networks and thematic 

priorities within the SDG research domain. (Valdano et al, 2019). 

The use of advanced visualisation tools, such as Cosma, Gephi, Cytoscape and Tab-

leau, allows researchers to transform complex data sets into visually informative repre-

sentations. These visualisations offer a clear and intuitive way to explore relationships, 

patterns, and trends within SDG-related scientific networks, facilitating the identifica-

tion of key players, research clusters and emerging topics. 

Through network analysis algorithms and advanced mapping methods, hidden in-

sights can be identified, and the dynamics of scientific collaboration and knowledge 

exchange within the SDG research area can be understood. Centre for Complex Sys-

tems Modelling. (2018). 

The clear and informative visual representations generated by this methodology em-

power stakeholders, policymakers, and funding agencies to make decisions under-

pinned by research priorities, resource allocation and intervention strategies related to 

the SDGs. By providing actionable insights derived from data-driven analyses, this 

methodology supports evidence-based decision-making processes aimed at promoting 

sustainable development agendas. United Nations Sustainable Development Solutions 

Network. (2019). 

The methodology uses advanced search functionalities and data extraction tech-

niques from Agritrop databases, followed by visualisation tools such as Gephi to ex-

plore publication trends, collaboration networks and thematic priorities. 

 

82



12 

5.1  Data Collection: Agritrop 

In Data Collection, we utilised the Agritrop website (https://agritrop.cirad.fr) which 

provides access to a rich source of data covering various aspects of agricultural research 

and development.  

This comprehensive dataset from the Agrotrop database allows us to explore SDG-

related issues in depth, providing a holistic understanding of the interconnectedness of 

the Sustainable Development Goals. Using the Agritrop website as a comprehensive 

source of data related to our research we have processed and prepared the data to per-

form our network analyses.  

In extracting the information from the Agritrop databases, we included the publica-

tions, organized by each Sustainable Development Goal (SDG). Using search and ex-

port functionalities of the data in Zorero, Reference manager (RIS) format, we retrieved 

datasets for all 17 Sustainable Development Goals (SDGs).  

By creating a dashboard of the publications, we separated specific data based on 

keywords, abstracts, publication dates, authors and thematic areas aligned with the 

SDGs from the publications and keywords into an excel sheet. We have made a treat-

ment to the keywords of lowercase transformation of all words, deletion of all spaces 

to establish the relationship between the keywords and the 17 Sustainable Development 

Goals (SDGs).  

From this excel file we have processed the 45779 keywords to eliminate the repeated 

words and to be able to elaborate a table of unique keywords (5638). From these two 

excel tables we created the nodes table and the links table to perform our network anal-

ysis with the Gephi software. 

This comprehensive dataset allows for an in-depth exploration of topics relevant to 

the SDGs, providing a holistic understanding of the interconnection of agricultural sys-

tems with the sustainable development goals. Data collection was carried out according 

to the methodological procedures presented in Table 6: 

Table 6 - Data Collection Methodology 

Database: the Agritrop website as a source of data related to agricultural research 

and development https://agritrop.cirad.fr/recherches_odd.html 

 

Relevant information was extracted from Agritrop's databases, including publica-

tions, projects, and partnerships, focusing on topics relevant to the Sustainable De-

velopment Goals (SDGs). 

 

Advanced search functionalities were applied in order to filter and retrieve specific 

data sets based on keywords, auto-res, publication dates and thematic areas aligned 

with the SDGs. 

 

The integrity and quality of the data was guaranteed by cross-referencing infor-

mation from Agritrop with other reliable sources and conducting data validation pro-

cedures. 

Excel (dynamic graphics) was used for statistical analyses. 
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5.2 Visualisation and mapping methods and tools 

The methodological procedure used visualisation techniques to represent and analyse 

the complex scientific networks related to the SDGs, derived from the data collected 

from Agritrop.  

To visualise the relationships between researchers, institutions, and publications 

within the SDG research domain, we used the Gephi platform. Network analysis algo-

rithms were used to identify key players, influential research topics and collaboration 

patterns within the SDG scientific community.  

Implemented the integration of Gephi and gexf.js to enhance visualisation capabili-

ties and generate interactive and dynamic visualisations of scientific networks related 

to the SDGs. Advanced mapping methods were used to geographically visualise the 

distribution of research activities, funding sources and impact metrics related to the 

SDGs in different regions and countries. 

Social network analysis (SNA) (Avila-Toscano, 2018) has been used as a method-

ology to visualise the data. SNA uses networks and graph theory (Andrienko et al., 

2020; Otte; Rousseau, 2002). The software used to create these visualisations was 

Gephi (Bastian; Heymann; Jacomy, 2009): https://gephi.org.  

Gephi is a program for visualising, exploring, and understanding all types of graphs 

and networks (Cherven, 2015). It is free and is based on ARS. The spatialisation algo-

rithms used were Atlas Force 2 and Atlas 2-3D. It was combined with a visualiser that 

allows graphics made with Gephi to be exported to the web, called gexf.js (Velt, 2011), 

which is available on Github: https://github.com/raphv/gexf-js. 

The final visualisation is displayed as an interactive map, which can be manipulated 

by the user to analyse the results by applying different integrated filtering strategies. 

6 Results and Discussion 

CIRAD's research activities are closely aligned with the Sustainable Development 

Goals, addressing various dimensions of sustainable agriculture, rural development, en-

vironmental conservation, gender equality and technological innovation,  

Table 6. CIRAD Research Activities and the SDGs  

Food and Nutrition Secu-

rity Security (SDG 2) 

One of CIRAD's main areas of research revolves 

around increasing food and nutrition security, partic-

ularly in regions facing complications such as pov-

erty, climate change and resource scarcity. Through 

innovative agricultural practices, crop diversification 

and sustainable farming techniques, CIRAD aims to 

improve agricultural productivity and guarantee ac-

cess to nutritious food for all, thus contributing to 

SDG 2 - Zero Hunger. 
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Sustainable Agriculture 

and Rural Development  

(SDG 1, 8) 

CIRAD emphasises sustainable agricultural practices 

and rural development strategies to alleviate poverty 

(SDG 1) and promote inclusive economic growth 

(SDG 8) in rural communities. By empowering small-

holder farmers, promoting value chains and fostering 

entrepreneurship, CIRAD strives to create resilient 

and prosperous rural economies. 

Biodiversity Conservation 

and Environmental Sus-

tainability (SDG 15, 13) 

Biodiversity conservation and the preservation of nat-

ural ecosystems are integral components of CIRAD's 

research agenda. By studying agro-ecological sys-

tems, promoting agro-forestry, and advocating sus-

tainable land management practices, CIRAD contrib-

utes to SDG 15 - Life on Land and SDG 13 - Climate 

Action, aiming to mitigate climate change and protect 

terrestrial ecosystems. 

Gender Equality and 

Women's Empowerment 

(SDG 5) 

CIRAD recognises the importance of gender equality 

and women's empowerment in agricultural develop-

ment. Through gender-sensitive research initiatives, 

capacity-building programs, and inclusive policy in-

terventions, CIRAD works to achieve SDG 5 - Gender 

Equality, ensuring equal opportunities for women in 

agriculture and rural livelihoods. 

Innovation and Technology 

Transfer (SDG 9) 

Promoting innovation and technology transfer is a key 

focus area for CIRAD to increase agricultural produc-

tivity, efficiency, and resilience. By facilitating the 

exchange of knowledge, fostering partnerships, and 

harnessing digital technologies, CIRAD contributes to 

SDG 9 - Industry, Innovation, and Infrastructure, 

boosting sustainable development through technolog-

ical advancement. 

 

By leveraging its expertise and partnerships, CIRAD continues to play a relevant 

role in advancing the global agenda for sustainable development and contributing to 

positive transformative change around the world. 

 

6.1 Quantitative analysis of the distribution of publications by SDGs 

 

Agritrop is a bibliographic database developed by the French agricultural research and 

education organization CIRAD (Centre de recherche agronomique pour le développe-

ment). It contains more than 1.5 million references covering a wide range of topics 

related to tropical and Mediterranean agriculture.  

 

Table 7. Number of Publications per Sustainable Development Goal 

SDGs N° Publication Unique Keywords Keywords-Total 

GOAL 1 87 399 1043 
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GOAL 2 367 865 3893 

GOAL 3 307 1078 3332 

GOAL 4 40 17 230 

GOAL 5 125 47 1008 

GOAL 6 54 26 434 

GOAL 7 240 58 1833 

GOAL 8 63 23 642 

GOAL 9 57 16 553 

GOAL 10 53 25 405 

GOAL 11 386 70 2915 

GOAL 12 293 66 2160 

GOAL 13 2191 2796 17261 

GOAL 14 42 22 399 

GOAL 15 938 110 8941 

GOAL 16 21 9 165 

GOAL 17 43 11 565 

Total  5307 5638 45779 

 

Agritrop plays a crucial role in supporting research and knowledge dissemination 

aligned with the SDGs. The database's vast collection of references on various aspects 

of agriculture, food security, and rural development contributes to addressing critical 

challenges and promoting sustainable solutions. 

The survey results provide an overview of CIRAD's main research areas related to 

the SDGs, highlighting the organisation's commitment to promoting agricultural sus-

tainability, food security and socio-economic development in regions around the world, 

Table 7, Table 8, Figure 2, and Figure 3. 

It can be seen that Goal 13 Climate Action and Goal 15 Life on Land, 2,191 and 938 

respectively, represent 79% of CIRAD's publications in relation to the SDGs. Goal 16 

Peace, Justice and Strong Institutions and Goal 17 Partnerships for the Goals have the 

lowest number of publications, with 21 and 43, respectively. 
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Fig. 2. CIRADS publications distribution for Goal 

Table 8. CIRAD Publications Keyword Cloud 

Word TF-IDF Weight 

changement climatique 0.019 855 

biodiversité 0.016 752 

sécurité alimentaire 0.014 619 

France 0.012 549 

adaptation aux changements climatique 0.009 438 

impact sur l'environnement 0.008 353 

utilisation des terrer 0.007 327 

gestion des ressources naturel 0.007 326 

politique de développement 0.007 307 

développement durable 0.007 299 

forêt tropical 0.006 267 

Brésil 0.006 255 

services écosystémique 0.005 250 

système de culture 0.005 242 

agroécologie 0.005 241 
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étude de cas 0.004 203 

agroforesterie 0.004 201 

politique de l'environnement 0.004 197 

évaluation de l'impact 0.004 197 

agriculture durable 0.004 195 

Afrique 0.004 195 

séquestration du carbone 0.004 192 

déboisement 0.004 190 

développement agricole 0.004 189 

 

Fig. 3. CIRAD Publications Keyword Cloud 

6.1 2016-2023 CIRAD (Agritrop database) SDG-related publications: 

interactive version 

Below we present the results obtained using data visualisation techniques and the re-

sults of CIRAD publications using the Agri-top database from 2016 to 2023 related to 

the SDGs, Figure 4, 5, 6 and 7: 
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Table 7. Distribution of CIRAD Publications 

Number of Publications 5307 

Number of total keywords 45779 

Number of unique keywords  4487 

Number of nodes  9812 

Number edges 45598 

Densidad 0,001 

Centralidad de Eigenvector 0,1062 

Modularidad 0,459 

 

Fig. 4. Mapping of Cirad (Agritrop) publications 2016-2023. Interact Version : 

https://metroteach.com/SDG/index.html 

Network Properties: 

• Number of nodes: 9812 

• Number of links: 48580 

• Density: 0.001 (very sparsely connected) 

• Eigenvector Centrality: 0.1062 (high value) 

• Modularity: 0.459 (high modularity) 
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Interpretation of Properties: 

• The extremely low density indicates that the network is extremely sparsely 

connected, meaning most nodes are not directly connected to each other. 

• The high Eigenvector Centrality value suggests that influence is concentrated 

on a small number of key nodes. 

• The high modularity indicates that the network is divided into distinct groups 

(modules) with stronger links within modules than between them. Fig. 6 and 

Fig. 7 

 

 

Fig. 5. Goal 1 - interactive tool allows you to explore CIRAD publications 

(http://metroteach.com/SDG/index.html) 
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Fig. 6. Goal 2 - interactive tool allows you to explore CIRAD publications 

(http://metroteach.com/SDG/index.html) 

 

 
 

Fig. 7. Goal 3 - interactive tool allows you to explore CIRAD publications 

(http://metroteach.com/SDG/index.html) 
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7 Conclusion 

The analysis of a Gephi network graph with 9812 nodes, 48580 links, a density of 

0.001, an Eigenvector Centrality of 0.1062, and a modularity of 0.459 reveals a very 

sparsely connected network with a strong concentration of influence on a small number 

of key nodes. The network is also highly modular, suggesting the presence of distinct 

groups with stronger internal interactions. 

 

The main conclusion of the research is to prove the importance of mapping publica-

tions for CIRAD and policymakers, considering complex systems within the SDGs. 

Publication mapping has significant value for both CIRAD and policymakers when 

considering complex systems within the SDGs, Table 7: 

Table 7.  Survey results. 

 

BENEFITS FOR CIRAD 

 

Identifying research gaps and opportunities: by mapping publications in different 

SDGs and research areas, CIRAD can identify areas where research is limited, high-

lighting potential areas for future focus and allocation of research resources. Over-

laps or redundancies can occur, allowing for strategic collaboration and optimisation 

of resources. Emerging trends are developing, allowing CIRAD to anticipate future 

research directions and adapt its strategies. 

Demonstrating the impact of research: mapping publications can help CIRAD visu-

alise the breadth and depth of its research contributions to various SDGs. Track the 

reach and influence of its publications through citation analysis. Effectively com-

municate its research impact to stakeholders, including policymakers, donors, and 

the public. 

Enhancing collaboration: mapping publications can reveal potential collaborators by 

identifying researchers working on similar topics within different disciplines or in-

stitutions. Facilitating connections and fostering interdisciplinary collaborations cru-

cial to addressing the complex challenges of the SDGs. 

 

 

BENEFITS FOR PUBLIC POLICY MAKERS 

 

Inform evidence-based decision-making: mapping publications can help policymak-

ers identify knowledge gaps and prioritise areas of research that require more invest-

ment to support policy development. Gain insights into emerging trends and antici-

pate future obstacles related to the SDGs. Evaluate the effectiveness of existing pol-

icies by analysing research on their implementation and results. 

Monitor progress towards the SDGs: publication mapping can be used to track re-

search efforts addressing different SDGs over time. Identify areas where considera-

ble progress has been made through research breakthroughs. Highlight areas where 

additional efforts are needed to achieve the SDGs.  
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Facilitate international co-operation: mapping publications can identify research in-

stitutions and experts working on specific SDG targets globally. Promote knowledge 

sharing and collaboration between countries to address shared impediments 

 

Considering the complex systems within the SDGs, mapping publications becomes 

even more relevant when considering the interconnected nature of the SDGs. By map-

ping publications on different SDGs, it is possible to identify synergies and potential 

conflicts between different SDGs, allowing for more holistic and integrated policy ap-

proaches as well as understanding the complex relationships between various SDG tar-

gets and the research efforts needed to achieve them. It is essential to promote transdis-

ciplinary research that goes beyond disciplinary boundaries to address the intercon-

nected dilemmas of the SDGs. 
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Abstract 

Lack of a common understanding of ‘cognition’ within the cognitive sciences and a focus on finding its 

essence may be limiting our research. Agreeing upon a practical, theoretical orientation for cognition that 

holds across subjects of study (i.e., from insects to A.I.) may help us find answers to our challenges. Doing 

so requires general philosophy as well as practical models. Deeply interested in the latter but writing as a 

mere philosopher, I submit this paper as an invitation towards collaborating on complex models that trace 

cognitions across organisms and scales via navigability. 
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Introduction 

Many disciplines have come together in their 

common study of cognitions (intelligences, minds, 

mental states, etc.) to comprise the endeavor of 

cognitive science (CS). There are many exciting 

collaborations across its disciplines (McNamara, 

2006; Vanney et al., 2023). In a strange twist, 

however, due to the excitement and passion 

generated by this interdisciplinary development, 

especially in the philosophical sections, it can seem 

at times that the focus has narrowed into a desire to 

find and define mind, intelligence, or 

consciousness rather than study its manifestations. 

That life is able to recognize itself as life is no small 

accomplishment, and it is no wonder we find 

enthusiasm in such revelries. Still, it is easy to 

become distracted by a search for essence. In 

continuing to debate ‘hard problems’ and ‘mind-

body problems’ and determining what does or does 

not have intelligence or the ‘mark of the mental’ 

(Chalmers, 2007; Fodor, 1981; Neander, 2017; 

Hildt, 2019), we philosophers have gotten overly-

entranced by our ability to recognize our own 

processes, locked into the wonders of turning 

cognition upon cognition. What we need is a way 

to visualize cognitions across scales and species, 

the way we have come to visualize forms of life. 

This modelling seems possible now via Bayesian 

inspired models, or new applications of graph 

theory and category theory, and the hope here is 

that we might agree on a general orientation for 
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cognitions, and then begin to model them from a 

non human-centric frame. One way to do this 

would be to orient cognition as navigabilities 

(connecting patterns) rather than parts dissected 

(Bateson, 1972; Northoff, 2018; van der Maas et 

al., 2017). 

Our search to define cognitions has been long, 

and still there is no clear definition. Broadly 

speaking, these terms fit under the umbrella of 

cognitions, of that which is experienced (either by 

itself or by an observer) as thought, mind, 

intelligence, but each discipline and researcher 

uses these terms in diverse and overlapping ways, 

leaving what is meant by cognitions unexplained 

and its various terms used interchangeably, as if 

they were different but also as if they do not require 

clarification about such differences. There is a 

certain sloppiness accepted, a lack of light cast 

upon assumptions, as if we know what the 

cognitive is even as we search for it (Buzsaki, 

2019). This ambiguity has led us philosophers into 

a familiar seductive circle—mind seems to be 

nowhere and everywhere the more one focuses on 

finding it, as if there is some ‘vital essence’ that we 

are at the brink of discovering. But what if there is 

not? What if, just as there is no one essence of life, 

there is no one essence of mind, no one kind of 

cognition, but only cognitions in the plural? 

 

This potential circle is even more troublesome 

due to the sneaky ease of assuming definitions of 

cognitions from one’s own experience of them, of 

defining other cognitions against one’s own, which 

is partly at the heart of why the terms can be used 

so much even though there is no agreement about 

what they are or what they mean. Our assumed 

working definition of these terms can come from a 

personal experience of what we have experienced 

as mind, mental, or thought within ourselves, or it 

can be a particular line of education we have 

received through our field. In psychology, for 

example, we might have a very different reference 

base for ‘cognitive’ than we would have if we 

studied plants or Artificial Intelligence. If someone 

who has studied human psychology is now asked 

to accept that a plant or computer is cognitive, they 

will judge from their developmental position which 

is most likely a development that includes 

regularities (via books, papers, subjective 

experience, etc.) relative to a certain sort of 

cognition and so it may be impossible to accept a 

plant or A.I. system as cognitive within that 

definition. And in fact, there is no reason to believe 

they should accept this. What might be the case, 

however, is that an ant or A.I. system manifests 

cognition differently but in a similar pattern—that 

it is a matter of a different body and a different 

landscape, but that the patterns of the action itself 

are shared, and that we could model this in some 

way such that we can notice the patterns that are 

similar, the same way we might, in category theory, 

notice two very different paths leading to the same 

place. Still, without a common orientation of 

cognitive across disciplines, the researcher has 
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little choice but to default to their own 

understanding as developed within their trajectory 

and to reject or accept the plant or the A.I.’s 

cognition as valid or invalid based on that first-

person clarity that is not brought into third-person 

awareness. In other words, as of now, there is no 

common orientation, what is expressed elsewhere 

as a System 3 representation (Hiott, 2022), of the 

term cognitive that allows them to step out of their 

own trajectory so to speak and look for patterns in 

common between that trajectory and the plant or 

A.I. trajectory without needing it to be the same in 

particulars. This is what a common orientation of 

the term cognitions can do for those studying its 

manifestations—give us an independent place 

from which to measure, a common orientation for 

assessment across fields, and parameters that must 

be at least loosely defined to manifest such 

patterns. This is, for example, what focusing on 

processes such as respiration or metabolism has 

done for science when it comes to the study of life: 

Rather than focus on finding the essence of life, 

one is able to focus on patterns that these activities 

have in common even when the particulars of those 

patterns are diverse. One is not left, as one once 

was, in trying to decide whether a plant or 

computer has ‘vital essence’—the frame has 

simply moved away from this focus and instead we 

model patterns and processes in common among 

that which is studied as life, patterns such as 

respiration and reproduction. Today, the search for 

vital essence may have returned in the guise of a 

search for mind or intelligence, and it may have a 

similar answer. 

 

Part of the wonder of cognitive science has been 

the sharing of diverse references; this sharing of 

knowledge between fields is itself partly how we 

have now come to a place where we can observe a 

common orientation for cognitions, one that can 

work for both plants and humans without needing 

their manifestations to look experientially similar, 

and one that can begin to help us understand 

whether or not we can discuss Artificial 

Intelligence as a cognition. This is an important 

step to take because solving problems relative to 

patterns of cognitions—be those depression, 

anxiety, climate change, technological 

advancement, or economic systems—is certainly 

in a state of urgency, as evidenced in various 

reports such as the latest from the United Nations 

(IPCC, 2023) and the mental health reports of both 

the European Union and the American 

Psychological Association for 2023. Finding the 

vital essence of intelligence is not necessary for 

addressing those urgencies, just as finding the vital 

essence of life was not necessary for progressing 

forward in better understanding lung disease, 

stomach ulcers, or insect migration. What is 

necessary is a common orientation that can allow 

for these processes to be modelled across fields. 
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Studying the cognitive without defining it 

A rigorous study of life is now possible without 

defining the term “life”, without agreement on any 

one definition. This was not always the case. There 

was a time when the main focus was on finding an 

objective definition or vital essence, but through 

technological developments such as microscopes, 

data collection, widespread printing and 

dissemination of literature, common patterns came 

into focus that allowed the search for essence to 

fade into the background (Northoff, 2018; 

Ginsburg, 2019). It became clear that rather than 

focus on finding some absolute definition or 

essence, one could accept an overall orientation of 

shared patterns with clear enough parameters such 

that the life sciences could observe and study its 

many divergent manifestations (Jablonka, 2022). 

 

Today, ‘life’ is not defined, but there are models 

and external representations that allows us to better 

understand it. These models are models of 

processes that forms of life share in common, such 

as digestion, reproduction, aspiration, 

metabolization, growth, and excretion. These 

patterns look very different in different 

manifestations of life (in cells, in butterflies, in 

cats, in humans), and yet share basic processual 

patterns. When those patterns are modeled, 

studied, and shared, we gain greater insight in our 

research. It is now possible to orient the cognitive 

such that we also notice different manifestations of 

shared processual patterns. We can study very 

different manifestations of cognitions (mind, 

intelligence, thought) without needing those to fit 

some absolute definition or essence, and we can do 

this through accepting a common orientation. What 

we need then are basic guiding patterns present in 

all we study as cognitive that can orient our focus. 

Luckily, we have already started to observe them: 

There are already processes common to all we 

study as cognitions, and those processes can be 

understood as the navigabilities of the subject in 

question, as the representations (models) of its 

ongoing way-making, an orienting term explained 

below. Through navigability parameters of body, 

trajectory, and landscape, we can proceed with a 

common orientation of the term cognitive, one that 

applies regardless of the discipline and one that 

does not require a vital essence or definition of 

cognition (and all its associated terms).  

 

Modeling navigabilities 

 As a body, there is no choice but to make way, so 

long as the body is a body: It arrives encountering 

and making its way through that encounter, and 

when it is no longer making its way, it is no longer 

a body. This is done in multiple landscapes at 

multiple scales according to body and goal. As we 

will see, this does not mean the body has to be 

literally moving through traditional geographical 

space; it only means the body is moving through 

what phenomenologists call its ‘life space’ or life 

world (Buttimer, 1976) as a body. At most basic, it 

is still processing the encounter: To breathe, for 
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example, is not to make way (though it may be 

necessary for it). Making way is continuing one’s 

path through the spatiotemporal regularities of its 

encounter as a body (Barlow, 2001). We will get to 

what a body is soon enough, but for now we can 

say that we can assess (model, represent) a body’s 

making-way as its navigabilities through its life 

space (DeClerck, 2018), and we can understand 

this as a common orientation for the term cognitive.  

 

Navigability is purposively left general but this will 

need further unpacking, some of which will come 

below, but let me first give a general idea of what 

is meant: Much as we orient the study of life 

through studies of bodily processes (i.e. 

respiration, digestion), we can orient the study of 

cognition through its navigabilities (i.e. walking, 

swimming, crawling, remembering, conversing, 

reading, etc.). A body develops these navigabilities 

through historical and individual landscapes 

(statistically regularized life spaces), and these can 

be externally represented similar to the ways we 

represent life process via systems like digestion or 

respiration. When it comes to this orientation of 

cognitive, the frame then encompasses all that has 

traditionally been termed as mental or physical: 

Navigability can be modeled as embodied 

trajectories through any sensorily-regularized life 

space from the position of the body being studied, 

even when that space is the body’s own awareness 

of its patterns, such as when we “notice our 

thoughts” or “become conscious of self.” Processes 

of navigability relative to the cognitive can be 

understood as embodied movements through time 

and space, even when that time and space is not 

traditionally three-dimensionally geographical.i 

There are many statistically regular topographies 

of sensory regularities (Barlow, 2001) that a body 

makes its way through—emotional, historical, 

linguistic, conceptual, etc. It is important to 

emphasize that navigability is a matter of modeling 

and representing the dynamic process of a body’s 

navigability in a modelled space—maps of a 

dynamic territory that must not be mistaken for the 

map. Way-making is the process, but this process 

could be modelled or mapped as navigability. 

 

Once cognition is oriented (not defined as) 

making-way, it is the observer who clarifies which 

body (i.e., is one observing a cell body or the 

human body?) and which area of life space 

(landscape) will be the scale of study. Studying one 

landscape does not preclude or cancel the existence 

of others—it is only a model of one process. Just as 

modeling one part of the body as respiration and 

another as digestion does not mean those processes 

in reality can actually be separated (as they 

overlap), it only means that these parameterized 

parts of the process hang together and exhibit 

enough statistical regularity to be modeled as 

systems. We will come to a definition of a body 

soon enough, but for now, the point is that the 

observer designates the body being observed and 

the landscape it is observing the body navigate. 
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Within this encountering, there will be specific 

spaces relative to study—those might be 

geographical spaces like cities or forests, 

emotional spaces with regularities of feeling 

(Kraft, 2016), morphological spaces with 

regularities of form (Fields, 2022), conceptual 

spaces with regularities of linguist representations 

(Gardenfors, 2000), or the body’s own patterns of 

movement as observed in neural patterns 

(Bellmund, 2019). There is no limit to where the 

scale can be set, so long as it is a body that is 

encountering a set of regularities. It is important to 

note that the body and its encountering can overlap 

in their regularities, just as the body can encounter 

itself in a mirror, it can encounter itself as a 

landscape. This orients cognitions to be the 

navigabilities of a body within a landscape, 

navigability that could be represented as 

trajectories within topographies. Just as there is no 

one kind of body that engages in digestion or 

respiration, there is no one kind of body that 

engages in navigabilities such as swimming, 

crawling, reading or conversing. Still, these are 

navigabilities that exhibit similar patterns within 

identifiable statistically regular landscapes 

(Barlow, 2001). How to mathematize this? 

 

Navigabilities as laid out here means that walking 

and swimming can be understood as pre-reflective 

cognitive actions and that a body could also reflect 

on those actions as well: in both cases, a body is 

making way and those patterns can be modeled as 

its navigabilities within landscape. In the case of 

walking, the landscape may be a city or forest. In 

the case of thinking about walking, the landscape 

may be that body’s own conceptual and linguistic 

landscapes—concept space. These thoughtful 

manifestations of the cognitive, though the first we 

as humans may recognize, are more like the 

growing tips of a very old and long process, the 

same one that is our walking, crawling, swimming, 

driving, and so on. We could study these as 

manifestations of navigability, however, ones that 

manifest very differently but still exhibit similar 

patterns according to body and landscape. 

Navigability is the pattern that connects (Bateson, 

1972), and the connective pattern does not depend 

on the type of body or landscape. 

 

In more general terms, cognitions can be 

understood through the orientation of what is 

navigating and can be observed (and perhaps 

dynamically formalized) as navigabilities—as 

regularities of body and landscapes, and as an 

explicated representation of that interactive 

trajectory, which is also a string into that body’s 

experienced affordances. Let’s turn now briefly to 

notice how navigability is an orientation for 

cognitions in various fields related to CS, then we 

will come back to the terms of the navigability 

framework—body, landscape, trajectory, 

affordance—for a closer look at what is really 

meant with them. 
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Precedents for the navigability framework 

 Hippocampal research provides us one way to 

orient the term cognitive at scales of navigability. 

This comes about due to the hippocampal 

formation’s dual role: it is crucial to memory and 

knowledge acquisition (Eichenbaum, 2017), and it 

is also crucial to overall orientation, navigation, 

and wayfinding through physical environments 

(Buszaki & Moser, 2013; O’Keefe and Nadal, 

1978). Research here illustrates that activities such 

as memory and knowledge acquisition are, for the 

body, matters of navigability. This area of the 

brain—the hippocampal formation and entorhinal 

cortex—is known to be crucial for memory and 

knowledge-acquisition through historic cases such 

as that of H.M. who lost the ability to remember 

and acquire durable new knowledge when his 

hippocampus was removed in the 1950s in a 

procedure done to cure him of his epilepsy. This 

same area of the brain was, a few decades later, 

discovered to be the location of the body’s so-

called GPS, with special cells (now known as place 

cells, grid cells, border cells, etc.) which fire 

specifically for the body as it makes its way 

through a landscape. In general, this allows us to 

understand navigability across traditional dividing 

lines of mental and physical. This was first thought 

to be only a geographical landscape, but in our 

most recent research it has become clear that these 

patterns hold for conceptual and virtual landscapes 

(Constantinescu, 2016; Bellmund, 2018) and 

computational models have been developed 

towards exploring the patterns that connect these 

different spaces. This offers a sketch of the 

potential scalability of manifestations of cognition 

that can be oriented as navigabilities. 

 

An important note must be made, however: 

navigability does not have to be a matter of 

navigation for the subject—wandering, digression, 

being lost—all these are not navigation for the 

subject. Still, from an observer’s point of view—

and in any form of modeling, there is an observer, 

someone who is assessing this activity, it can be 

understood as navigability—as being able to find 

way, or not find way. Navigability thus includes 

specific and general uses of navigation and in 

neuroscience, and the different ways they are used 

in other fields. This is why the general term way-

making is used for the process, such that all these 

terms are included: A body that is living, even 

when it is lost, even when it does not know that it 

is making way, even when it is moving to a goal, 

even when it is finding a previous path, even when 

it knows what it is making way towards, or when it 

cannot get there, is still making way and the 

movement still modellable as navigability. 

 

I highlight the hippocampal example here because 

it is a clear example of how one can understand 

navigability across traditional bounds, but there are 

other examples in CS which use navigability as the 

pattern that connects for an orientation to study the 
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cognitive. Perhaps the most famous within 

developmental biology comes from biologist 

Michael Levin and physicist Chris Fields and their 

paper which looks at how cognition can be 

understood as embodied, observer-based 

competency of movement through a particular 

space. Though I have called these life spaces 

‘landscapes’, because they have been shaped or 

molded in statistically regular ways, the idea is 

basically the same when they talk about metabolic 

space, transcriptional space, morphological space, 

and ‘3D motion spaces’ (what most people think of 

as traditional behavioral space). Though the details 

would take too long to discuss, this is an 

engineering angle on understanding cognition 

across species and scales that uses navigation as its 

invariant (Fields, 2022; Levin, 2022). 

 

In fact, there has long been a push in many of the 

evolutionary and biological sciences that suggests 

an orientation of cognition as navigability. In the 

work of Karola Stotz, for example, we find a 

progression towards an orientation of studying 

cognition as “how the mind grows” within the 

developmental system, whereby cognition is 

understood as developing along with the organism 

as it interacts with resources (Stotz, 2012). In other 

words, the mind is developing as the organism is 

developing as the organism. She and her co-

authors write about regularities of cognitive 

development as something like trajectories of 

bodily interaction with the environment. To put 

this in my words, one could model this as a body 

developing cognition as its own bodily 

navigability. 

 

There are also examples in complexity science and 

from those trying to understand how to think of 

Artificial Intelligence. In a recent book, for 

example, Max Bennet, the cofounder & CEO of 

Alby, an AI company, tries to understand 

intelligence, especially its relation to Artificial 

Intelligence, through looking at the evolution of the 

brain largely through an orientation of the body’s 

need for steering and navigation, showing how this 

is continuous across a wide divergent of kinds of 

bodies and brains (Bennett, 2023). 

 

We also find similar ideas across the fields of 

mathematics and applications of category theory 

(Baylor & Montero, 2023), and relative to 

complexity science. One recent example comes 

from a Sante Fe Institute partnership with Richard 

Solé, in which he and collaborators write about 

“the space of cognitions” and imagine different 

scales of cognitive systems that could exist beyond 

traditional bounds—a flock of birds for example as 

being something like a ‘liquid brain’ existing in a 

space where what would be neural units in a human 

brain are living units at a wider scale and move in 

more visible ways (Solé, 2019). We could 

approach cognition, they write, as numerous 

cognitive spaces and numerous kinds of bodies 

traversing them. Though I would argue that the 
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flock of birds is more like a ‘liquid body’ than a 

liquid brain, one can nevertheless see how the 

‘pattern that connects’ here could still be 

understood through an orientation of navigability. 

 

There are more such examples, and I am piecing 

these together as part of a larger work, but I present 

them generally here so that it is clear that this is 

already a pattern across CS fields and disciplines. 

To better understand this framework and how it 

applies across the many fields and disciplines of 

CS, it is helpful to briefly lay out the terms being 

used and clarify how they are used in the 

navigability framework. These terms are body, 

landscape, affordance, and trajectory. 

 

Body 

Through assessing navigabilities, we can 

understand cognitions as embodied trajectories 

through landscapes. It is also important we 

understand what is not navigability. An embodied 

act here means ‘the action of a body’ and the body 

is understood as ‘that which has affordances 

specific and necessary to its unique biological 

trajectory—regardless how another body might 

need or encompass it.’ A cell exists as embodied 

action within this definition whereas an internet or 

phone or rock does not: cells are actions specific 

and necessary to their biological motivation. 

Biological motivation here is meant in the most 

general sense but perhaps most closely associated 

with self-organization (Collier, 2004) and 

boundaries of self that are modeled as Markov 

blankets (Kirchhoff, 2018). In the case of the cell, 

for example, it is action that is specific to the cell’s 

continuity, regardless of whether it is specific to the 

human body that encompasses it.  

 

An internet or phone does not act as its own 

biological motivation: there is no action taken by it 

that is not referred to affordances outside it. If one 

were to try and say, for example, that the battery is 

the phone’s affordance, it would mean the battery 

motivates the phone to do something that needs no 

reference to a trajectory other than the trajectory of 

the phone, but this cannot be done because the 

phone is itself an extension of some other (in this 

case human) trajectory. The same might be said of 

a brick. One cannot make the case of biological 

motivation when it comes to an object like a brick 

that has been created to build a house. The material 

might be pure granite, which some might say is an 

organic or natural material and thus confuse it as 

having biological motivation (because it is 

biological) but there is nothing about the brick that 

motivates that form to continue as a brick, there is 

no trajectory of affordances specific to that form—

if it breaks or simply erodes away, there is nothing 

in the brick trying to counteract that entropy. The 

brick requires reference to some other body’s 

trajectory for the motivation of its form and the 

continuance of its form. In this way, we avoid the 

notion that everything is cognition, and we have a 
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clear understanding of what is not cognition even 

without defining the term.  

 

Landscape 

A landscape is a set of encountered statistical 

regularities for a position. This can be in 

geographical spaces, in transcriptional spaces, in 

morphological spaces, in conceptual spaces, in 

mathematical spaces, etc. In all these various 

landscapes—in the context as specified by the field 

of study, cognitions can be understood as the ways 

the body in question (the subject being studied) 

makes through whatever it is encountering 

(wherever the scale has been set within the life 

space). A part of life space that is being observed 

for its regularities is a landscape because it has 

been molded or ‘scaped’ by the trajectories 

creating it (Strauss, 1956; Seamon, 2001). What is 

crucial is that we understand that a subject or 

position is defined by its affordances relative to 

those parameters. Navigability comes in different 

ways in different landscapes. Making way does not 

necessarily mean moving the entire subject through 

physical space but can also be a matter of moving 

through conceptual space, transcriptional space, 

morphological space, linguistic space, etc.—the 

landscape is the regularities of space and time that 

predominate for the subject in question as directed 

by the inquiry or interest of observation. And 

modeling the ways it makes is modeling its 

navigability. 

 

Affordances 

When making-way is modeled as navigability, the 

body has a pattern of unique affordances—it is the 

observation of what has been designated as the 

position co-developing with what has been 

designated as the landscape such that the 

affordances only apply to that position, to its 

orienting motivation. Something like a rake being 

blown by the wind, for example, would not be 

making-way or expressing navigability because it 

has no continuity of affordances relative to itself 

(as that position), the landscape, and its trajectory. 

In other words, the trajectory has no continuity 

with the position and its landscape—the wind is 

moving the rake, but the rake is not moving itself 

via the wind; the regularities of the interaction are 

not its affordances. 

 

Trajectories  

The trajectory is a dynamic modeling of 

navigabilities. It is the unbroken path of a body 

encountering in landscape. This can be in any 

landscape such that the path is simply the line of 

regularities as encountered by the body. We might 

model these or formulize them into standardized 

representations such that we can observe how 

different trajectories overlap or are closer or farther 

from others, be those between people, within the 

same person, within species or between them. The 

way or path is always a matter of the subject and 
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what is being encountered or ‘moved through’. 

Cognitions can only be measured through 

observation of ways made. 

 

Why a common orientation is needed 

 This orientation is meaningful and worth the effort 

for the following reasons: it offers a common 

baseline for cognitions that can be used across the 

growing disciplines of cognitive science, from 

technology and computer science to psychology 

and philosophy to developmental biology and 

physics; it unsticks cognitive from human-centric 

scaffolds and ruts, and helps humans avoid the 

subtle unnoticed assumption that all cognitions are 

something like their experience of them; it allows 

that the term cognitive to apply across species and 

scales in a specific way without collapsing 

cognitions together across those scales and species; 

and it allows a framework from which we can parse 

terms such as mind, intelligence, and thought that 

gives the many sciences of cognitions a common 

orientation.  

 

This is a deep reorientation of current paradigms, 

requiring we reimagine our research, but it does not 

minimize that research or debunk it. Rather, it 

emboldens and strengthens it, so long as one is 

willing to accept the efforts of reorientation, efforts 

such as re-reading texts and rechanneling through 

this orientation of navigability. As part of this 

framework, if a way is found to mathematize and 

model navigability, researchers can compare 

patterns of cognitions across scales and species 

without needing to force particulars or definitions 

upon their areas of study. This provides a wide 

enough set of parameters such that all disciplines 

within cognitive science, from the biological to the 

neuroscientific to the computational, can work 

with the term in the background instead of focusing 

on finding its essence. 

 

Summary 

Cognitions are bodies making way. They can be 

studied via a body’s navigabilities within 

landscapes, and hopefully modeled as categorial 

complex systems (or something of a better fit?). 

Navigabilties include actions such as crawling, 

swimming, walking, conversing, remembering, 

reading, and thinking—the activities we associate 

with any form of mind, intelligence or 

consciousness develop as processes of navigability 

within particular landscapes—geographical, 

linguistic, or social. These are different 

manifestations of a similar, dynamical pattern 

(navigability) which we can understand as 

cognitions. The pattern is similar even as the bodies 

and landscapes diverge in particulars. So long as 

we are clear about the body and landscape being 

observed, we can map the trajectory and (the hope 

is) find a way to mathematically model these 

dynamic patterns so as to compare and contrast 

cognitions across scales, body-types, and 

landscapes. 
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Taking this theoretical framework to heart means 

all cognitions, across scales, disciplines, and body-

types, can be observed and one day modelled as 

navigabilities: actions are cognitions if they are 

embodied acts with modellable trajectories of 

autopoietic affordance, even when the regularities 

overlap with those of the observer, as is the case 

when a body observes its own patterns of making 

way through geographical, conceptual or social 

landscapes.  

 

The focus here is on the patterns, not the types of 

form or environment. This allows us to orient 

through a complex systems approach towards 

studying “patterns that connect” rather than 

looking for parts that can be defined and dissected. 

Navigabilities are these patterns, which can be 

represented trajectories or paths—an expression of 

a particular body making way in a particular 

landscape, a trajectory of dynamic but statistically 

regular affordances. This orientation allows us to 

focus on patterns of bodies and landscapes rather 

than on what substantiates those patterns, to be 

specific without having to share particulars, to 

notice what shares observable regularities and 

processes, and to orient what cognitions in a way 

that will let us approach our study and research 

across body-types, scales, and disciplines and 

avoid the tempting habit of assuming other beings 

are cognitive like us. We can release ourselves from 

the enthusiastic Cartesian awakening (important as 

it is) that has led us to search for a definition or 

essence or ‘mark of the mental’ and agree on a 

common orientation: Cognitions are shared 

regularities that can be assessed across various 

subject matters, substrates, and scales of the 

cognitive sciences. To accept this is not to 

disregard or ignore the enthusiasm inherent in our 

awareness of our own cognition. Rather it is to 

accept its mystery. 
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Abstract. This study explores structural backbone extraction methods in diverse real-world
networks, ranging from character to social networks. Eight techniques from the netbone pack-
age are analyzed using Jaccard and Overlap coefficients to measure similarities. The Kol-
mogorov–Smirnov statistic evaluates weight and degree distribution preservation. Results high-
light correlations and hierarchical relationships among techniques, with Doubly Stochastic out-
performing in mimicking original network distributions. The study’s comprehensive insights
contribute to refining and advancing structural filtering techniques, fostering a deeper under-
standing of complex systems.

Keywords. Complex Networks; Backbone Extraction; Filtering Techniques; Sparsification

1 Introduction
Networks are indispensable tools for representing and comprehending intricate systems, pro-
viding diverse applications such as pinpointing pivotal nodes [9, 10, 12], revealing communities
[3, 8], and delving into the dynamics of networks [2, 1]. Nevertheless, the computational chal-
lenges become daunting when confronted with large networks.
Researchers have introduced several techniques to tackle this issue, focusing on diminishing net-
work size while maintaining its fundamental properties. Two primary approaches have emerged
to attain this objective: structural and statistical methods. Structural methods strive to retain
a set of topological features inherent in the network while downsizing its overall scale. In con-
trast, statistical methods eliminate noise by selectively filtering out nodes or links that might
obscure the network’s underlying structure. Researchers have extensively compared statistical
methods [14, 13], often against a few structural methods [7, 4]. However, there’s been limited
focus on comparing only the structural backbone extraction methods [5, 6, 11].
We compared eight structural filtering techniques in the World Air Transportation network in
a previous work. This study extends it across 39 real-world networks of different sizes and
covering various fields. Our initial experiment compares the similarities among eight struc-
tural filtering techniques from the netbone package [15]. We use the Jaccard Coefficient and
Overlap Coefficient to assess the similarity between the edge sets of technique pairs. Sub-
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sequently, we examine the weight and degree distributions of the resulting backbones. The
Kolmogorov–Smirnov (KS) statistic evaluates deviations from the original distributions within
each network. Then, we rank the methods based on their KS statistic values, reflecting their
alignment with the original network’s distributions.

2 Experimental Results
In Fig 1, the heatmaps of the Jaccard Score provide insights into significant correlations among
specific pairs of techniques. Notably, there are strong correlations between Primary Linkage
Analysis and Minimum Spanning Tree Filters (PLAM-MSP) and Ultrametric Backbone and
Minimum Spanning Tree Filters (UMB-MSP). The H-Backbone and Doubly Stochastic Filters
stand out due to their lack of correlation with other techniques, suggesting distinctive behavior.

Examining the heatmaps of the Overlap Coefficient, hierarchical relationships among backbones
become apparent. For instance, the Minimum Spanning Tree is included in the Primary Link-
age Analysis Backbone, the Minimum Spanning Tree Backbone is included in the Ultrametric
Backbone, and the Ultrametric Backbone is included in the Metric Backbone. High percent-
ages of overlap are observed in specific pairs, such as 90% and 97% of High Salience Skeleton
edges overlapping with Planar Maximally Filtered Graph and Metric Backbones, respectively.
Additionally, 93% of Primary Linkage Analysis Backbones overlap with the Planar Maximally
Filtered Graph Backbone. The H-Backbone shows, on average, 84% and 86% overlap with
Planar Maximally Filtered Graph and Metric Backbones, respectively. Ultrametric Backbone
edges overlap, on average, by 85% with the Planar Maximally Filtered Graph Backbone. High
Salience Skeleton edges overlap by, on average, 83% and 88% with Minimum Spanning Tree and
Ultrametric Backbones, respectively. The Doubly Stochastic filter produces unique backbones
with low overlap percentages with other methods.

The violin and box plots further illustrate the performance of backbone extraction methods.
They highlight the superiority of Doubly Stochastic in extracting backbones that closely match
the original network’s weight and degree distribution. Conversely, H-Backbones exhibit the fur-
thest weight distribution, and Primary Linkage Analysis backbones display the furthest degree
distribution. These findings contribute valuable insights into the comparative effectiveness of
structural filtering techniques across diverse real-world networks.

3 Acknowledgment
This material is based upon work supported by the Agence Nationale de Recherche under grant
ANR-20-CE23-0002.
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Figure 1: The top heatmaps display the mean and standard deviation of Jaccard Scores for each
method pair, while the bottom heatmaps show the mean and standard deviation of Overlap
Coefficient Scores. Additionally, the violin plot illustrates KS-static values between the back-
bone and original weight (degree) distribution across all networks. Boxplots depict method
ranks based on the K-S statistic between each filtering technique’s weight (degree) distribu-
tion and the original network. Evaluated techniques include MSP (Minimum Spanning Tree),
PLAM (Primary Linkage Analysis Method), PMFG (Planar Maximally Filtered Graph), HSS
(High Salience Skeleton), MB (Metric Backbone), UMB (Ultrametric Backbone), DS (Doubly
Stochastic), and HB (H-Backbone).
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Abstract. Physical and functional constraints on empirical networks lead to topological
patterns across multiple scales. A particular type of higher-order network feature that has
received considerable interest is network motifs—statistically regular subgraphs. These
may implement fundamental logical or functional circuits and have thus be referred to
as “building blocks of complex networks”. Their well defined structures and small sizes
furthermore mean that their function is amenable to testing in synthetic and natural
experiments. The statistical inference of network motifs is however fraught with chal-
lenges, from defining the appropriate null model and sampling it to accounting for the
large number of candidate motifs and their potential correlations in statistical testing.
We develop a framework for motif set inference based on lossless network compression
using subgraph contractions. The minimum description length principle lets us select the
most significant set of motifs as well as other prominent network features in terms of their
combined compression of the network. Our approach overcomes the common problems in
mainstream frequency-based motif analysis while avoiding repeated subgraph census on
a sequence of randomly sampled graphs. The approach inherently accounts for multiple
testing and correlations between subgraphs and does not rely on a priori specification of a
null model. This provides a novel definition of motif significance which guarantees robust
statistical inference. We apply our methodology to perform comparative connectomics,
by evaluating the compressibility of diverse biological neural networks, including the con-
nectomes of C. elegans and Drosophila melanogaster at different developmental stages,
and by comparing topological properties of their motifs.

Keywords. Network motifs, Network models, Statistical inference, Information theory,
Network neuroscience, Statistical physics.
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1 Results

A network is classically described by dyadic models, which, by definition, only involve
pairwise interactions [1]. The celebrated Erdős-Rényi model describes simple networks
that share the same numbers of nodes, N , and edges, E. A second widespread model, the
configuration model, characterises a network by its degree sequence. The randomness of
such simplistic representations – measurable by their associated entropy – fail at capturing
the mesoscopic nature of real networks [2], as their parameters are either fully global (the
number of edges) or local (node degrees). A whole catalogue of topological measures
constitutes attempts of assessing the non-trivial multiscale organization of real networks,
e.g. the clustering coefficients, small-world properties, the betweenness centrality, motifs,
etc. Statistical tools are necessary to judge if such properties are significant or randomly
induced by some noise inherent to the data.

Hypothesis-based testing is currently the most popular approach for estimating the rele-
vance of network statistics. However, a severe limitation of this approach is that it requires
the definition of the appropriate null model a priori [3]. Statistical inference of a gener-
ative model, on the other hand, does not require choosing a null model [4]. If a network
property is translatable into a model parameter, its statistical significance can be evalu-
ated in a principled manner through model selection, thanks to the minimum description
length (MDL) principle [5].

Here, focusing specifically on the task of network motif mining [6], we designed a statistical
inference method that extracts collectively significant sets of motifs through a greedy
algorithm that relies on subgraph contractions. Information theory favors the simplest
representations, or, in other words, codes that are maximally compressive [7]. An encoding
that coincidentally performs model selection is the Shannon-Fano code, which makes use of
probability distributions. Networks, modeled as configurations sharing a set of constrained
properties θ, can be encoded by uniform probability distributions Pθ [8]. The efficiency
of such encoding, or the fitness quality of the related model, can be measured by the
codelength of a network G. A so-called two part encoding defines the codelength as

L(G, θ) = − log P (G, θ) = − log Pθ(G) − log P (θ). (1)

where − log P (θ) corresponds to the model complexity and prevents from overfitting. As
the MDL suggests, the smaller the codelength, the more adequate is the representation.
For incorporating candidate motifs into a network model, we take inspiration from and ex-
tend a previous approach [9] focused on fast independent network motif mining As opposed
to the prevailing methodology for motif detection [10], which is purely based on graphlet
frequencies, here motif occurrences are localized within the network as small modules,
which we call supernodes, resulting from the contraction of subgraphs and leading to a
reduced multigraph H, as depicted in Fig 1A. The parameter set of our model comprises
a set of graphlets Γ, which gathers all candidate motifs found by a complete subgraph
census, a set of supernodes V, a multiset of graphlets S, which identifies supernodes to
their corresponding graphlets, and a dyadic model ϕ, that describes the structure of H.
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To minimize the codelength L(G, {Γ, V, S, ϕ}), we developed a greedy algorithm that se-
lects, among induced subgraph samples, the subgraphs that maximize compression when
contracted 1.

We applied our inference method on multiple biological neural networks, cf. Fig 1B,
called connectomes, including all the currently largest completely known connectomes at
the scale of the single neuron and synapse. We established the efficiency of our repre-
sentation compared to four standard dyadic models of directed networks. The inferred
motifs are consistent with neuroscience hypothesis and empirical observations: the most
prevalent motifs of two symmetric brain regions of the Drosophila larva’s connectome
are topologically equivalent or at least very similar, cf. Fig 1C. We also have analyzed
the structure of motifs through a series of network metrics that display the high density,
recurrence and symmetry of the found motif circuits, cf. Fig 1D.

We recently uploaded an arxiv preprint of a paper, under review, detailing the overall
methodology, which can be found at https://arxiv.org/abs/2311.16308.

1Other pattern mining algorithms rely on the MDL principle [16]. Note that their aim is quite far from
our purpose. They usually consist of summarizing a graph with a limited prior set of pattern types, e.g.
cliques and stars. We are here considering any candidate pattern, up to a certain size. Their inference is
also sensitive to the choice of the graph connectivity encoding. For example, in [15], the latter is measured
by the amount of connectivity overlap between the putative pattern dictionary and the input graph. In
our approach, we consider only existing patterns, and we show how the graph encoding can drastically
affect subsequent statistical interpretation. We consider multiple graph models, while insisting on their
non-exhaustiveness and on the possibility of testing other graph models for encoding their connectivity,
while their details will not affect the validity of the presented methdodology.

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

3118



A. Bénichou et al.

8 2 1 1 1 1 1

1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

LEFT

11 2 1 1 1 1 1

1 1 1 1 1 1 1

1 1 1 1 1 1

RIGHT

G H

A B

C D
C. elega

ns -CN
S

C. elega
ns -Her

m.
C. elega

ns -Ma
le

Tadpole
Larva P.D. Lar

va
Droso. L

arva

0.50

0.75

1.00

1.25

1.50

1.75

2.00

2.25

Co
m
pr
es
si
bi
lit
y
(b
its
pe
r
ed
ge
)

Simple graph configurationmodel
Simple graph reciprocal configuration model

Multigraph reciprocal configuration model + Motifs
Multigraph configuration model + Motifs

0.4

0.6

0.8

D
en
si
ty

0

10

20

#
C
yc
le
s

0.4

0.6

0.8

Re
ci
pr
oc
ity

C. elega
ns -CN

S
C. elega

ns -Her
m.

C. elega
ns -Ma

le
Tadpole

Larva P.D. Lar
va
Droso. L

arva
0.2

0.4

0.6

Sy
m
m
et
ry

Figure 1: (A) Schematic of the graph reduction output by our greedy algorithm. The input graph
G is simply directed, with labeled nodes of the same color. After a series of subgraph contractions,
G is reduced into a multigraph with fewer nodes and edges H, but with multiple node colors. In
the schematic, four subgraphs isomorphic to two distinct graphlets are selected. H contains three
node colors, including one for the regular node. (B) We applied our motif-set-inference method on
all known complete brain networks. The compressibility, [L(G, {N, E}) − L(G, {Γ, V, S, ϕ})]/E,
measures how well the motif-based model is more suitable than the Erdős-Rényi simple graph. The
higher the compressibility is, the more significant is the found representation. In all cases at hand,
a model that accounts for a motif set and degree sequences outperforms models deprived of higher-
order features. (C) Motif sets inferred from two a priori symmetric subnetworks of the Drosophila
larva brain, its left and right mushroom bodies. Numbers above the icons indicate the associated
numbers of isomorphic contracted subgraphs. (D) Graphlet measures averaged over the contracted
subgraphs constituting the motifs sets. The density, number of cycles and reciprocity are standard
directed network metrics [13]. The “symmetry" measure is a continuous (0, 1)-bounded graph
polynomial root quantifying the topological symmetry of the graphlet connectivity [14]. A value
of 0 corresponds to a least symmetric graphlet, while 1 corresponds to a clique, or a maximally
symmetric graphlet.
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Abstract. The dynamics within online social networks (OSNs) are influenced by numerous
factors, encompassing user behavior, content generation, platform features, and technological
advancements, with triadic closure standing out as a prominent and influential element. In
this study, we focus on the temporal aspects of triadic closure and its role in the evolution of
OSNs. We developed a comprehensive analytical pipeline to support the study of triadic closure
patterns. This pipeline includes an efficient algorithm for the census of temporal triads, a vector-
based model for representing temporal networks (temporal triadic profile), the identification of
triadic closure rules (TERs), and the evaluation of the speed of the formation of closed triads.
Our findings reveal significant variations in the impact of triadic closure across different OSNs,
marked by diverse temporal triadic profiles and varying speeds of closed triad formation.

Keywords. Triadic closure; Network evolution; Temporal networks; Web3; Blockchain

Introduction. In recent years, there has been increasing interest in studying temporal pat-
terns [6, 7], especially within online social networks (OSNs). These patterns are essential for
predicting platform evolution and enhancing user experiences. Among these, triadic closure,
deeply studied in social network theory, stands out as one of the most influential factors shaping
network dynamics. Triadic closure reflects the tendency of individuals to form connections with
friends of their friends, leading to the development of tightly interconnected clusters based on
closed triads. This phenomenon, known as a universal process, plays a significant role in shap-
ing the evolution of online social networks across various platforms and user communities [3].
However, much research overlooks the temporal dimension of interactions. This study aims to
fill this gap by investigating the temporal aspects of triadic closure and closed triad formation
in OSNs. We employ an efficient method for extracting and counting temporal triads. Then, we
define an approach to create a network profile based on the characteristics of the triadic closure
process, that unveil evolutionary footprints in social networks. Our focus extends to analyz-
ing evolution patterns within the triadic closure process, encompassing topology/structure and
closure speed. This is realized with triadic closure rules (TERs): inspired by graph evolution
rules [2, 8] they provide human readable outcomes on the triadic closure process. Results show
several interesting evolutionary insights, like the higher probability of a triad to close through
the strongest (reciprocal) edge.
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Figure 1: Overview of the methodology

Methodology. We first model social interaction’s list I = {(x, y, t)} as a directed graph
G = (V, E) where E is the set of timestamped edges (x, y, t) that encodes the first connection
from user x to user y (both belonging to the set of users V ) at timestamp t [5]. The methodology
pipeline of this work is shown in Figure 1. It starts with creating a general mapping structure
to classify all potential 3-node temporal triads (assigning a unique ID), considering various
timestamp orderings. This mapping is crucial for analyzing triadic closure across all temporal
subgraphs. We initially generate all static triad structures and then incorporate temporal
aspects by considering different edge orderings. Each potential graph is assigned a unique
ID, with measures taken to handle isomorphic graphs. Since our focus is on triadic closure,
we start with graphs of the minimum edge count |E| = 2, enabling us to generate all open
and closed temporal triads, totaling 324 in number. Through the general mapping structure,
the methodology proceeds with the proper census algorithm (that extends the original version
of [1]). It maintains two counters: Census to track the frequency of encountered temporal
triads and Evolutions to record temporal patterns leading to closed triads. The efficient
enumeration method ensures that each triad is considered only once, and consequently classified
with the general mapping structure to update the Census and Evolutions counter accordingly.
These counters’ information is then used to address the following phases of the methodology.
Specifically, we first build the profile (step 2) of temporal closed triads as a vector representing
the probability distribution of a specific triad class to occur. Then we obtain the triadic closure
rules –TERs, computing the probability for an open triad to close in one of the two possible
ways. Finally, on each TER, we compute the delay, i.e. the speed of triads to close. Technically,
it is computed as the difference between the timestamp of the closing edge and the very previous
one. In other words, the delay of a TER corresponds to the maximum timestamp of the closed
triad minus the maximum timestamp of the corresponding open triad.

Datasets. This paper utilizes different datasets to explore social structures. These include
UC-Social, capturing student message exchanges (19,573 nodes, 20,296 edges), Enron emails
(87,273 nodes, 321,918 edges), Cryptokitties NFT exchanges (99,984 nodes, 481,540 edges),
Sarafu complementary currency exchanges (40,343 nodes, 143,239 edges), and Steemit follow
operations (23,493 nodes, 290,801 edges). Together, they offer insights into communication
networks, market trends, alternative currencies, and online community engagement.

Results. The pipeline was applied to the 5 graphs previously described, and Table 1 shows the
main quantitative results as far as concern the census step. The number of triads and isomorphic
classes are shown (second and third column) for each dataset along with the computation time
of both the census and delay steps. These are the results of execution on a server Dell Power
Edge T620 equipped with 2 CPUs Intel Xeon 2.10GHz 16 Core (32 threads) and 376GB RAM,
using 48 parallel jobs. Across datasets, closed triads vary in prevalence, with the cooperation-
based network (Sarafu) exhibiting a higher tendency for closure. Moreover, the common basis
made of 56 rules serves as initial proof that a common general process is acting on all the
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networks, i.e., the triadic closure, even if with varying impact in different temporal contexts.

Dataset Closed triads (%) Classes Census time Delay time
UC-social 14,319 (1.97%) 56 4min 3min

Enron 1,180,387 (2.5%) 56 3h9 17min
Cryptokitties 2,051,706 (1.02%) 56 12h 30min

Sarafu 273,001 (4.25%) 56 1h 2min
Steemit 2,902,199 (0.84%) 56 21h30 1h50

Table 1: Overview of the results of the algorithms introduced, with computation times. In parenthesis
the percentage of closed triads over the overall volume of triads (closed or open).

By focusing solely on closed triads (extracted in the initial step of the pipeline of Figure 1),
we gain insight into the dynamics of triadic closure within networks. For instance through our
analysis using profiles (step 2 of Figure 1, results not shown) we find a reduced occurrence of
closure patterns involving reciprocal edges, suggesting that triads often close without necessi-
tating the creation of reciprocal edges. However, exploring the TER framework (steps 3 and 4)
offers a fresh viewpoint on the evolutionary aspects of the triadic closure process, which holds
particular importance in social networks. Figure 2 reports some examples worth noting. The
rules in Figure 2(a) both start from the open triad with ID = 0, followed by the evolution of
a triad through the establishment of a connection in one of two directions (ID = 28, 30). This
connection could represent various interactions such as sending an email or following a user.
Analysis of rule probabilities (step 3 of Figure 1) reveals that the identity of the triad closer
is irrelevant, likely due to the symmetric nature of the pattern. Furthermore, examination of
TER delays (step 4 of Figure 1) shows a balanced distribution, suggesting that the speed of
triad closure is unaffected by the initial destination selected by the initiator (source node of the
first edge in the triad). Another key insight concerns reciprocal/strong connections: frequently,
closure occurs through the strongest link, namely, the reciprocated one. For example, in the
rules presented in Figure 2(b), the likelihood of the rule 6 → 42 is consistently higher than the
reverse case of 6 → 54.

(a) (b)

Figure 2: Examples of TER found on every dataset. Both (a) and (b) show a pair of rules
sharing the same precondition.

This work is a short version of the paper [4] recently submitted to journal.

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

3123



A. Galdeman et al. Discovering Temporal triadic closure patterns

References
[1] Vladimir Batagelj and Andrej Mrvar. A subquadratic triad census algorithm for large sparse

networks with small maximum degree. Social networks, 23(3):237–243, 2001.
[2] Michele Berlingerio, Francesco Bonchi, Björn Bringmann, and Aristides Gionis. Mining

graph evolution rules. In joint European conference on machine learning and knowledge
discovery in databases, pages 115–130. Springer, 2009.

[3] Ginestra Bianconi, Richard K Darst, Jacopo Iacovacci, and Santo Fortunato. Triadic closure
as a basic generating mechanism of communities in complex networks. Physical Review E,
90(4):042806, 2014.

[4] Alessia Galdeman, Cheick Tidiane Ba, Matteo Zignani, and Sabrina Gaito. Triadic closure
evolution rules, 2024. Submitted to journal.

[5] Petter Holme and Jari Saramäki. Temporal network theory, volume 2. Springer, New York
City, NY, 2019.

[6] Lauri Kovanen, Márton Karsai, Kimmo Kaski, János Kertész, and Jari Saramäki. Tem-
poral motifs in time-dependent networks. Journal of Statistical Mechanics: Theory and
Experiment, 2011(11):P11005, Nov 2011.

[7] Jure Leskovec, Anand Rajaraman, and Jeffrey David Ullman. Mining of massive data sets.
Cambridge university press, 2020.

[8] Erik Scharwächter, Emmanuel Müller, Jonathan Donges, Marwan Hassani, and Thomas
Seidl. Detecting change processes in dynamic networks by frequent graph evolution rule
mining. In 2016 IEEE 16th International Conference on Data Mining (ICDM), pages 1191–
1196. IEEE, 2016.

Acknowledgements
This work was partially supported by project SERICS (PE00000014) under the NRRP MUR
program funded by the EU - NGEU, and by the Italian Ministry of University and Research
(MUR) and the European Union – NextGenerationEU in the framework of the PRIN 2022
project “AWESOME: Analysis framework for WEb3 SOcial MEdia” – CUP: I53D23003680006.

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

4124



Sampling based sequential dependencies discovery in
Higher-Order Network Models

Julie Queiros1✓, François Queyroi1, Samuel Maistre2

1 Nantes Université, École Centrale Nantes, CNRS, LS2N, UMR 6004
2 Université de Strasbourg, CNRS, IRMA, UMR 7501
✓ Presenting author

Abstract. Higher-order networks are a general form of network models that include memory
nodes used to capture indirect dependencies between entities. When built from sequential or
pathway data, random walks performed on these networks usually represent input sequences
better than traditional first-order models. Unlike the latter, there are various ways to build
higher-order networks that already exist in the literature. We introduce a new variable-order
network where nodes can encode sequences of varying length. Nodes are selected by looking
at sub-sequences that are unlikely extensions of already detected sub-sequences. Using ex-
periments on real-world datasets, we demonstrate that our method produces smaller and as
accurate models compared to the main variable-order model in the literature. We also study the
differences achieved when ranking items using a higher-order reformulation of the PageRank
metric.

Keywords. Higher-order networks; Sequential data; Monte-Carlo; PageRank

1 Introduction
Networks can be used to represent dependencies found in sequential data. One direct approach
is to aggregate pairwise interactions between items in the input sequences. Examples include
the number of clicks between two web pages or the number of times a ship navigates from one
port to another. Most of the time, network mining algorithms use the indirect dependencies
induced by the network topology, e.g. the PageRank metric is linked to the behaviour of a
random walker on the graph.

The use of this traditional representation raises an issue in the case of networks built from
sequential data as the indirect relations induced by the network topology may not correspond
to observed sub-sequences. For example, the graph in Fig. 1b suggests an indirect relation
between item C and E going through D. But no such transitions exist in the input dataset the
graph was built with (see Fig. 1a). Indeed, using this network representation presupposes that
the modeled system respects the Markov property i.e. the information useful for predicting the
future state is contained only in the current state (the process is also said to be “memory-less”).
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Figure 1: Examples of network representation of sequential data (1a). We assume here that
each sequence is observed several times. There is a 50% chance to leave D to go to either E or
F. First-order networks can encode these transitions probabilities (arc labels in 1b). However,
when looking at the sequences, we can see that coming from C before D then its next destination
is always F. Higher-order networks (1c and 1d) can encode these indirect dependencies by using
multiple representations of each item. Fon2 network (1c) include all order-2 dependencies even
those that do not help in predicting next item (i.e. BD). Von Network (1d) keeps only relevant
dependencies (i.e. excluding BD but adding ABD) leading to a sparser and better representation
of the sequential dependencies. The three red nodes are representations of the item D. Node
labeled ABD is then a memory node of order 3.

In order to address this issue, higher-order networks can be used instead. In these networks, the
memory on the previous steps is encoded into memory nodes. An item can then be represented
not by one (as in first-order models) but by several nodes. On this new class of networks, a
random walk will better simulate the input sequences. In the example, coming for C, the only
possible destination for a random walker after D is F. We focus specifically on variable-order
networks (see Fig. 1d) where there are no constraint on the length of memory nodes.

The main question is: how do we select the memory nodes to add to the network? In the
Fig. 1d, the sequence ABD is included as a memory node while BD is not. Indeed, only knowing
that B is observed before D does not add more information. We say that the sequence ABD is a
relevant context as it adds information about the following items. The issue of relevant context
definition is the central topic of this paper. The use of variable-order network was introduced
by Xu et al. [23, 18] who provided a first answer to this question. However, as there are several
ways to define “relevance”, several variable-order network representations of the same sequential
dataset are possible. In this paper, we introduce a new approach called MC-Von to construct
variable-order networks where the relevance of a context is assessed using a statistical test.
We show on real-world data that this new model can be as efficient as predicting sequences
while being sparser that the model of Xu et al.. Furthermore, we evaluate the effect of model
selection on higher-order PageRanks rankings.
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2 Related works
The concept “higher-order networks” (Hon) is used to describe graph models that are not
limited to dyadic relations and design to capture different system dependencies (e.g. temporal,
sequential, subset, spatial dependencies) [7, 21]. Like several authors [21], we use here the term
“higher-order” to refer exclusively to networks that encode sequential dependencies (transition
probabilities for contexts of length (or order) longer than 1). Applications of Hon include the
identification of overlapping modules or the evaluation of items centrality [23, 17, 13].

Most of the existing literature focus on fixed-order networks we call Fonk [17]. These models
generalize classic memory-less models as they are networks where the probability of a random
walker to reach item σ depends on the previous k steps rather than only the last one. The
parameter k can be set to a given value [17] but the estimation of the optimal order for a given
dataset was also investigated [20, 19].

We focus in this paper on a less discussed family of models called variable-order networks
(Von). Variable-order Markov models of discrete sequences have been studied in the past [3].
But, to the best of our knowledge, the only applications to network analysis is the seminal
work of Xu et al. [23, 18]. Their main idea is that orders should be found locally rather than
determining a global order for the system i.e. memory nodes should only be included if they
indeed impact the behaviour of a random walker.

The number of memory nodes in a Fonk grows exponentially with k. Therefore, Von models
are useful when higher-order dependencies existing in the system are sparse. This is a safe
hypothesis since real-world networks are considered sparse. Still, Xu et al. rightly suggest that
one should find a balance between the resulting network size and the corresponding model’s
goodness-of-fit w.r.t. input sequences. In the present paper, we compare their network model
(denoted DKL-Von) to ours (denoted MC-Von). These models are defined in the following
section.

3 Methods
Let A be the set of items. An input dataset corresponds to a set S = (s1, s2, . . .) of sequences
si = σi

1σ
i
2σ

i
3 . . . where all σi

j ∈ A. For a sequence s of symbols in A, the order of s denoted
|s| is the length of s and the support of s denoted c(s) is the number of occurrences of s in
dataset S. We will also use Cs = (c(sσ), σ ∈ A) to denote the occurrences of items following
the sequence s. Let s = s1s2 be a sequence resulting in the concatenation of sequences s1 and
s2. Here, s1 is a prefix of s, s2 is a suffix of s while we call s an extension of s2. Based on
a vector K = {Kσ, σ ∈ A} ∈ N|A|, where Kσ represents the number of occurences of element
σ, we define the probability measure QK(σ) = Kσ/

∑
σ′∈AKσ′ , i.e. the probability to choose σ

when drawing a random element from K.

In discrete sequences prediction, we want to estimate P (σ|σ1 . . . σk) i.e. the probability to
encounter item σ after the sequence σ1 . . . σk. In a higher-order Markov model, we assume
we have a set R (the relevant contexts) of sequences of items including A. The probability
P (σ|σ1 . . . σk) will be estimated using PR(σ | σ1 . . . σk) := QCs′ (σ) where s′ is the longest suffix
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of σ1 . . . σk ∈ R. In a memory-less Markov model (or first-order model), we have R = A and
only the last visited item is taken into account i.e. PA(σ | σ1 . . . σk) = PA(σ | σk).

The Hon models studied here are built from the same general procedure described in the Section
3.1. We defined known Hon models using this procedure. The difference in the method we are
proposing comes down to the identification of the set of relevant contexts R which is detailed
in 3.2.

3.1 Generic Higher-Order Networks construction procedure
Higher-order networks aim at encoding transition probabilities of higher-order Markov models
into a regular weighted directed graph (as the example in Fig. 1b). From a set of relevant
contexts R, the weighted directed graph G(R) = (R, E, w) is built with each item σ ∈ A
represented by multiple nodes corresponding to the contexts having σ as the last entry. We say
that these memory nodes are the representations of item σ. The edge set E and the weights
w are defined as follows. Let s ∈ R and σ ∈ A such that PR(σ|s) > 0, G(R) contains a link
s→ s∗σ of weight w(s→ s∗σ) = PR(σ|s) where s∗ is the longest suffix of s ∈ R. For example,
let s = abc and s∗σ = bcσ be relevant extensions of c and σ respectively then there will be a
link s→ s∗σ if abcσ ̸∈ R and PR(σ|s) > 0.

Algorithm 1: Von Generic Algorithm
Data: S: set of sequences over itemset A
Input: sc, sv: current and last relevant contexts
Result: R: set of relevant contexts
if existRelevantExts(sc, sv) then

for σ ∈ A do
if isRelevant(σsc, sv) then

R← R ∪Von(σsc, σsc)
else

R← R ∪Von(σsc, sv)

return R ∪ prefixes(sv)

As previously said, the difference between Hon models mainly comes from the way the set of
contexts R is defined. Algorithm 1 is a general framework used in [18] to extract such a set.
Relevant contexts are recursively found as extensions of contexts found at lower orders. For a
dataset S and an itemset A, the final set of contexts is defined as R := ⋃

σ∈AVon(σ, σ).

The functions isRelevant and existRelevantExts depend on the model used. The test
isRelevant(sc, sv) is passed when sc is judged relevant when compared to the last relevant
suffix identified sv. The function existRelevantExts is used to identify situations where no
relevant extensions of sv are possible and, therefore, where the recursion must be stopped. As
such, this function should not need to count sub-sequences σ1scσ2. This operation is to be
done only if a relevant extension is possible. If well designed, it should make possible the use
of Algorithm 1 on large datasets [18].

Finally, function prefixes returns the set of prefixes of sv (including itself). Indeed, a random
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walker on a higher-order network can only reach memory node s1s2 . . . sk if there is a path
s1 → s1s2 → · · · → s1s2 . . . sk. Therefore, every prefix of sv are added in the network even if
some are not relevant. In the example of Fig. 1d, knowing that we observed A before B does not
provide more information than simply knowing it came from B. However, the representation AB
is here as a prefix of ABD which is a relevant context.

Definition 1 The fixed-order network Fonk is obtained by treating a sub-sequence as relevant
if its order is lower or equal to k.

With this definition, the network Fon1 is the traditional first-order network (Fig. 1b). Fixed-
order networks are usually defined as subgraphs of the k order De Bruijn graph over A in
the literature. But this formalism does not allow to keep track of transition probabilities for
contexts of order lower than k. This model is also called multi-order model [19].

Definition 2 The variable-order network DKL-Von(λ) [18] is obtained by treating the sub-
sequence σsc as relevant w.r.t sv iff

DKL (Pσsc||Psv) >
λ|σsc|

log2(1 + c(σsc))
(1)

with λ ∈ R+ the threshold multiplier, Ps := QCs the distribution of items following s and DKL

the Kullback-Leibler divergence (in bits).

One main advantage of DKL-Von when compared to Fonk is that the length of contexts is
locally defined in order to best fit the data. The right side of Eq. 1 makes longer and sparsely
observed contexts harder to be recognized as relevant.
The parameter λ is not actually included in the original definition of [18] (we have an equivalent
definition for λ = 1). The original definition of the authors is indeed parameter-free. However,
the interpretation of the right-side threshold function in relation to the DKL divergence is hard
to grasp. We argue that the definition of the threshold function actually hides an arbitrary
choice of “scale” made by the authors. Therefore, the “parameter-freeness” of DKL-Von is
limited in our opinion. We shall use different value of λ in order to compare DKL-Von model
to the one defined below.

3.2 MC-Von model definition
Our proposal to construct a variable-order network model is to use to the quantity DKL (Pσsc ||Psv)
as in [18], but as a test statistic in a hypothesis testing paradigm to avoid relying on an ad
hoc threshold function. Indeed, if σsc is not a relevant context, then Cσsc should behave like a
draw of c(σsc) elements from Csv without replacement, i.e. from a multivariate hypergeometric
distribution MH(Csv , c(σsc)). Therefore, we will decide that σsc is a relevant context when
Cσsc does not behave like a random draw, that is while we can reject the null hypothesis

H0 : Cσsc ∼MH(Csv , c(σsc)) vs. H1 : Cσsc ≁MH(Csv , c(σsc)).

The nominal level α ∈ (0, 1) of the test allows us to choose how surprising we want the draw
Cσsc to be in order to consider sc as a relevant context. It is also an upper bound for the
probability of a context being considered relevant when it is not.
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Definition 3 The variable-order network MC-Von is obtained by treating the sub-sequence
σsc as relevant w.r.t sv iff

DKL (Pσsc ||Psv) > q1−α (c(σsc), sv) or equivalently p < α (2)

where Ps := QCs the distribution of items following s, q1−α (c(σsc), sv) is the (1−α)-th quantile
of the distribution of DKL (QD||Psv) where D is a random draw from MH(Csv , c(σsc)) and

p = P (DKL (QD||Psv) ≥ DKL (Pσsc||Psv))

is the p-value of the test.

Example 1 Assume we have an order 1 subsequence sv with Csv = (1, 2, 5, 0, . . .) and we want
to assess the relevancy of the extension σsc with Cσsc = (1, 0, 0, 0, . . .). We have DKL (Pσsc||Psv) =
− log2(1/8) = 3. Since it is the hightest possible DKL, the probability that a draw from
MH(Csv , 1) has a divergence higher or equal is the probability to draw Cσsc i.e. p = 1

8 . Tak-
ing a standard threshold of α = 10−3, we would accept H0 and declare that this extension is
not relevant. On the other hand, for DKL-Von(1), the threshold function of Eq. 1 is equal to

2
log2(2) = 2. The extension σsc would here be considered as relevant.

However, p (or q1−α (c(σsc), sv)) can be difficult to compute, particularly if c(σsc) is neither
small nor close to c(sv). Therefore, we propose different approximations to estimate it and
decide whether (2) holds or not. The first possibility is to use a Monte-Carlo algorithm that
draws M independent replications {Di, 1 ≤ i ≤ M} from MH(Csv , c(σsc)) and estimate p by
p̂ = SM/M where

SM =
M∑

i=1
I {DKL (QDi

||Psv) ≥ DKL (Pσsc ||Psv)}

follows a binomial distribution of size M and probability p, i.e.

P(SM = k) =
(

M

k

)
pk(1− p)M−k =: b(n, p, k).

The choice of M will affect the precision of our decision, particularly if p is close to α. On the
contrary, if the conclusion is more obvious, i.e. p≪ α or p≫ α, we might have chosen a smaller
value for M to get a reasonable precision. Methods that adapt the number of replications to
the distance between p and α were proposed, e.g. in [8] and [6] among others. These two papers
both control the resampling risk defined by

RRp(p̂) =



Pp (p̂ > α) if p ≤ α

Pp (p̂ ≤ α) if p > α.

This resampling risk measures the probability to take the wrong decision regarding (2). For a
given ϵ > 0, [8] and [6] propose procedures that ensures that RRp ≤ ϵ. Nevertheless, there is
no bound on the number of replications needed and the procedure might not end if p = α, i.e.
DKL (Pσsc ||Psv) = q1−α (c(σsc), sv). A maximum number of iterations must be chosen and the
resampling risk is therefore not truly controlled. For this reason, we divide α into a lower value
α− and a higher value α+ so that the number of iterations is always finite. The cost of this
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finite number of iterations is made by accepting slightly less relevant sequences (α− < p ≤ α+)
rather than missing sequences that are relevant (p ≤ α−) and define

R̃Rp(p̂) =





Pp (p̂ > α∗) if p ≤ α−

0 if p ∈]α−, α+]
Pp (p̂ ≤ α∗) if p > α+

where α∗ ∈ ]α−, α+[ is a critical value for p̂ such that we will reject H0 iff p̂ < α∗. We construct
a procedure that ends after a finite number of steps and such that

sup
p∈[0,1]

R̃Rp(p̂) ≤ ϵ. (3)

We define the algorithm 2 that ensures (3), where

α∗ = 1− log (α+/α−)

log
(

α+/(1− α+)
α−/(1− α−)

) ,

is such that b(n, α−, nα∗) = b(n, α+, nα∗). α∗ is also the value of p that will require the highest
number of draws on average. The termination of the algorithm comes from the fact that the
function x 7→ (n + 1)b(n, x, np̂) is the beta density with parameters np̂ + 1 and n(1 − p̂) and
tends to a Dirac measure in p as n→∞. Therefore at least one of the two values b(n, α−, Sn)
and b(n, α+, Sn) must tend to zero.

Algorithm 2: MC-Von Decision Algorithm
Data: DKL,obs: observed KL divergence
Input: α−, α+, ϵ: test levels and bound for resampling risk
Result: p̂ : estimated p-value
S = 0 ; n = 0
while b(n, α−, S) > ϵ/(n + 1) and b(n, α+, S) > ϵ/(n + 1) do

D ∼MH(Csv , c(σsc))
if DKL (QD||Psv) ≥ DKL,obs then

S = S + 1
n = n + 1

return p̂ = S/n

For the function existRelevantExts(sc, sv), we use a simple lower-bound on the p-value. In-

deed, there are at most z =
(

c(sv)
min

(
c(sv)

2 , c(sc)
)
)

draws from MH(Csv , c(σsc)) for any σ ∈ A.

Therefore if z−1 > α+ there is no possible extensions of sc that can be found relevant.

4 Experiments
We use four different datasets (see Table 1) for the experiments. They offer a variety not only
in terms of origin of the data but also in terms of size of the itemsets and sequences. Two of
them (AIR and PORTS) correspond to spatial pathway data. AIR contains the itineraries of
US passengers for domestic flights extracted from the RITA TransStat database. PORTS con-
tains the sequences of ports where shipping vessels stop over between April and October 2009.
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Table 1: Summary of datasets used

Dataset |A| |S| min/max |s| Refs.

Shipping path. (PORTS) 909 4243 2/183 [23, 5]
US Airflight (AIR) 175 286,810 2/14 [19]
Wikipedia clicks (WIKI) 100 29,573 2/22 [20, 19]
MSNBC clicks (MSNBC) 17 388,434 2/1810 [20, 19]

This is an extract from the Lloyd’s Maritime Intelligence Unit database. WIKI and MSNBC
are clickstream datasets. WIKI is the result of Wikipedia navigation games. Following [19],
we only retain the sequences going through the top 100 visited pages. MSNBC gathers click
streams of visitors of the website of the channel. The pages are grouped into 17 categories (e.g.
“business”, “local”, “sports”,. . .). We also removed all consecutive repetitions from the input
sequences.

To construct the networks MC-Von we use a standard value for the confidence threshold
α− = 10−3 with α+ = α− + 2.10−3 to control a risk ϵ = 0.05. This means we make the correct
decision for p-values outside )α−, α+( with a probability at least 1−ϵ. We report results for the
DKL-Von [18] model as it is the the main other model of variable-order networks existing in
the literature. In order to compare the contexts retained by each approach in terms of accuracy,
we will also determine λ∗ such that DKL-Von(λ∗) contains a number of nodes equivalent to
MC-Von. Similarly, we determine the α−∗ such that MC-Von(α−∗ ) contains a number of
nodes equivalent to DKL-Von(1), the other parameters being equal. We also include the
results obtained with the Fon1 network and the Fon with the optimal order according to [19].
The honyx python package1, developed by the authors, was used to generate the higher-order
networks. The datasets and the scripts used for the experiments can be found at [15].

4.1 Networks size and models accuracy
We investigate here the difference between the constructed Hon and whether a better or similar
accuracy with a smaller model can be achieved using MC-Von. Table 2 reports the results
for each constructed network on the four datasets using the whole set S. Networks size is
represented by the number of nodes |V | in the networks. The order correspond to the maximum
order among the vertices. The last columns reports each model accuracy score Acc (Eq. 4) when
splitting S into a 90% training set and a 10% testing set ST . It corresponds to the average
probability to identify the correct next item in ST :

Acc(R,ST ) := 100
|ST |

∑

s∈ST

1
|s| − 1

|s|−1∑

i=1
PR(si+1|s1s2 . . . si) (4)

The increase in accuracy between Fon1 and the other models justifies the use of higher-order
models. For example we can correctly predict almost half of the ports visited by ships in the
PORTS dataset using DKL-Von or MC-Von. This score drops to 13% for the regular Fon1
network. This difference is less important for WIKI. Accordingly, the optimal order found using
Scholtes’ method [19] is 1 for this dataset.

1https://pypi.org/project/honyx/

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

8132



J. Queiros et al. Sampling based sequential dependencies discovery in Hon

Table 2: Comparison of the network models used.

Dataset Network |V | Order Acc ±2sd

PORTS

Fon1 909 1 13.71 ± 0.73
Fon2 9,437 2 31.73 ± 1.38
DKL-Von(1.95) 9,559 6 38.56 ± 1.63
DKL-Von(1) 18K 8 46.48 ± 1.89
MC-Von(0.001) 9,553 16 42.93 ± 2.22
MC-Von(0.05) 18K 27 48.17 ± 2.23

AIR

Fon1 175 1 19.48 ± 0.09
Fon2 1,716 2 27.44 ± 0.10
DKL-Von(2.85) 28K 6 36.50 ± 0.15
DKL-Von(1) 58K 6 39.37 ± 0.19
MC-Von(0.001) 28K 6 37.11 ± 0.15
MC-Von(0.29) 58K 6 39.19 ± 0.20

MSNBC

Fon1 17 1 13.82 ± 0.07
Fon3 4,061 3 22.18 ± 0.16
DKL-Von(1.585) 5,774 8 22.04 ± 0.15
DKL-Von(1) 28K 11 22.29 ± 0.17
MC-Von(0.001) 5,771 122 22.44 ± 0.17
MC-Von(0.027) 28K 145 22.43 ± 0.16

WIKI

Fon1 100 1 21.48 ± 0.65
DKL-Von(3.39) 306 4 21.87 ± 0.67
DKL-Von(1) 2,260 4 23.29 ± 0.64
MC-Von(0.001) 304 4 22.85 ± 0.65
MC-Von(0.35) 2,257 12 23.39 ± 0.70

We now compare the networks created using DKL-Von and MC-Von. For a given order,
the set of contexts found relevant is different even if the parameters are tuned to have sets of
similar size. This suggests that the difference between the two methods is not just a matter of
parameterization. The relevant contexts occur less frequently on average in DKL-Von than the
contexts found using MC-Von. This effect may be similar to the situation shown in Example
1: the low-frequency contexts may have a large DKL value that easily passes the test of Eq. 1.
Networks constructed using MC-Von have a larger maximum order which can be very large.
This is expected since the criterion used does not inherently penalize large contexts. The largest
discrepancies are obtained with MSNBC and PORTS. Note, however, that such contexts are
rare; the vast majority of memory nodes are of order 2 or 3.

When comparing variable-order networks of similar size, MC-Von seems to match DKL-Von
in terms of accuracy. For PORTS or WIKI, it clearly outperforms it. For MSNBC and AIR,
the results are closer. This supports the idea that the criterion used for MC-Von helps to
produce higher-order networks that are more consistent with the data. A final observation is
that the computational time required to construct networks using MC-Von is several orders
of magnitude higher than the time required using DKL-Von (e.g. half an hour versus a few
seconds for MSNBC). Although network analysis tasks rarely come with online computational
constraints, a future challenge would be to improve the computation of MC-Von.
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Table 3: Spearman correlations between higher-order PageRank rankings and Levenshtein edit
distance between the Top10s.

Dataset Networks Fon∗ DKL-Von(1) MC-Von

PORTS
Fon1 0.96 / 3 0.95 / 5 0.98 / 5
Fon∗ 0.99 / 4 0.96 / 5
DKL-Von(1) 0.96 / 4

AIR
Fon1 0.99 / 3 0.98 / 4 0.97 / 4
Fon∗ 0.99 / 2 0.98 / 2
DKL-Von(1) 0.99 / 0

MSNBC
Fon1 0.99 / 4 0.97 / 4 0.98 / 3
Fon∗ 0.98 / 2 0.99 / 2
DKL-Von(1) 0.98 / 4

WIKI Fon1 1. / 0 0.90 / 6 0.96 / 5
DKL-Von(1) 0.94 / 6

4.2 Higher-order PageRank
We now investigate how the choice of model impacts network mining algorithms results. In
particular, we look at the rankings achieved using a higher-order version of the PageRank
(PR) centrality measure. Since higher-order networks are still weighted graph, we can compute
nodes’ PRs and then define items’ PR as the sum of their representations’ PR values [23]. To
be more precise, we use a corrected version of the PR metric for higher-order networks [5].
This reformulation corrects a bias due to the multiplicity and the non-normal distribution of
the representation of each item. With this correction, we can compare PR items for Hon of
different sizes.

Table 3 reports the Spearman correlation coefficient as well as the edit distance between the
top 10 found for each network. We observe strong similarities in rankings between all of the
networks including Fon1. For all of Spearman correlations, the hypothesis of independence
between the samples can be rejected. Therefore, the choice of Hon model does not completely
reverse the hierarchy of items. Even if sequential dependencies exist in the dataset, PR-based
centrality analysis is still relevant without taking them into account. However, there are still
differences between the ranking found as suggested by the difference between the top 10 most
important items. These rank differences are more common when the PR values are more evenly
distributed (e.g. for the WIKI dataset). In order to better see these differences, Fig. 2 shows
the actual top 10s for the PORTS dataset.

5 Conclusion
We introduced a variable-order network model MC-Von that uses statistical significance for
the identification of relevant contexts in a variable-order Markov model. Experiments have
shown that we can construct sparser networks in which random walks will represent input se-
quences almost as well or even better than using known models. We therefore argue that our
approach is a good alternative to DKL-Von. On the other hand, the difference between the
networks is not as important when looking at the items PageRank rankings. This suggests
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Figure 2: Differences between the top 10 ports in terms of PageRank according to the network
model (PORTS dataset).

the effects of the choice of model on the information we extract from those network may be
more limited. However, the choice of model may be more important when using other network
mining algorithms [13].

A direction for future work is the improvement of the computation of our model p value. The
method here is designed to obtain a stable solution that is not affected a lot by Monte-Carlo
innate randomness. We believe that faster approximations and still stable procedures are
possible, for example using Sequential Monte-Carlo techniques.
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Abstract. This extended abstract introduces Structify-Net, a python library implementing a
network generator. This generator has been published in a recent article[2].
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1 The Structify-Net Model
The mesoscale organization of networks is one of the most studied topics in network science.
Some structures in particular have attracted a lot of attention, such as the block or commu-
nity structure, the spatial structure, or the core-periphery structure. Many works have been
published on how to detect these structures in observed networks, and how to generate random
graphs having such a structure. In this work, we propose a framework to generate random
graphs 1)having a desired number of nodes and edges, 2) following a desired structure –not
limited to blocks and spatial structures 3) whose structure strength is controlled with a single
parameter, from deterministic to fully random.

The principle is to define a rank-score function f(u, v) = d, d ∈ R. d is used to rank pairs of
nodes in their order of structure preference. A parametric function derived from Bézier curves is
used to set the probability of observing each pair of edges among n nodes such as the expected
number of edges equals m. m and n are chosen as objectives by the experimenter. The function
itself is controlled by a structure strength parameter ϵ ∈ [0, 1] such as when ϵ = 1, all node
pairs have the same probability to be connected (ER random graph); when ϵ = 0, the m edges
connect the m node pairs of highest d, and the probabilities to observe an edge given the rank
in d interpolates smoothly for values in-between.

The Python library contains a collection of well-known structures called the structure zoo,
as illustrated in Fig. 1. It contains for instance block structures, spatial structures, nested
structures, etc.
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Figure 1: The Structure Zoo. Matrix of node-pairs ranks for networks with 128 nodes. Matrices
can be read as adjacency matrices, with values representing edge probability instead of edge
presence. Darker colors correspond to lower ranks. When involving spatial or clique positions,
nodes are ordered according to this value.

2 Interest and Applications
Structify-Net can be used in a variety of contexts. Here are some illustrative examples:

• When studying propagation on networks, whether for biological viruses or information
on social media, it is well known that the structure of the network (degree distribution,
spatial structure, etc.) affects the diffusion. Using Structify-net, one could compare the
diffusion process, its speed and amount of nodes reached, according to chosen structures,
varying the degree of randomness.

• In community detection, evaluation on synthetic benchmarks such as SBM or LFR is an
essential step. Using Structify-Net, one could design a large variety of network generators
with community structure, having different properties. For instance, one could have a
generator mixing spatial and block structure, or for which each bloc is organized as a
spatial network, or hierarchically. All these variants can be done simply by providing an
appropriate function.

• Link prediction benchmarks. As for community detection, link prediction algorithm are
often compared on synthetic benchmark. Structify-Net could be used to compare how
different methods perform differently when confronted to different type of structures.
Furthermore, one could also easily include node attributes in the generation process: the
rank function can depend, for instance, on node positions (spatial structure) and on node
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attributes (homophily/heterophily), while also imposing some hierarchical structure. One
simply needs to provide a ranking function f(X), which, given the node properties X,
return a higher scores for nodes that are close and/or have similar structures. Positions
and attributes can be generated, or come from real data.

3 Python library
An important aspect of such a generator is to allow other researchers to use it for their own
needs, whether it be to generate networks according to a structure described in the structure
zoo, or to define their own. We thus release a pip installable python library [1], together with
its documentation1. For convenience, the library is compatible with Networkx ([3]). Obtaining
a rank model corresponding to one of those defined in the zoo, such as the nested structure, is
as simple as calling it:

1 import s t r u c t i f y _ n e t . zoo as zoo
2 n=128
3 rank_model = zoo . sor t_nestednes s (n)

Generating a network as a Networkx object from it is straightforward:
1 import s t r u c t i f y _ n e t . zoo as zoo
2 n=128
3 m=512
4 genera tor = zoo . sor t_nestedness (n) . get_generator ( e p s i l o n =0.5 ,m=m)
5 g_generated = generator . generate ( )

One can also define a custom structure by providing a rank-score function:
1 import s t r u c t i f y _ n e t as stn
2 n=128
3 m=512
4

5 de f R_nestedness (u , v ,_) :
6 re turn u+v
7 rank_nested = stn . Rank_model (n , R_nestedness )
8 g = rank_nested . generate_graph ( e p s i l o n =0.1 ,m=m)

The library allows easy plotting of the rank-score matrices and node-pair probability matrices,
and more generally reproduces all the content of the current article.
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A simple model to describe an in-silico financial market
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Abstract. In a previous piece of literature, a laboratory experiment assessed that traders in
an in-silico financial market were prone to excess trading. Here we propose a simple model
able to rationalize many of the regularities exhibited by the associated datasets. Surprisingly,
previous returns impact the price asymmetrically based on their sign. We suggest that this
bias might not be caused by an idiosyncratic trader’s behavior but instead can be understood
as an emerging property of the collective dynamics.

Keywords. Market Microstructure; Learning; Collective behavior;

1 Data, price impact simplification
∼ 200 humans took part in a laboratory experiment [1]: they were divided into 9 pools. They
were asked to take part in two trading sessions. Here we will deal only with the first of the two
session for each pool of partecipants.

Returns, i.e., log-price differences, have the following dynamics:

rt = m + sηt + It, (1)

where m is a constant positive growth rate, ηt is a white noise, s is the associated standard
deviation and It is the so-called price impact function which related order flows to price changes.
Importantly for what follows, the history of innovations m + sηt is the same across all sessions
and experiments. This allows us to investigate statistical regularities.

The price impact function It is given by:

It =
Nactive

t

N

Buyt − Sellt

Buyt + Sellt
, (2)

where N is the total number of traders in each sessions (∼ 20), Nactive
t is the number of traders

active at time t, Buy and Sell are the orders in currency unit. All traders have structural
knowledge, i.e. they know the equations above, as well as the values of m and s.

The price impact function can be substantially simplified. In fact, the impact function recorded
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Figure 1: (Left) comparison between new proposed impact model and the one originally for-
mulated. (Right) Correctness of Eq. (5).

in the dataset is quite well accounted for by the simpler parametrization given by

I th
t = − 1

N

N∑

i=1
ai

ts
i
t−1, (3)

where ai
t ∈ {0, 1} depending wether the trader i was active at time t and si

t−1 ∈ {−1, 1}
depending whether the trader was ‘in’ or ‘out’ of the market 1. The summation in the equation
above accounts for the term Buyt − Sellt, as we can see from Fig. 1. This insight allows for
quite a few more intuitions about the underlying dynamics, given its direct link with state
variables ai

t and si
t−1.

2 State dynamics
The micro-state dynamics is given by

si
t = (1 − 2ai

t)si
t−1 (4)

so that one obtains
st :=

∑
i si

t

N
= st−1 + 2It, (5)

which again can be verified as shown in the right panel of Fig. 1.

Interestingly, we have one more insight: the price impact function is highly correlated with the
previous return; that is, we found empirically the relation:

It ∝ −βrt−1, (6)
in particular, two different proportionality factors for positive and negative returns allow for a
good collapse of the three curves as can be appreciated in Fig. 2.

2.1 recap
Let me here recap what we have achieved so far:

1In this trading experiment traders at each step can only convert all their asset to cash, all their cash to
asset, or keep their inventory unchanged. Therefore the state variable si

t is two-valued.
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Figure 2: Two different proportionality factors β for positive and negative returns. On the left,
we calibrate the βs; on the right, we superpose the average of ‘predictions’ and the actual mean
state coming from experiments. ∼ Correctness of Eq. (6).

1. simplification of impact dynamics: Eq. (3). This leads to a simplification in the state
dynamics given by Eq. (5).

2. impact negatively correlated with previous return: Eq. (6). Two possible rates for positive
and negative returns?

If the final statement in item [2.] above is correct, then this means that positive previous return
triggers more (sell) orders than those (buy) triggered by negative previous returns.

Therefore: positive returns lead to negative information, which is then over-interpreted by the
market as a whole. Note that we cannot conclude this at the level of a single agent at this
stage. Setting up a micro-model is therefore necessary.

Anticipation: a very simple model without positivity/negativity bias is able to reproduce these
quantitative findings.

3 A model
The model is given by:

P (ai
t = 1|si

t−1) =
1 − si

t−1 tanh
(
I i

t |si
t−1

)

2 , (7)

where I i
t |si

t−1 means that agents have different sources of information if they hold stock or if
they do not. We assumed the following parametrization

I i
t |1 = LTT i − W i

t + ηi
t, (8)

where LTT i is an idiosincratic long-term expected gain, W i
t = W i

t = − ∑t−1
t′=t∗

i
rt′ is the up-

do-date gain of the current trade, while ηi
t is an idionsicratic white noise error. So, if agents

hold stock, they wait until their investment reaches their long-term target LTT i. On the other
hand, if the agent is out of the market, his signal is given by

I i
t | − 1 = αrt−1 + ηi

t. (9)
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Figure 3: Comparison between the outcome of the model (blue lines) and the one recorded in
the dataset (orange lines). We simulated different sessions, and we plot the average across time
of the results.

With the definition given by Eq. (7) we have

st = ⟨tanh(I i
t)⟩. (10)

So we obtain
st = st−1 + (tanh I i

t⟩ − ⟨tanh I i
t−1) (11)

and this equation reduces to Eq. (6) if i) tanh x ∼ x and ii) if It − It−1 ∝ −rt−1, but this
is (most of the time) true in our model given Eq. (8). In fact Wt is the accumulated gain at
time-step t before taking actions.

4 Results
Here, we anticipate what we found and the issues (i.e., things to do) with this section. Basically
by choosing

P (LTT i) = 0.5 + Uniform(−1, 1) (12)
and by tuning the parameters one is able to reproduce several key metrics (see Fig. 3).

5 Conclusion
We have elucidated several stylized facts on a dataset from a laboratory experiment where
∼ 200 participants traded in an in-silico financial market. We built up a stylized model able
to capture these stylized facts. Interestingly, this brief discussion shows that some ‘bias’ at the
aggregate level can be derived from a model where participants are not exposed directly to this
very same bias. In other words, biases can result from the dynamics itself; this is reminiscent
of the finding in Ref. [2], where the learning dynamics induced the risk-aversion, and it was
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not imposed a priori. We plan to conduct a robust calibration of the presented model on the
dataset.
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Abstract

The objective of the study is to analyze the effect of macroeconomic indicators on network-
based measures of economic integration. We apply our network methodology to intra-African
trade and find a sizable and significant positive relationship between our network-based inte-
gration measure and a country’s economic development, institutional quality, regional trade
agreements, human capital, FDI, and infrastructure quality while that of trade costs, global
financial crisis, and overlapping membership were negatively associated with on network-based
economic integration. These findings imply that identifying key economic and institutional
factors of trade partners is critical for economic integration in Africa.

Keywords: Africa Trade, Network Model, Economic Integration, Network-based Indicators, Dy-
namic Panel
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1 Introduction

Countries around the world, including Africa, have witnessed a significant increase in economic
integration in recent decades, leading to trade diversification and sustainable development [4]. Em-
pirical evidence and economic theory assert that a country’s economic integration through trade and
finance has a great contribution to promoting economic growth by removing frictions and barriers
to trade, improving the allocation of resources efficiently, and reducing trade costs [5]. Complex
networks are promising tools for understanding complex systems and analyzing how countries are
interconnected with each other. The structure of the relationships between the countries can be
highlighted by visualizing trade flows as a network of nodes (countries) and links (trade flows be-
tween each country pair) [3]. Many structural and topological features of trade networks can be
explained by network metrics, which are crucial indicators for differentiating the competitive ad-
vantage of a given country (‘[1]; [2]). However, existing measures of economic integration fail to
capture the complex interactions among trading partners. Therefore, there is a need for a com-
prehensive analytical framework to understand economic integration in Africa holistically. In this
context, the method of complex network analysis has gained popularity as an in-depth analysis of
trade integration. This study aims to investigate the factors driving economic integration in Africa
by utilizing network-based indicators.

2 Methodological Approach

The study adopts a combination of complex network analysis and dynamic panel regression. Com-
plex network analysis is utilized to analyze the roles and central positions of countries in intra-
African trade in Africa. In this paper, we propose different dimensions of network-based measures
of economic integration able to capture different network structures and thus different indicators
of economic integration mainly weighted in and out-degree, PageRank, betweenness, random-walk,
and closeness centrality from network centrality measures while k-core decomposition and clustering
coefficient from non-centrality measure category. Dynamic panel regression is employed to examine
the effect of macroeconomic indicators, such as economic development, institutional quality, Re-
gional trade agreements, trade cost, human capital, infrastructure quality, population, FDI inflow,
overlapping membership, and global financial crisis on network-based measures of economic inte-
gration. The analysis uses data from the United Nations Conference on Trade and Development,
spanning the period between 2000 and 2019 to focus on the recent development of African trade
We create a balanced panel of N= 54 countries for which we have the total import and export
flows from 2000 to 2019 (T= 20 years) in the USD and build the trade matrix for the African
countries.Data from 2000 to 2019 is used for the analysis. Network measures are computed using
the NetworkX package in Python, and econometric analysis is conducted using the R package.

3 The Main Findings

Based on UNCTAD data in 2021, although it has expanded from around 10.4% in 2000 to roughly
17.8% in 2017, the percentage of intra-African trade as a share of all African exports and imports
is still low when compared to the regions of North America (47%), Asia (59%), and Europe (69%),
demonstrating how Africa’s trade agreement development lags well behind that of the rest of the
world. Regarding the network perspectives, network analysis shows that countries have diverse
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Figure 1: African trade network in 2000 and 2019

roles and capture various central positions in continuously growing intra-African trade. Moreover,
African trade networks possess core-periphery structures, and the trade agglomeration effect of the
core countries has increased over time. The countries with the highest k-core, forming the core of
the networks, are more exposed and more likely to trigger system-wide economic shocks. Similarly,
the clustering coefficient indicates an increasing pattern with African countries building more re-
lationships with countries that also trade with each other. The Econometric model reveals there
is a heterogenous effect of macroeconomic variables on different dimensions of network centrality
indicators. Accordingly, economic development, institutional quality, regional trade agreements,
human capital, and infrastructure quality had a significant positive impact on network-based eco-
nomic integration. Conversely, trade costs, global financial crisis, and overlapping membership
show a negative impact on network-based economic integration. Using an external instrument for
robustness checking, our estimated model is robust for all network-based measures considered in
this study.

4 Theoretical importance

This study contributes to the existing literature on economic integration by utilizing network metrics
and econometric models in combination. It provides a comprehensive understanding of economic
integration in Africa from network perspectives where traditional measures failed to capture com-
plex interdependence, shedding light on the factors that drive network-based measures integration.
Network perspectives can shed light on the dynamics of economic integration over time. By analyz-
ing changes in the network structure over time, researchers can identify how economic integration
is evolving and what factors are driving those changes. Moreover, network perspectives can help
identify key players and hubs in the economic integration system. By analyzing the centrality
of different countries in the network, researchers can identify which actors are most important for

1Out of Africa’s 54 countries, these countries will account for more than 45% of the continent’s GDP and 44%
of its population in 2022. These six countries all have thriving economies, and we think that their network-based
integration would have a significant impact on the integration of all 54 African countries. Our justification for
this decision is that if the continent’s largest economies have consistently seen increasing integration trends in their
network centrality metrics, the smaller economies will eventually make up with them, and we can therefore claim
that the economic conditions are favorable for a future full continental level of economic integration.
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Figure 2: Network centrality measures of six selected African countries.1

maintaining and developing economic integration, and which ones are most vulnerable to disruption.

5 Conclusion

The findings of this study highlight the importance of identifying key economic and institutional
factors for achieving broader economic integration in Africa. The study demonstrates the useful-
ness of complex network analysis in understanding the roles and central positions of countries in
intra-African trade networks. Additionally, the study emphasizes the positive impact of economic
development, weighted version of regional trade agreements, institutional quality, infrastructure,
FDI inflows, and human capital on different dimensions of network-based economic integration,
while noting the negative impact of trade cost measured by tariff imposed and overlapping fre-
quency ratio proxy for overlapping membership in regional trade blocs. This research provides
valuable insights for policymakers and researchers interested in promoting economic integration in
Africa through identifying not only trade partners but also trade partner’s partners and strength-
ening the economies of African countries.
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Table 1: System GMM estimation for network-based integration measures

Variable Sin Sout PR B RWB C Cc k-core
RGDPc 0.132***

(0.029)
0.125***
(0.044)

0.015**
(0.006)

0.064**
(0.009)

0.0042**
(0.0017)

0.0063**
(0.0026)

0.0024**
(0.001)

0.739***
(0.055)

Human capital 0.109***
(0.039)

0.077*
(0.043)

0.091***
(0.030)

-0.084
(0.057)

0.0075**
(0.0027)

0.0063**
(0.0026)

-0.0020
(0.009)

0.859***
(0.137)

Population 0.020
(0.016)

-0.0194
(0.034)

-0.0035
(0.007)

0.065***
(0.020)

-0.0045
(0.007)

0.0081**
(0.0039)

0.0043**
(0.0015)

-1.146**
(0.099)

Trade cost -
0.188***
(0.032)

-
0.328***
(0.108)

-0.0076
(0.0277)

-0.093**
(0.033)

0.0025
(0.042)

0.0029***
(0.007)

0.0069***
(0.0024)

-
1.288***
(0.234)

Infrastructure 0.213***
(0.056)

0.222***
(0.099)

0.0076***
(0.020)

0.056**
(0.021)

-0.0027
(0.0044)

-0.0019
(0.0044)

0.0084***
(0.0021)

1.279***
(0.451)

Institutions 0.399***
(0.088)

0.247***
(0.066)

-0.0059
(0.0057)

0.079**
(0.035)

0.0078**
(0.0036)

0.0096**
(0.0041)

0.0074**
(0.0032)

1.346***
(0.488)

Regional trade
agreement

0.233***
(0.045)

0.219***
(0.087)

0.0075***
(0.002)

0.045
(0.034)

0.0043***
(0.0018)

0.0053**
(0.0022)

-0.0039
(0.0025)

1.668***
(0.536)

FDI inflows 0.644***
(0.234)

0.475***
(0.193)

0.409**
(0.188)

0.316
(0.248)

0.355
(0.277)

0.523***
(0.217)

0.415*
(0.265)

2.542***
(0.438)

Overlap
frequency

ratio

-
0.219***
(0.079)

0.145
(0.099)

-
0.036***
(0.009)

-0.215**
(0.112)

-0.177**
(0.101)

-0.205**
(0.091)

0.010*
(0.005)

-1.558**
(0.455)

Financial
crisis

-0.0022
(0.021)

-0.030
(0.027)

-0.009
(0.005)

-0.044
(0.032)

-
0.006***
(0.002)

0.005***
(0.002)

-
0.005***
(0.002)

-
2.780***
(0.734)

Lag of Dep. Yes Yes Yes Yes Yes Yes Yes Yes
Hansen 0.267 0.356 0.376 0.456 0.542 0.266 0.389 0.458

AR(1) p-value 0 0 0 0 0 0 0 0
AR(2) p-value 0.822 0.874 0.184 0.849 0.118 0.108 0.099 0.904

Obs 720 720 720 720 720 720 720 720

Note: Clustered Robust standard errors are included in parentheses. *, ** and *** indicate statistical
significance at the 10%, 5% and 1% levels, respectively. Also note that Sin stands for weighted in-degree,
Sout represents weighted out-degree, PR stands for PageRank, B stands for betweenness centrality,
RWB represents random walk betweenness, C stands for closeness centrality and cc stands for clustering
coefficient.

[3] Luca De Benedictis and Lucia Tajoli. “The World Trade Network”. In: The World Economy
34.8 (2011), pp. 1417–1454.

[4] Jin Zhang, Zhiwei Cui, and Lei Zu. “The evolution of free trade networks”. In: Journal of
Economic Dynamics and Control 38 (2014), pp. 72–86.

[5] Mita Bhattacharya, John Nkwoma Inekwe, and Maria Rebecca Valenzuela. “Financial inte-
gration in Africa: New evidence using network approach”. In: Economic Modelling 72 (2018),
pp. 379–390. issn: 0264-9993.

150



Geometric and Topological Approach to Market
Critical Points

Lucas Carvalho1✓, Tanya Araujo12

1 ISEG - Instituto Superior de Economia e Gestão - Universidade de Lisboa;
lucas_carvalho@aln.iseg.ulisboa.pt
2 Research Unit on Complexity in Economics (REM/UECE); tanya@iseg.ulisboa.pt
✓ Presenting author

Within the classical frameworks of economic and financial theories, particularly
those underpinned by axiomatic methods such as the Efficient Market Hypothesis
(EMH) [1, 2], a paradigm exists wherein market prices are assumed to integrate all
available information, reflecting a presumed rationality among investors. This tradi-
tional perspective is progressively challenged by empirical evidence, which suggests
the emergence of systematic patterns in market prices. This is viewed in Econo-
physics as emergent characteristics of a complex system[4]. To address those emerg-
ing patterns in financial markets, researchers have adopted alternative approaches
in recent decades [5, 6, 7, 8].

This study follows this path by employing both the Stochastic Geometry Technique
(SGT) and the Minimal Spanning Tree (MST) to investigate the interconnectedness
of financial markets. SGT, as detailed by Araújo and Louçã [11] and in [9, 10, 11],
reduces the complex market data to a simpler geometric form. This method helps
in identifying patterns in the market by mapping relationships between assets onto
a space with fewer dimensions. Complementary, the MST method, following the
seminal paper by Mantegna [3], streamlines the web of market connections into a
tree structure. This approach highlights the most significant connections between
assets, making it easier to see how different market components are linked.
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In a departure from conventional analyses that predominantly scrutinize single asset
classes, like equities[13, 14, 15, 16, 18], FX [17] or even countries liabilities[12] this
research extends the SGT and MST methodologies to the use of Exchange-Traded
Funds (ETFs). By Focusing on ETFs, serving as proxies for major asset classes,
our approach allowed for an asset class-specific investigation of market behavior,
affording insights into the individual and collective responses to market stresses.

To differentiate business-as-usual to turbulent periods, it was elected a rule-based
algorithm designed by Zegadlo [19] due to it’s systematic and simplicity identification
of critical market periods.

The dataset, which spans from January 02, 2006, to December 30, 2022, covers 85
securities representing 11 distinct asset classes. The study identifies key moments
of heightened market activity across various classes. The Global Financial Crisis
(GFC) serves as a good example, where a discernible sequence of peaks emerged:
starting with Real Estate, followed by the other classes.

Figure 1: Asset Classes Peaks and Valleys Near the GFC

These peaks not only corroborate the initial impact within the Real Estate sector
but can also illustrate the sequential distress propagated through different asset
classes. The granularity of the data provides a picture of the systemic risks and
interdependencies that characterize financial markets.

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

2
152



L. Carvalho et al. Geometric and Topological Approach

Figures 2, 3, 4 and 5 provide a comparative spatial and network analysis of asset
classes during two different periods - Real Estate (RE) peak at 2007-02-07 and Pub-
lic Debt (GOV) peak at 2008-03-18 - preceding the Global Financial Crisis. Utilizing
a 66-day correlation window, these figures capture the temporal evolution of market
structures through both a three-dimensional subspace, derived by Stochastic Geom-
etry Technique (SGT), and connectivity patterns, revealed by Minimum Spanning
Tree (MST).

During the first period, RE is observed to be closely aligned with multiple asset
classes in the 3D subspace, suggesting its potential role in shaping market sentiment,
possibly as a gauge of broader economic health. However, in the MST, RE peripheral
position implies its secondary role as a direct transmission vector among assets.

In the second period, towards the Government Debt (GOV) class peak, the proximity
and clustering of RE relative to other assets in the 3D subspace diminish, coinciding
with the escalation of the GFC. This transition may reflect a reallocation of market
focus and a reassessment of risk. In this period the MST shows an increase in
direct links to RE, which may illustrate RE change of role from influencing market
sentiment to becoming an intermediary in the dissemination of risk.

This apparently dichotomy presented by the 3D subspace and MST approaches
shows signs of the complexity of financial markets, where an asset class can simul-
taneously be a driver of sentiment and not a direct transmission channel in the
network. It could make sense to argue that RE might be a driver of sentiment due
to its broad impact on the economy and investor psychology, even if it isn’t the
most direct pathway for risk or information flow in the financial network during the
period analyzed.

From this analysis, we can infer that the influence of asset classes on the market is
dynamic, changing as external conditions evolve. The disposition of an asset class
in the 3D subspace and its connectedness in the MST during different periods can
reveal how certain asset classes serve as indicative for the market’s health.
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Figure 2: 3D RE Peak (66 days
corr) - 2007-02-07

Figure 3: MST RE Peak (66 days
corr) - 2007-02-07

Figure 4: 3D GOV Peak (66 days
corr) - 2008-03-18

Figure 5: MST GOV Peak (66
days corr) - 2008-03-18
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Abstract. Land deals around the world continue to reinforce the dispossession of traditional
communities, foment the illegal transfer of public lands to private actors and generate violence.
While accountability measures are widely promoted, they lack enforcement as investors respon-
sible for land deals remain elusive. Overall, control over land remains opaque: the common
trend for most of land investment is that the ultimate beneficiaries and major investors in these
corporate and financial firms, especially investment funds, are often unknown. In this work, we
aim at exploiting two linked data sources in order to shed light on this phenomenon: open data
about worldwide Large Scale Land Acquisitions (LSLAs) provided by the Land Matrix Initia-
tive, and detailed firm-level financial data provided by the Orbis database. Investors involved
in LSLA deals are linked to the entries in Orbis, in order to retrieve information about their
ownership chain (e.g., global ultimate owner, controlling shareholders, investor type). The re-
sulting data ecosystem is then used to model complex networks at different scale, that represent
relations among countries (e.g., location of the investor vs target country) and among investors
(e.g., ownership/shareholding relations). We then apply state of the art complex network anal-
ysis techniques on these data structures in order to get new insights on the phenomenon of
LSLAs and its global dynamics.

Keywords. Large-scale land acquisitions; Investment networks; Land trade market

1 Introduction
Limiting the impacts of global warming is one of the major issues that governments and inter-
governmental organization are facing nowadays. Climate change is induced by a combination
of drivers, including land use and land use change: the Intergovernmental Panel on Climate
Change (IPCC) recently reported that Agriculture, Forestry and other land use (AFOLU)
accounted for 22% of global greenhouse gases emissions [3]. As stated in 2020 by the Land
Inequality report, control over land remains opaque: shareholdings in agricultural assets, par-
ticularly land, are not made public. Land and natural resources have become attractive assets
to public and private investors, including actors who were formerly strangers to the rural sec-
tor. For instance, there is an increasing interest of financial capital (pension funds, private
equity, and hedge funds) in non-conventional investment options; these are known as “alter-
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native assets”, and include commodities, land, and agricultural infrastructure. The common
trend for most of land investment are that the ultimate beneficiaries and major investors in
these corporate and financial firms, especially investment funds, are often unknown.

In the aim to promote transparency towards land transactions happening worldwide, the Land
Matrix Initiative (LMI), a consortium of research and development partners, has been collecting
data about LSLAs since 2012. The LMI database, which is provided in open access1, includes
data on large-scale land acquisitions (exceeding 200 hectares) for different investment sectors
(e.g. agriculture, forestry, mining), and from diverse sources and methodologies (e.g. company
reports, contracts, analytical and research reports, and press articles).

In order to study the global dynamics behind the land trade market, such data can be con-
veniently organized into complex networks. Previous research works by our team [2, 1] have
proved the benefits of adopting this interdisciplinary approach, by focusing on the study of
country-to-country land trade networks. These networks model the relations between target
countries and the ones where the investing companies are located, by also taking into account
the entity of the deals (e.g., size in hectares). This allowed to characterize the phenomenon of
LSLAs, identify behavioral profiles of the different countries, and identify and rank anomalies
in the land trade market (e.g., countries with a double investor/target role).

Nevertheless, despite all the efforts dedicated to data collection endeavors, the LMI database
continues to exhibit gaps in detailed information pertaining to numerous transactions, that
may raise concerns about the efficacy of current transparency measures. In this work, with
the aim to complete the information about investors included in the Land Matrix database,
we resort to detailed firm-level database provided by the Orbis database2, provided by Bureau
van Dijk—a subsidiary of Moody’s Analytics. The linking between the Land Matrix and Orbis
datasets allows us to add a further level of detail to the knowledge about the ownership chains
behind transnational deals, resulting in a more complex modeling of the land trade network
that, in turn, opens to advanced analyses and research questions on the subject.

More specifically, we are interested in discovering which sectors are involved in large land
transactions and which actors can be made accountable for the recorded environmental and
human-rights infringements. The resulting data ecosystem interconnecting a large network of
entities and processes allows understanding and acknowledging patterns of land concentration
and the sectors and actors directly or indirectly responsible for pushing our planet beyond its
natural limits, especially through climate change, biodiversity loss, freshwater use and land
system change.

2 Data and results
At the time of writing (March 2024), the Land Matrix provides open access data about nearly
7, 000 LSLAs, around 4, 000 of which are transnational (i.e., investor is located in a country
other than the target one). These deals involve more than 10, 000 different investors (a single
land acquisition deal can be associated to more than one investor). Beyond the fact that
in Land Matrix location can be missing for some investors, the main issue is that ultimate
ownership of the investing company may not correspond to the reported one. The hypothesis
is that, in many cases, global ultimate owners and/or controlling shareholders of a given Land
Matrix investor can be retrieved from the Orbis data, as well as their location, thus allowing

1https://landmatrix.org/
2https://www.moodys.com/web/en/us/capabilities/company-reference-data/orbis.html
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Countries with the most intense
ownership relations among investors

Zoom on Ukraine (green) and Cyprus (red) relations

Figure 1: Countries having the most intense ownership relationship among investors, with a
focus on the relation between Cyprus and Ukraine.

for a more detailed and accurate modeling of country-to-country relations, and even to the
identificaton of more fine-grained relations. Moreover, Orbis provides detailed information
about other actors related to a company, such as minor shareholders and subsidiaries. Data
contained in the Orbis database includes detailed information about companies, including,
among others detailed information about ownership (i.e., details about the corporate group,
who-owns-whom information, global ultimate owner, hierarchical ownership graph) and detailed
information about stakeholders, with percentages of investment. Through an iterative process,
we succeeded in matching investing and operating companies, and their shareholdings, with
grounded observations on land investments. Natural Language Processing techniques were
used to match Land Matrix and Orbis investing company names based on their names and
locations. Then the automatically retrieved matches were carefully verified by a team of domain
experts, in order to avoid false positives. As a result, we successfully matched 83% of the Land
Matrix deals, corresponding to a network of 8, 514 unique investors. Figure 1 shows couples of
countries having the most intense ownership relationship among investors (e.g., ownership or
shareholding relations), with a focus on the relation between Ukraine and Cyprus, two countries
that show a notable bidirectional intense ownership relation (i.e., up to 63 entities located in
Cyprus controlling Ukrainian companies, and up to 46 entities located in Ukraine controlling
companies in Cyprus). Finally, Figure 2 reports some preliminary insights on the obtained
ownership networks, focusing on in operation (i.e., currently active) land acquisition deals.
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Investor Involved in LM 
“In Operation Deals”

Zoom on most central investors

Investor Involved in LM “In Operation Deals” – Aggregated by Country

Zoom on most central countries

Figure 2: The obtained ownership networks, focusing on in operation (i.e., currently active)
land acquisition deals, with a zoom on most central nodes.
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Abstract. Chronic pain treatment varies with each person’s experience. Leveraging node
embedding algorithms and k-means clustering, we explore the potential of graph-based clus-
tering methods to group patients based on pain characteristics, pain, and beliefs. We aim to
suggest potential patient subgroups, offering valuable insights into tailored treatment strate-
gies. Our findings highlight the promise of graph-based approaches in informing tailored pain
management practices.

Keywords. Patient Clustering; Patient Similarity; Chronic Pain; Node Embeddings

1 Introduction
Chronic pain, characterized by its persistence for longer than three months, can have a number
of causes ranging from severe injuries to genetic or psychological factors, along with several
treatments ranging from physical therapy or diet change to pharmacological treatments. A
2019 study conducted by the National Center for Health Statistics revealed that 20.4% of
adults experienced chronic pain, with 7.4% enduring high-impact chronic pain which severely
limits daily life and work activities in the past 3 months [13].

While chronic pain is a deeply personal issue that impacts everyone differently, it is helpful to
take a step back and notice larger trends relating to chronic pain patients. Namely, it would be
beneficial to be able to group, or cluster, chronic pain patients into various groupings based on
their treatment needs. For example, a group of chronic pain patients will benefit significantly
from group therapy sessions while another group of chronic pain patients benefit more from
physical therapy. While several methodologies have been proposed for patient grouping in
recent years, using graphs to produce or evaluate such groupings remains largely unexplored.
Recently, the use of knowledge graphs have been integrated into the study of patient similarity
in various biological domains [8, 14]. Moreover, there is growing interest in exploring patient
similarity [5]. Graphs can provide a transparent and easily interpretable framework, yielding
insightful observations regarding proposed patient classifications.
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In this study, we propose leveraging graph theory to address patient clustering. By construct-
ing a graph of patients and utilizing a clustering algorithm, we aim to find commonalities
among chronic pain patients that when further refined may aid in creating effective treatment
strategies.

2 Background
Clustering in a graph context is the idea of partitioning the nodes in a graph into groups based
on their properties and connections. For example, we might have a graph where the nodes are
patients and two patients are connected if they experience the same symptoms. A clustering
algorithm might cluster these patients based on the severity of their symptoms, but an equally
valid grouping would be by their response to treatment.

There are various methods to approach clustering nodes in a graph, here we discuss k-means
clustering.

2.1 k-means clustering
The k-means clustering algorithm, also referred to as the Lloyd–Forgy algorithm, aims to divide
the data set into k clusters, where k is a parameter for the algorithm.

Take n points in a m-dimensional space. The algorithm will start with k initial (and perhaps
not optimal) clusters of these points. The center of a cluster is defined by the mean of all its
member’s points. On each iteration:

• Every point will be relocated into its nearest center’s cluster
• The cluster will then update its center by recalculating the mean of all its members points

This process of relocation and recalculation of the mean will repeat until either (a) little or no
relocation occurs or (b) a predefined number of iterations has occurred [9, 10, 4].

For example, in Figure 1, there are points a through h in a two-dimensional space. Let k = 2
and let x and y be the randomly placed centers (shown with a black dot). For every point z, if z
is closer to x, then z will join x’s cluster, otherwise z must be closer to y and will therefore join
y’s cluster. Points in x’s cluster will have blue text and points in y’s cluster will have red text.
Now, the center will be recalculated based on all the points in the cluster, shown in Figure 1b.
Now, each point will recalculate its distance to the new centers and join the associated cluster,
shown in Figure 1c. Notice how e which was originally in y’s cluster, is now closer to x and
therefore joins x’s cluster.
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(a) Let x and y be the initial
centers. All other points are
part of x’s cluster or y’s clus-
ter.
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(b) Each cluster re-calculates
their own center.
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(c) Each point calculates its
distance to the new centers
and joins the cluster associated
with that center.

Figure 1: An example of k-means clustering with k = 2 on 2-dimensional data points.
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Note that depending on where the initial centers are placed, the clusters can vary slightly, but
overall should converge to roughly the same clusters.

One way to measure the validity of the clustering is through the average silhouette score of
every point, which is a measure of a how well clustered a node is and is calculated for a single
node as follows

s = b − a

max(a, b) (1)

where a is the mean intra-cluster distance (or the mean distance between this node and all
the other nodes in the same cluster) and b is the mean nearest cluster distance (or the average
distance between this node and the nearest cluster that the node is not a part of). The silhouette
score has a range of -1 to 1, where a higher value is associated with the node being closer to
values in their cluster as opposed to neighboring clusters. Simply put, a silhouette score of −1
for a node implies that the node is likely in the wrong cluster and a score of 1 means that the
node is in the best cluster it could possibly be in.

Note that the input of the k-means algorithm is a specific value for k and a set of vectors
(importantly not a graph). Users of the k-means algorithm often try a range of values for k
and pick the best k value based on the silhouette score and/or the clusters that make the most
sense based on the domain of objects that are being clustered. Since k-means doesn’t run on
graphs, and instead takes in vectors, each node in the graph will be represented as a vector
through the use of node embedding algorithms.

2.2 Node Embeddings
Algorithms that transform graphs into vectors are called node embedding algorithms.

Node embedding algorithms aim to represent nodes and their relationships (edges) in the form
of a vector. There are various algorithms that attempt to do so. We will discuss Node2Vec and
Fast Random Projection (FastRP).
Node2Vec Presented in 2016, Node2Vec is a common and flexible node embedding algorithm
that utilizes random walks to generate a vector for every node [6].
Fast Random Projection Later in 2019, Chen et al. presented Fast Random Projection
(FastRP) [3]. FastRP is 4,000 times faster than Node2Vec by explicitly constructing a node
similarity matrix and by utilizing sparse random projection. Random projection is a dimension
reduction method that preserves pairwise distances between data points.

Both Node2Vec and FastRP allow the user to determine the number of dimensions to represent
each node.

3 Related Works
While to our knowledge this paper is the first to explore utilizing graphs to cluster chronic pain
patients, it is not the first to explore clustering chronic pain patients in general. Tagliaferri
et al. used data from the UKBioBank and found five groups of chronic back pain patients
using machine learning mainly characterized by a varying combination of social isolation and
depressive symptoms [12]. Another study by Larsson et al. identified four groups of chronic
pain among Swedish older adults distinguished by varing degrees of pain and psychological
symptoms [7]. Larsson et al. utilized two-step cluster analysis (TSCA), which consisted of
pre-clustering and then hierarchical methods on the basis of best fit.
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Lastly a 2018 study by Bäckryd et al. using psychometric data from the Swedish quality
registry for pain rehabilitation (SQRP), identified that chronic pain patients belong to one
of four groups [2]: (a) low “psychological strain”, (b) high “psychological strain”, (c) high
“social distress” and high “psychological strain”, low “social distress”, and high pain intensity.
Individuals in group (a) low “psychological strain” was comparatively in the best situation
with respect to pain characteristics such as intensity and spreading. They had the lowest
frequency of fibromyalgia (chronic widespread pain), and were slightly older in age. This
contrasts individuals in group (b) high “psychological strain” where patients were comparatively
in the most negative situation with respect to pain characteristics. Group (c) high “social
distress” had the longest pain duration and statistically consisted more females. The frequency
of three neuropathic pain conditions was also generally lower in this group. Bäckryd et al. used
statistical methods, specifically principal component analysis (PCA) and hierarchical clustering
to reveal the four groups described above.

We will compare the results of our graphical clustering method to the established statistical
method of clustering by Bäckryd et al.

4 Methods
4.1 Data
The data utilized in this paper is based on The Longitudinal Clinical Cohort for Comprehen-
sive Deep Phenotyping of Chronic Low-Back Pain (cLBP) Adults Study (comeBACK). This
longitudinal multicenter observational study was designed to perform comprehensive deep phe-
notyping in patients with cLBP and is being conducted at 4 clinical sites in the United States
(U.S.) with a coordinating center at UCSF. The comeBACK clinical sites are located at four
of the University of California campuses, including UC San Francisco (UCSF), UC Davis, UC
Irvine, and UC San Diego. Recruitment for the study commenced in March 2021 and was
completed in June 2023 with a total of 450 participants enrolled and to be followed for up to 2
years. Participants attend in-clinic baseline and annual visits (on month 12 and 24). Remote
(via online surveys with a link sent by email and/or phone) visits occur at Months 1, 2, 3, 4,
5, 6, 18, and at months 7-8, if necessary.

Table 1: Data Variables

Data Meaning

Age Age
Sex Sex
Gender Gender
Ethnicity Ethnicity
Race Race (may identify as more than one)
Household Size Household Size
Household Income Household Income
Education Level Education Level

PEG-3 Pain, Enjoyment of Life and General
Activity scale

PROMIS PROMIS Pain Interference
Duration Length of low back pain (LBP)
Frequency LBP frequency
Unemployment LBP-related unemployment
Intensity LBP intensity

Data Meaning

QoL PROMIS Physical Functioning Score
Depression PROMIS Depression Score

PAS Pain Anxiety Symptom Scale Short
Form 20

Not Distracting MAIA-SF – Not-Distracting Sub-Score

Emotion Aware MAIA-SF – Emotional Awareness
Sub-Score

Self Regulation MAIA-SF – Self Regulation Sub-Score

Interoception MAIA-SF – Interoceptive Attention Sub-
Score

Fear Avoidance Fear Avoidance Beliefs with Physical
Activity Score

CP Acceptance Chronic Pain Acceptance Score
Pain Catas. Pain Catastrophizing Scale SF Score
Self Efficacy Pain Self-Efficacy Score
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This paper utilizes a subset of the data collected in comeBACK. Table 1 presents the columns
and potential values for each variable within the dataset used for this study.

In general, the data we use encompass the following categories (For detailed insights on the the
meanings of acronyms, refer to Appendix A.):

• Demographic - such as age, gender, sex, race, household size, household income, and
education level

• Anthropometrics (measurements and proportions of the human body) - such as Body
Mass Index (BMI)

• Pain Interference - such as the PEG-3 score and PROMIS score
• Pain Characteristicts - such as duration, frequency, and impact on employment, and

intensity
• Quality of Life - based on the PROMIS Physical Functioning (SF 6b) Score
• Mood - such as depression and the Pain Anxiety Symptom (PAS) score
• Thoughts and Beliefs - such as non-distracting (the tendency not to ignore or distract

oneself from sensations of pain or discomfort), emotional awareness (one’s awareness of the
connection between body sensations and emotional states), self-regulation (one’s ability to
regulate distress by attention to body sensations), Interoceptive Attention, fear avoidance,
chronic pain acceptance, Pain Catastrophizing, and Pain Self-Efficacy from the MAIA-
SF (Multi-dimensional Assessment of Interoceptive Awareness version 2)questionnaire,
FABQ-P (Fear Avoidance Beliefs with Physical Activity) Score, CPAQ-8 (Chronic Pain
Acceptance) Score, PCS-6 (Pain Catastrophizing Scale SF) Score, PSEQ-4 (Pain Self-
Efficacy) Score.

Since the study is still an ongoing processes, comeBACK is not yet published. Thus, we used
CTGAN (Conditional Tabular Generative Adversarial Network) to generate synthetic data
that mimics the characteristics of the original dataset. Specifically, data for 1000 patients was
synthesized.

4.2 Graph Construction
We constructed our graph as follows: nodes represent patients and two patients are connected
by an edge if they share a similar answer/score to a pain-related metric. Allowing “similar”
numerical scores in a category to share an edge accounts for varying interpretations of poten-
tially the same levels of pain. For example, a pain intensity score of 4 is likely similar to a pain
intensity of 5 (on a scale of 1-10). Since each metric’s range of values varies, “similar” means
different things for each metric. Table 2 specifies what ‘similar’ means for each metric in the
column ‘Similar If’.

For example, if patient a had a pain duration value of 1 and patient b had a pain duration
value of 2, they would not share an edge since their similarity is within ±1 and not ±0. In
other words a ±0 value means an edge will only be added between two patients if they have
the exact same value. However, if patient a had an intensity value of 3 and patient b had an
intensity value of 4, then they would be connected by an intensity edge since they are within 1
numerical value from each other.
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Table 2: Edge Types

Edge Type Possible
Values

Similar
If. . .

PEG-3 0-10 ±1
PROMIS 4-20 ±4
Duration 1-5 ±0
Frequency 1-3 ±0
Unemployment 0-2 ±0
Intensity 0-10 ±1
QoL 6-30 ±4
Depression 4-20 ±4
PAS 0-100 ±10

Edge Type Possible
Values

Similar
If. . .

Not Distracting 0-5 ±0
Emotion Aware 0-5 ±0
Self Regulation 0-5 ±0
Interoception 0-5 ±0
Fear Avoidance 0-24 ±4
CP Acceptance 0-48 ±6
Pain Catas. 0-12 ±2
Self Efficacy 0-24 ±4

Notably, edge types are only constructed based on pain-related metrics and not demographic
data. We decided that while demographic data is important and has the potential to influence
pain, it should not impact the creation of clusters and even has the potential to skew the graph.
For example, if all individuals who identified as female were connected to each other, it would
skew the connectedness of the graph, and our clusters might only reflect gender.

We implemented our undirected, unweighted graph in Neo4j, a graphical database that provides
an implementation of Node2Vec and FastRP [1]. Our graph had 1000 nodes and 495,650 edges.
Given the edge construction, it should then not be surprising that each patient has some
relation with another patient, causing the graph to be one large connected component. The
degree distribution of the graph is shown in Figure 2 and Figure 3 shows the number of edges
for each edge type.
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Figure 2: Degree Distribution
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Figure 3: Number of Edges for Each Edge Type

Once the graph was constructed, we ran k-means clustering on vectors produced by Node2Vec
and FastRP.

5 Results
5.1 k-means Clusters
We chose to use skikit-learn’s implementation of k-means with values k = 2, 3, . . . , 9, 10 [11].
Then for each of the possible k values, we ran the k-means algorithm 20 times: 10 times with
each of the two node-embedding algorithms, Node2Vec and FastRP, (both of which are config-
ured to produce 2-dimensional embeddings) yielding similar silhouette scores. Recall that the
silhouette score is a measure of how cohesive the clusters are. The highest average silhouette
score from k-means ranged from 0.62 − 0.67 for Node2Vec and 0.53 − 0.54 for FastRP. This
average silhouette score means the nodes were generally well-positioned within their clusters
regardless of the node embedding algorithm chosen. The optimal k value (number of clusters)
associated with the highest average silhouette scores was either 3 or 4 for Node2Vec and con-
sistently 4 for FastRP. Table 3 shows the results of running k-means on both node embeddings
once for each value of k. Since Node2Vec, FastRP, and k-means all utilize pseudo-randomness
(for example k-means randomly selects where the initial centers are), the results discussed be-
low were produced with a seed of 0, which is a number used to initialize the pseudorandom
number generator. This results in multiple runs of the algorithm on the same input to produce
consistent results.

Table 3: Average Silhouette Scores by Node Embedding algorithm using a seed of 0

k Node2Vec FastRP

2 0.62722 0.55798
3 0.54622 0.51924
4 0.63784 0.53650

k Node2Vec FastRP

5 0.63462 0.52088
6 0.62519 0.53089
7 0.52102 0.52044

k Node2Vec FastRP

8 0.48065 0.51326
9 0.48246 0.52125
10 0.48412 0.53727
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We’ve visualized the node embeddings produced by FastRP and Node2Vec in Figure 4. The
colors of each point (representing a patient) represent the cluster that they are in as a result
of running k-means with k = 4. Of the four clusters that emerged as a result of the FastRP
embeddings, there were two larger clusters (C1 of size 371 and C3 of size 331) along with two
smaller groups (C2 of size 137 and C4 of size 161). Similarly, Node2Vec had two larger groups
(C1 of size 430 and C2 395) and two smaller groups (C3 of size 93 and C4 of size 84).
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Figure 4: Node Embeddings produced by (a) Fast RP and (b) Node2Vec

Aside from the silhouette score, we can utilize statistical measures such as a one-way ANOVA
test, Mann Whitney U Test, and Pearson’s chi-squared test to evaluate and compare the clusters
produced with FastRP embeddings and Node2Vec embeddings. For all statistical tests used, a
p-value of < 0.05(5%) was considered significant. The lower the p-value, the more likely that
the difference measured was not pure chance and is actually a meaningful difference.

Clusters created from Node2Vec proved to be more homogenous and showed fewer statistical
differences from each other. However, clusters created as a result of FastRP embeddings proved
to be more statistically different from each other. Thus, cluster analysis was done on clusters
created by the FastRP node embedding algorithm. The results of which are shown in Table 4.
Some variables from the data were not statistically different between any two groups and
therefore are omitted from the table. It is not surprising that there are statistical differences
between the pain characteristics of each cluster because these variables are reflected in the edges
of the graph. However, demographic variables such as sex and race suggest some potential
relationships between demographics and specific clusters. For example, between cluster 1 (C1)
and cluster 3 (C3), there were statistical differences between the sex of the individuals. Pairing
this with Figure 5, we can see that C1 consists of more females than C3. We’ve chosen to
represent these variables per cluster by percent since clusters aren’t of the same size, but the
size of the cluster as well as the percent of individuals with a particular value per variable
could affect the statistical significance. (See Appendix B for more figures showing significant
variables across the four clusters.)
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Table 4: p-values for variables between k-means clusters (* means that the p-value was < 0.001
whereas an X indicates a p-value > 0.05) computed by Mann Whitney U Test, except for Sex,
Black or African American, White, Duration, Frequency, and Unemployment (Chi-Square)

Variable C1 vs C2 C1 vs C3 C1 vs C4 C2 vs C3 C2 vs C4 C3 vs C4

Sex X 0.0126 X X X X
Black or African American X X 0.0373 X X 0.0356
White 0.0116 X X 0.0292 X X
PROMIS * * * * * *
Duration * 0.0012 * 0.0030 * *
Frequency * X * 0.0024 * *
Unemployment * * 0.0159 0.0111 X X
Intensity * * 0.0049 X * *
QoL X X 0.0015 X 0.0391 *
Depression * * 0.0279 * * *
PAS * 0.0018 X 0.0013 * *
Not Distracting X 0.0408 X X X 0.0086
Fear Avoidance 0.0350 0.0117 X X X 0.0349
CP Acceptance * X X 0.0041 0.0060 X
Pain Catas. X X X X 0.0151 0.0199
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Figure 5: Sex of k-means clusters by percent

5.2 Comparison with HCA clusters
Since there is no “true” clustering of chronic pain patients, we will evaluate our method and the
resulting clusters by utilizing the method’s described in the work of Bäckryd ed al. (which we
will refer to as “hierarchical clustering” or HCA). Utilizing these methods on our data resulted
in produced 4 clusters. The dendrogram from hierarchical clustering is shown in Figure 6. The
same statistical measures were performed on their clusters and the results are shown in Table 5.
Similar to Table 4, if variables from the data were not statistically different between any two
groups, the variable is omitted from the table.
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Figure 6: Dendrogram showing four clusters from Hierarchical Clustering. The y-axis shows
similarity/dissimilarity and the x-axis shows patients.

Table 5: p-values for variables between HCA clusters (* means that the p-value was < 0.001
whereas an X indicates a p-value > 0.05) computed by Mann Whitney U Test, except for
Gender, American Indian or Alaska Native, Native Hawaiian or Pacific Islander, Race unknown
or not reported, Frequency, and Unemployment (Chi-Square)

Variable C1 vs C2 C1 vs C3 C1 vs C4 C2 vs C3 C2 vs C4 C3 vs C4

Gender X X X X X 0.0169
American Indian or Alaska Native X X X 0.0478 X X
Native Hawaiian or Pacific Islander X X 0.0146 X X X
Race unknown or not reported X X X X X 0.0088
Household Size X X X X 0.0454 X
PEG-3 * X X 0.0099 0.0334 X
PROMIS * X * * * *
Frequency X X X * X 0.0047
Unemployment X 0.0199 X 0.0148 X 0.0249
Intensity * 0.0106 X * * 0.0041
QoL * * * * * X
Depression 0.0033 X * * * *
PAS X X * X * *
Not Distracting * * * X X 0.0267
Emotion Aware * 0.0239 X 0.0319 0.0011 X
Self Regulation * * * X * *
Interoception * * * * 0.0426 *
Fear Avoidance X 0.0222 * * * *
CP Acceptance 0.0307 X X * 0.0018 X
Pain Catas. 0.0251 * * * * X
Self Efficacy X * * * * *

For the variables with statistical significance, we’ve provided a line graph comparing the percent
of individuals with each variable value for each cluster. (See Appendix B for all figures.) Notably
PROMIS was the only variable that had statistical differences across every pair of clusters
produced by k-means. Figure 7 visualizes the PROMIS scores across the four k-means and
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HCA clusters compared to each other. For k-means, we can see that cluster 2 (k-means C2) and
cluster 3 (k-means C3) generally have lower PROMIS scores, cluster 1 (k-means C1) is generally
evenly spread across PROMIS scores and cluster 4 (k-means C4) contains more individuals with
higher PROMIS scores. For HCA, we can see that cluster 1 (HCA C1) and cluster 3 (HCA C3)
had generally lower PROMIS scores whereas cluster 2 (HCA C2) has generally higher PROMIS
scores and cluster 4 (HCA C4) consists mostly of mid-ranged PROMIS scores.
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Figure 7: PROMIS across Four Clusters
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Figure 8: Intensity across Four Clusters

We also want to highlight how for some variables, there were dramatic differences between some
groups but not between all possible pairs of groups. For example, Figure 8 shows pain intensity
across the four clusters. In the clusters produced by k-means, cluster 4 (k-means C4) contained
individuals with lower intensity values whereas cluster 2 (k-means C2) and cluster 3 (k-means
C3) contained individuals with higher pain intensity values. Thus cluster 2 (k-means C2) and
cluster 4 (k-means C4) are very different, but cluster 2 (k-means C2) and cluster 3 (k-means
C3) are considered similar with respect to pain intensity.

In general, clusters produced with Bäckryd et al.’s methods were more statistically different
from each other. However, while more work can be done to refine our methods, these initial
results show that graphs can produce meaningful patient clusters.

5.3 Other clustering methods
Given the same graph construction, we experimented with a few other clustering algorithms:
Label Propagation, DBSCAN (eps=.5 and min_samples=5, and Louvain. Both Label Prop-
agation and DBSCAN resulted in one cluster. Contrasting this, Louvain revealed 3 clusters,
of size 359, 353, and 288. These three clusters showed to have less variables with statistical
differences. Due to how k-means preformed better, we chose to not conduct a full analysis of
the Louvain communities.
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6 Conclusions and Future Directions
In this paper, we’ve explored clustering chronic pain patients using graphs due to the trans-
parent and intuitive nature of graphs. Thus we proposed using well known algorithms such
as k-means clustering and Louvain community detection to identify clusters in a graph. The
conclusions drawn from the resulting clusters on the synthetic data is limited but once the real
data is publishable, we hope to use these methods on the real data to find meaningful clusters.

In our brief comparison to an established method, it would have been ideal to test our method
on the dataset used by Bäckryd et al., however we did not have access to that dataset. We
recognize that the scope of this comparison is constrained by the limited access of data.

Graphs can provide a novel approach to patient clustering. While this paper proposes a new
method, more work can be done to further improve the results. Namely, we can consider
other node embedding and clustering methods. Further, we could consider utilizing a one-hot
encoder for categorical variables with no gradation and then using spectral clustering. We can
also consider other methods of graph construction and incorporating more data into the graph.
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Appendices

A Data
Below, we will provide a more detailed explanation of the variables used in this study.
Age This is the patient’s age rounded down to the nearest year.
Sex Patients were asked “What was your sex at birth?” and were given the following options:
1: Male
2: Female
3: Unknown
4: Intersex

Gender Patients were asked “What was your gender identity?” and were given the following
options:
1: Male
2: Female
3: Transgender man
4: Transgender woman
5: Genderqueer or gender nonconforming
6: Unknown
7: Other

Ethnicity Patients were asked “What was your ethnicity?” and were given the following
options:
1: Hispanic or Latino
2: Not Hispanic or Latino
3: Unknown
4: Prefer not to answer

Race Patients were asked “What is your race?” and could select any of the following options
that applied:

• American Indian or Alaska Native
• Asian
• Black or African American
• Native Hawaiian or Pacific Islander
• White
• More than one race
• Unknown or not reported

Household Size Patients were asked “Including yourself, how many people live in your
household?”
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Household Income Patients were asked “What is your annual household income from all
sources?” and given the following options:
1: Less than $10,000
2: $10,000 to $24,999
3: $25,000 to $34,999
4: $35,000 to $49,999
5: $50,000 to $74,999
6: $75,000 to $99,999
7: $100,000 to $149,999
8: $150,000 to $199,999
9: $200,000 or more
10: Prefer not to answer

Education Level Patients were asked “What is the highest level of education you have
completed?” and given the following options:
1: Did not complete Secondary School (or less than High School)
2: Some Secondary School (or High School) education
3: High School (or Secondary School) Degree complete
4: Associate’s or Technical Degree complete
5: College or Baccalaureate Degree complete
6: Doctoral or Postgraduate education

PEG-3 The PEG-3 Score is calculated from the mean of the following three questions each
range 0-10:

• What number best describes your pain on average, in the past week?
• What number best describes how, during the past week, pain has interfered with your

enjoyment of life?
• What number best describes how, during the past week, pain has interfered with your

general activity?
. . . where 0 referred to no pain and 10 is the worst pain you can imagine.

PROMIS The PROMIS Pain Interference Score is calculated as the sum of the following 4
values each ranged 1-5: In the past 7 days, how much did pain interfere with your. . .

• day to day activities?
• work around the home?
• ability to participate in social activities?
• household chores?

. . . where 1 corresponds to ‘not at all’, 2 corresponds to ‘a little bit‘, 3 corresponds to ‘somewhat‘,
4 corresponds to ‘quite a bit‘ and 5 corresponds to ‘very much‘.

Duration This describes the length of low back pain (LBP), where:
1: < 3 months (ineligible for study)
2: 3 - 6 months
3: 6.1 months - 1 year
4: 1.1 - 5 years
5: > 5 years
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Frequency This refers to the frequency at which patients experience chronic back pain.
Patients were asked to answer the following question: “How often has low-back pain been an
ongoing problem for you over the past 6 months?” Their answers were on a scale of 1-3 where:

1: Every day or nearly every day in the past 6 months
2: At least half of the days in the past 6 months
3: Less than half of the days in the past 6 months

Unemployment This asks patients to answer the following question related to LBP related
unemployment: “Have you been off work or unemployed for 1 month or more due to your low
back pain?” Their answers are on a scale of 0-1 where:
1: yes
0: no
2: Does not apply

Intensity This refers to the intensity of patient’s lower back pain in the past 7 days on a
scale of 0-10.
QoL (Quality of Life) This is the PROMIS Physical Functioning (SF 6b) Score which
ranges from 6-30, where a higher score means better function. It is calculated as the sum of
the answer to following six questions, each on a scale of 1-5:

1. Are you able to do chores such as vacuuming or yard work?
2. Are you able to go up and down stairs at a normal pace?
3. Are you able to go for a walk of at least 15 minutes?
4. Are you able to run errands and shop?
5. Does your health now limit you in doing two hours of physical labor?
6. Does your health now limit you in doing moderate work around the house like vacuuming,

sweeping floors, or carrying in groceries?
where for questions 1-4, the scores have the following meaning:
5: Without any difficulty
4: With a little difficulty
3: With some difficulty
2: With much difficulty
1: Unable to do
and for questions 5-6, the scores have the following meaning:
5: Not at all
4: Very little
3: Somewhat
2: Quite a bit
1: Cannot do

Depression The PROMIS Depression score is calculated as the sum of a patient’s answers
to the following 4 questions, where each question has a range of 1-5, for a overall range of 4-20.

In the past 7 days. . .
• I felt worthless
• I felt helpless
• I felt depressed
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• I felt hopeless
where:
1: Never
2: Rarely
3: Sometimes
4: Often
5: Always

PAS This is the PASS-20, or the Pain Anxiety Symptom Scale Short Form 20, is calculated
based on the Avoidance sub-score, Physiological anxiety sub-score. Each sub-score is calculated
by taking 5 times the mean of the responses to questions.

The avoidance sub-score is composed of the following 5 questions, each on a scale of 0-5:
1. I will stop any activity as soon as I sense pain coming on
2. Pain seems to cause my heart to pound or race
3. As soon as pain comes on, I take medication to reduce it
4. When I feel pain I think that I might be seriously ill
5. During painful episodes it is difficult for me to think of anything besides the pain

The avoidance sub-score is then 5 ∗ mean of the responses to questions 1-5.

The Physiological anxiety sub-score is composed of the following 5 questions, each on a scale
of 0-5:

6. When pain comes on strong, I think that I might become paralyzed or more disabled
7. I find it hard to concentrate when I hurt
8. I find it difficult to calm my body down after periods of pain
9. I worry when I am in pain

10. I try to avoid activities that cause pain
The physiological anxiety sub-score is then 5 ∗ mean of the responses to questions 6-10.

For all questions above, 0 is associated with Never and 5 is Always.

The overall PASS score is then calculated by taking the sum of both sub-scale scores and
multiplying it by 2.
Not Distracting This is the MAIA-SF (Multi-dimensional Assessment of Interoceptive Aware-
ness, v2) – Not- Distracting Sub-Score. Participants are asked to answer the following question:

Please indicate how often each statement applies to you generally in daily life.
• I ignore physical tension or discomfort until they become more severe.
• I distract myself from sensations of discomfort.
• When I feel pain or discomfort, I try to power through it.
• I try to ignore pain.
• I push feelings of discomfort away by focusing on something.
• When I feel unpleasant body sensations, I occupy myself with something else so I don’t

have to feel them.
where responses are on a scale from 0-5 where 0 means never and 5 means always.

The non-distracting sub-score is then calculated as the mean of 5 minus each of their responses,
thus a higher score means less distracting.
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Emotion Aware This is the MAIA-SF Emotional Awareness Sub-Scale score which is the
mean of their answers to the following questions:

• I notice how my body changes when I am angry.
• When something is wrong in my life I can feel it in my body.
• I notice that my body feels different after a peaceful experience.
• I notice that my breathing becomes free and easy when I feel comfortable.
• I notice how my body changes when I feel happy / joyful.

where responses are on a scale from 0-5 where 0 means never and 5 means always, thus a higher
score means more awareness.
Self Regulation This is the MAIA-SF Self-Regulation Sub-Scale which is the mean of their
answers to the following questions:

• When I feel overwhelmed I can find a calm place inside.
• When I bring awareness to my body I feel a sense of calm.
• I can use my breath to reduce tension.
• When I am caught up in thoughts, I can calm my mind by focusing on my body/breathing.

where responses are on a scale from 0-5 where 0 means never and 5 means always, thus a higher
score means more self-regulation.
Interoception This is the MAIA-SF Interoceptive Attention Sub-Scale which is the mean of
their answers to the following questions:

• I can pay attention to my breath without being distracted by things happening around
me

• I can maintain awareness of my inner bodily sensations even when there is a lot going on
around me

• When I am in conversation with someone, I can pay attention to my posture.
• I can return awareness to my body if I am distracted
• I can refocus my attention from thinking to sensing my body.
• I can maintain awareness of my whole body even when a part of me is in pain or discomfort.
• I am able to consciously focus on my body as a whole.
• I notice how my body changes when I am angry.
• When something is wrong in my life I can feel it in my body.
• I notice that my body feels different after a peaceful experience.
• I notice that my breathing becomes free and easy when I feel comfortable.
• I notice how my body changes when I feel happy / joyful.
• When I feel overwhelmed I can find a calm place inside.
• When I bring awareness to my body I feel a sense of calm.
• I can use my breath to reduce tension.
• When I am caught up in thoughts, I can calm my mind by focusing on my body/breathing.

where responses are on a scale from 0-5 where 0 means never and 5 means always, thus a higher
score means more attention.
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Fear Avoidance This is the FABQ-P (Fear Avoidance Beliefs with Physical Activity) score,
which is calculated as 4 times the mean of their answers to the following questions

• Physical activity makes my pain worse
• Physical activity might harm my back
• I should not do physical activities which (might) make my pain worse
• I cannot do physical activities which might make my pain worse

where responses are on a scale from 0-6 where 0 means completely disagree and 6 is completely
agree, thus a higher score means more fear.
CP Acceptance This is the CPAQ-8 (Chronic Pain Acceptance) score, which is calculated as
2 times the mean of willingness to accept pain and activity engagement despite pain sub-score.

The willingness to accept pain is calculated as 4 times the mean of their answers to the following
questions:

• I am getting on with the business of living no matter what my level of pain is
• Keeping my pain level under control takes first priority whenever I am doing something
• Although things have changed, I am living a normal life despite my chronic pain
• Before I can make any serious plans, I have to get some control over my pain

The activity engagement despite pain sub-score is calculated as 4 times the mean of their
answers to the following questions:

• I lead a full life even though I have chronic pain
• When my pain increases, I can still take care of my responsibilities
• I avoid putting myself in situations where my pain might increase
• My worries and fears about what pain will do to me are true

For all questions above, responses are on a scale from 0-6 where:
0: Never true
1: Very rarely true
2: Seldom true
3: Sometimes true
Thus the overall range of the Chronic Pain Acceptance score is 0-48 where a higher value means
more pain acceptance.
Pain Catas. This is the PCS-6 (Pain Catastrophizing Scale SF) score, which is calculated as
3 times the mean of helplessness sub-score, magnification sub-score, and rumination sub-score.

The helplessness sub-score is calculated as the mean of their answers to the following questions:

• It’s awful and I feel that it overwhelms me
• I feel I can’t stand it anymore

The magnification sub-score is calculated as the mean of their answers to the following questions:

• I become afraid that the pain will get worse
• I keep thinking about how much it hurts

The rumination sub-score is calculated as the mean of their answers to the following questions:

• I keep thinking about how badly I want the pain to stop
• I wonder whether something serious may happen

For all questions, responses are on a scale of 0-4 where:
0: Not at all
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1: To a slight degree
2: To a moderate degree
3: To a great degree
4: All the time

Thus a higher score means more catastrophizing.
Self Efficacy This is the PSEQ-4 (Pain Self-Efficacy) score, which is calculated as 4 times
the mean of their answers to the following questions:

• I can cope with my pain in most situations.
• I can still do many of the things I enjoy doing, such as hobbies or leisure activity, despite

pain
• I can still accomplish most of my goals in life, despite the pain.
• I can live a normal lifestyle, despite the pain.

where responses were originally on a scale of 1-6 with 1 meaning not at all confident and 6
meaning completely confident. These responses were then mapped to the following values for
calculation:
1: 0
2: 1.2
3: 2.4
4: 3.6
5: 4.8
6: 6

B Cluster Figures
Here we have figures for the remaining statistically significant variables. Categorical variables
are represented with bar graphs whereas numerical variables are represented with line graphs.
If a variable is significant in both the k-means clusters and hierarchical clustering clusters, they
are in the same figure.
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Figure 9: Sex across Four k-means Clusters
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Figure 10: Gender across Four HCA Clusters
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Figure 11: American Indian or Alaska Native
identifying individuals across Four HCA Clus-
ters
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Figure 12: Black or African American Identi-
fying individuals across Four k-means Clusters
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Figure 13: Native Hawaiian or Pacific Islander
individuals across Four HCA Clusters
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Figure 14: White identifying individuals across
Four k-means Clusters

Not se
lected

Selected
0

10

20

30

40

50

60

70

80

Pe
rc

en
t

HCA C1
HCA C2
HCA C3
HCA C4

Figure 15: Race unknown or not reported in-
dividuals across Four HCA Clusters
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Figure 16: Duration across Four Clusters cre-
ated by k-means
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Figure 17: PEG-3 across Four Clusters created
by Hierarchical Clustering
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Figure 18: Household Size across Four Clus-
ters created by Hierarchical Clustering
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Figure 19: Frequency (in the past 6 months)
across Four Clusters created by k-means
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Figure 20: Unemployment across Four Clus-
ters created by k-means
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Figure 21: QoL across Four Clusters
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Figure 22: Depression across Four Clusters
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Figure 23: PAS across Four Clusters
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Figure 24: Not Distracting across Four Clusters
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Figure 25: Emotional Awareness across Four
Clusters created by Hierarchical Clustering
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Figure 26: Self Regulation across Four Clus-
ters created by Hierarchical Clustering
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Figure 27: Interoceptive Awareness across Four Clusters created by Hierarchical Clustering
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Figure 28: Fear Avoidance across Four Clusters
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Figure 29: Chronic Pain Acceptance across Four Clusters
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Figure 30: Pain Catastrophizing across Four Clusters
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Figure 31: Self Efficacy across Four Clusters created by Hierarchical Clustering
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Abstract. Network embedding compresses network information into low-dimensional vectors
while retaining structural and semantic details. Preserving community structure is vital. Ex-
isting evaluation metrics often overlook community structure. This study assesses network
embedding algorithms across various community strengths, demonstrating performance varia-
tion in mesoscopic quality metrics.

Keywords. Network Embedding, Community Structure, Evaluation Metrics, Quality Metrics

1 Introduction
Networks often exhibit a modular structure, where nodes cluster into communities with shared
characteristics or functions [3]. Understanding these community structures is crucial for various
applications, from recommendation systems to the optimal spread of information and disease
control [2, 7, 8]. With network sizes increasingly increasing, generating lower order represen-
tation, known as network embedding, has gained significant attention in recent years [4]. This
technique transforms networks into low-dimensional vector representations.

While certain techniques are designed to explicitly maintain or enhance the community struc-
ture through the embedding process, others may not consider community structure preservation
a primary objective. Nonetheless, one of the fundamental goals of all network embedding tech-
niques is to project the similarity of the nodes of the original network onto the lower-dimensional
space.

Further, network embedding techniques are commonly evaluated through classification metrics
[4]. Nonetheless, these metrics are agnostic about the community structure: they do not
indicate whether it is well preserved after the embedding process. In other words, they offer
information about the overall quality of results but do not reveal the fine-grained details of
community structure within a network.
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Consequently, there is a need for a comprehensive comparative analysis of network embedding
algorithms from a modular perspective. This paper analyzes the performance of the most
prominent network embedding algorithms on controlled synthetic networks.

Note that the full paper was published in Complex Networks & Their Applications XII [1]

2 Experimental Setup
This section describes the fundamental steps of the experimental setup employed to evaluate
the network embedding algorithms’ efficacy in maintaining the community structure. Seven
main steps are described below to evaluate the network embedding algorithms. A bird’s-eye
view of the experimental setup is illustrated in Figure 1.

Mesoscopic

Measures

Compute

Distribution

Compute Distance

between distribution

and ground truth
Score

Rank Embedding

based on distances

Embedding Clustering

Mesoscopic

Measures

Classification

Measure

Rank Embedding

based on classification

measures

Compare

correlation of

ranks

Compute

Distribution

Score

Figure 1: Flowchart of the experimental setup to evaluate the performance of the network
embedding algorithms. Mesoscopic metrics are calculated individually for each of the network’s
communities.

Network Generation:
Synthetic networks are generated with the help of the ABCD network generator as to know
the ground truth with certainty. ABCD offers the ability to change multiple parameters of
the network generation process, namely: number of nodes (N), power-law exponent for degree
distribution (τ1), minimum degree (dmin), maximum degree (dmax), power-law exponent for
community size distribution (τ2), minimum community size (cmin), maximum community size
(cmax) and the mixing parameter (µ) [5]. Note that in the study, we fix all parameters and just
vary the mixing parameter.

Algorithms
The study employs ten embedding algorithms to embed generated networks into a 128-dimensional
space: DeepWalk, Node2Vec, Diff2Vec, Walkets, Modularity-Normalized Matrix Factorization
(M-NMF), Laplacian Eigenmaps (LEM), Randomized Network Embedding (RandNE), Boosted
Network Embedding (BoostNE) and Network Matrix Factorization (NetMF) [1].

Classification Metrics

Classification metrics such as adjusted mutual information score (AMI), normalized mutual
information score (NMI), adjusted random score (ARI), Micro-F1 score, and Macro-F1 score,
which are not necessarily community-aware evaluators, are then calculated. These are the
metrics that are usually used in the literature.
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Quality Measures

Multiple quality metrics are used here. We check these metrics for each community in the
graph, and we can get a distribution of these metrics for a given graph[1].

1. Internal distance: is the average shortest distance of nodes inside a given community
2. Internal density: is the edge density inside a given community
3. Maximum-out degree fraction (Max-ODF): is the maximum of the ratio of inter-

community links vs. intra-community links.
4. Average-out degree fraction (Average-ODF): same as Max-ODF, but averaging.
5. Hub dominance: is based on the intra-community links of a node that has the highest

intra-community links in its community
6. Flake-Out degree fraction (Flake-ODF): is the percentage of the out degree fraction.
7. Embeddedness: quantifies intra-community links. It is the opposite of Average-ODF.
8. Hub dominance: is based on the intra-community links of the node that has the highest

intra-community links in its community

After embedding, K-means clustering is applied to group embeddings into the same number
of clusters as the ground truth. The Kullback-Leibler divergence is computed between the
ground truth and embedded distributions. The distance between the two distributions gives a
measure of how good the embedding is. The smaller the distance, the better the algorithm.
For classification Metrics, we can just look at the performance of each algorithm.

Voting Model

A ranking scheme utilizing Schulze’s voting model is employed to evaluate the overall quality
of the algorithms based on performance metrics[14]. KL-divergence scores and classification
metrics serve as voters, while algorithm ranks act as candidates. The model compares candi-
dates in head-to-head matchups to identify the algorithm with the broadest preference, aiming
for a consensus winner. The final ranks represent a consensus across all metrics, providing a
comprehensive assessment of network embedding algorithm performance.

3 Performance of Embedding Algorithms based on Qual-
ity Metrics

As shown in Table 1, LEM demonstrates outstanding performance within a robust community
structure, excelling in community awareness and classification metrics. However, as the com-
munity structure strength diminishes, its effectiveness prominently declines with classification
metrics. The opposite behavior is seen with NetMF. In contrast, M-GAE maintains outper-
formance across both community-aware and classification metrics, regardless of the community
structure strength, by ranking either first or second.

4 Conclusion
Preserving network community structure is crucial, and network embedding techniques offer
significant potential. However, the evaluation metrics commonly used in the literature fail to
capture this preservation effectively. This study highlights the need for a comprehensive com-
parison of network embedding algorithms from a modular perspective. Our work is limited
to evaluating the effect of the mixing parameter on the embedding quality. Our study specif-

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

3188



J. Barbour et al. Community Structure Preservation of Network Embedding Algorithms

Table 1: The ranking of the embedding algorithms based on Schulze’s method for mesoscopic
(Meso) and classification metrics (CL) with respect to the mixing parameter(µ)

ically aims to determine the adequacy of classification metrics employed in the literature to
comprehend the effectiveness of network embeddings. Results reveal that these metrics do not
comprehensively reflect the network’s community structure. Furthermore, the efficacy of cer-
tain embedding techniques, such as LEM, M-GAE, and NetMF, is influenced by the strength
of the community structure. These findings underscore the need for a more attentive approach
in evaluating embedding techniques tailored to the specific application. Finally, it is worth
mentioning that we only considered the effect of the mixing parameter in this study, further
research can be done to check for other parameters’ influence such as the dimensionality of the
embedding, and other coefficients that describe community structure.
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Abstract. Termites form complex dynamical trail networks from simple individual rules when
exploring their environment. To help identify those simple rules, we reconstructed trail networks
from time-lapse images of roaming termites. We quantified the trails’ frequentations over time
and compared them to the ones obtained by a null model. Arena borders were preferred in
both simulated and observed data. Yet, the amplification phenomenon was higher with real
termites, underlining the role of pheromones.

Keywords. Dynamical Networks; Social Insects; Network Reconstruction; Termites; Biological
Networks

1 Introduction
In social insects, one can consider that the whole is more than the sum of its parts. Colony-level
properties emerge from simple individual-based rules. For instance, in ants, it has been shown
that the pheromones deposited by individuals allowed the colony to better exploit food sources
[7, 8, 13, 9]. Termites, similarly to ants, build nests, forage, form tunnel networks or even
cultivate fungi[1]. If pheromone trail emergence has been well studied in ants [21], it is not
the case of termites. Studies on termites mainly focused on the tunnelling network [15], their
dynamics [19, 16] and their nest architecture [23, 22, 14]. Unlike tunnelling behaviours, trail
networks can be more difficult to observe. The movements of termites on surfaces without any
building material, artificial galleries, or nest-oriented behaviours are not that well documented.
Just like ants, termites’ movements might be influenced by: other individuals [20], angles
[17, 25] and pheromones [1, 27, 28].

This paper aims to investigate individual behaviours that are sufficient and necessary to re-
produce higher-level properties. In our case, we will focus on the trail network formed by
freely roaming termites without any stimuli (nest, gallery, building material). Which are the
individual rules reproducing such networks? and how to describe such networks? We detail
how we can extract a trail network of invisible pheromones through image processing. And
we detail a method to follow the network’s dynamical properties over time. To further explore
this network, we developed a null model based on simple individual and voluntarily naive local
rules. By comparing our observations to our null model, we can further understand how those
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networks are formed.

2 Methods
2.1 Setup and species
The experiment consists of filming termites roaming freely in a circular box and analysing the
network they form in 20 minutes (Fig.1). Termites will seach a shelter in such unfamiliar envi-
ronment. The termites used: Procornitermes araujoi measure about 5-6mm and originate from
South America [11]. Experiments were run in 2012 by Christian Jost and Christine Lauzeral
in Rio Claro, Brazil. The experiment was replicated 15 times. For each experiment, 106 Pro-
cornitermes araujoi were extracted from the same nest on the university campus of UNESP
Rio Claro. To maintain the polymorphism in natural populations, 100 of them were workers
(smaller termites), and 6 of them were soldiers (bigger termites). Termites were contained in
a 3cm diameter zone before being let free in arenas of 24 or 40cm diameter (respectively 6 and
9 replicates). Experiments were filmed at 25fps, and one picture in ten was kept (one every
0.4s). Thomas Colin segmented the termites into 3000 binary pictures for each experiment.

2.2 Network reconstruction
For each experiment, we want to form a network from these segmented images and get the
termite flow observed on each edge over time. We thus treated the images obtained using
Matlab [18] (Fig.1).

We subtracted each frame from the previous one to obtain a binary mask of (only) moving
termites. We then summed the binarized differentiated images before applying a log trans-
formation to it (Fig.1D) over the first 20 minutes (3000 pictures). The brighter the image,
the more frequented it is. We can already observe that some paths are more frequented than
others. To segment the network, we detected vessel-like objects using a Frangi filter [12]. As it
does not detect intersections, we obtained the whole network binary mask through additional
morphological operations (Fig.1E). We spurred this mask to form edges and split them by plac-
ing nodes on intersections and extremities (Fig.1F). Some nodes were regrouped if too close to
each other, thus forming nodes of degrees higher than 2 or 3. This process can be applied to
any image (or stacked image) of a network, feel free to approach authors for more information.

We used the termites’ binary masks to compute the dynamics of termite fraction on edges. If
a termite is within the binary mask in Fig.1E, its pixels get assigned to the nearest edge, thus
giving non-directional data of all termite fraction on edges over time Nij(t). Notably, the sum
of Nij(t) over all edges equals 1 for all time-steps.

2.3 Null model
There is little information about freely roaming insects network properties in the literature.
Insects networks are usually studied in foraging (when they form networks around their nest)
or nest-building context. To better compare the properties of this dynamical network we
needed a null model [4]. We propose here a freely roaming termite deterministic null model.
The termites can move freely within all possible edges in the observed network (detected in the
first 20 minutes of experiment). The model functions as follows:
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Figure 1: Method of network reconstruction from time-lapse images (arena diameter: 40cm).
(A-C) are images of the binarised termites spreading and exploring the arena at time t = 0, 5, 10
minutes. (D) is the cumulative image of moving termites’ presence. (E) is the segmentation of
the previous cumulated image (obtained using Frangi filters [12]). (F) is the obtained network
overlapped with the cumulated image for reference.
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We noted pijk the probability of joining the edge jk (going from node j to node k) for an agent
present in the edge ij. The probability of joining jk is computed as a ratio of a preference
score over all the possible jl edges accessible from node j. That preference score is computed
as | cos

(
θijk
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| where θijk is the turning angle of a termite moving from edge ij and edge jk.

The preference score equals one if i, j and k are aligned (θijk = 0), and 0 if going backwards
(if i = k, θijk = π or − π). In the illustration of Eq. (1), θijk1 = π/6 and θijk2 = −π/3. The
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| are respectively 0.9659 and 0.8660 for k1 and k2. Note that the
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In Eq. (2), Nij(t) is the termites fraction on the edge going from nodes i to j at time t. v is
a single termite velocity (1 cm.s−1). Nij(t) evolves positively with incoming termites coming
from all possible nodes h, connected to i. The incoming flux is averaged to the termite fraction
in hi times the probability to join ij from hi (phij in Eq. (1)). The incoming flux must be
divided by the length of said edge, Lhi, while the termite goes at a velocity v. Similar reasoning
is made for leaving fluxes: Nij(t) evolves negatively with leaving termites going to all possible
nodes k, connected to j. The leaving flux is averaged to the termite fraction in ij times the
probability to leave ij to jk (pijk in Eq. (1)). The leaving flux must be divided by the length
of said edge, Lij, while the termite goes at a velocity v.

To determine initial conditions, we identified the node i closest to the termites’ experimen-
tal release point. We evenly distributed termites in all out-going edges connected to node i.
Similarly as the observed data, the sum of Nij(t) over all edges equals 1 for all time-steps.

These rules are simple, local, and only based on angle preferences. They roughly match termite
angle preferences observed in tunnels [17, 25]. Authors argue that the preference function can
be any function returning one if edges are aligned (θijk = 0) and returning 0 if going backward
(θijk = π or − π).

3 Results
3.1 Final states Networks
To first describe the networks obtained, we will focus in this section on "final states networks".
These networks include all the edges, and all the nodes extracted at t=20min. Each edge is
associated with its termite fraction Nij(t) over the course of the experiment. For observed
networks, we plotted the mean termite fraction considering all previous time-steps. For simu-
lated networks, it consists of the final termite fraction (as the simulation reaches equilibrium
corresponding to the mean termite fraction). We can thus compare simulated and observed
termite fraction on edges.

We can observe on Fig.2 the obtained final network for both observation and simulation (Fig.2A
and C respectively). The colour intensity corresponds to the final termite fraction on an edge.
We can note that in the observed networks, termites are not uniformly distributed, especially
compared to the simulated case. Indeed, some edges are highly preferred to others over time
(Fig.2B). In the simulated case, termites do not exhibit strong preferences and rapidly reach a
stable state (Fig.2D). Termite fraction on edges are not distributed in the same way (Fig.2F).

To identify edges that are over-frequented in the observed network, we subtract observed and
simulated termite densities (Fig.2E). Edges preferred by termites are in green, and edges pre-
ferred by the null model are in purple. Edges are white if densities are equivalent for the
termites and the null model. In this specific network, edges on the border are over-frequented
compared to our null model. Conjointly, most edges in the middle of the network are slightly
preferred by the model.

Can this observation be generalised to other networks ? In Fig.3 we compare observed simulated
edges’ termite fraction for all networks treated (12 out of 15). To visualise edges relative position
in the arena, edges close to the border are represented in bright blue, while edges close to the
centre of the area are represented in pink. In Fig.3A, we plotted all observed edges’ fraction
against simulated ones. Over-represented edges compared to a null model are present over the
dashed diagonal line (and respectively, under-represented ones bellow the line). Most edges are
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Figure 2: Termite fraction on edges over time in a single network (arena diameter: 24cm).
(A) Extracted network and observed mean fraction. The filling of edges represents the fraction
(dark to green for respectively low to high fraction). (B) Mean termite fraction over time.
(C) Extracted network and simulated final termite fraction. The filling of edges represents the
fraction (dark to purple for respectively low to high fraction). (D) Edge fraction over time
(Eq. (2)) (E) Difference of termite fraction on edges between observed and simulated data.
Green edges are over-represented in the observed data, and purple edges are under-represented
in observed data. White edges are equivalently dense in both. (F) Density distribution of
observed mean termite fraction (green) and simulated final termite fraction (purple).

under-represented observations, meaning that termites prefer to focus on a few edges with a
high activity. Bright blue points following the diagonal line in Fig.3A show that edges located
at the border of the arena are preferred in both models. However, the preference is way higher
in actual termites’ networks. This common preferences is also visible by plotting percentile rank
of fraction of simulated vs observed edges (B). We note in the top-right corner that frequented
edges are common in simulations and observation and correspond to border edges. However,
other edges show few to no correspondence.

Which are the edges preferred in termites’ networks ? From observation of Fig.2, we hypothe-
sised that edges that are far from the middle of the arena are over-represented compared to a
null model. We represented the difference of fraction (Observed - Simulated) against the edge
position in the arena (Fig.3C). Indeed, edges far from the centre of the arena (close to the
border) are over-represented. We also plotted the difference of fraction against edge orientation
with regard to the arena’s radius (Fig.3D). We note that edges perpendicular to the radius are
over-represented compared to our null model. Both these observations support the fact that
the network in Fig.2 is representative of that phenomenon.
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Figure 3: Comparison of simulated and observed termite fraction for each edge. (A) observed vs
simulated termite densities (log-log scale). The diagonal dashed line visually supports testing
for equality. (B) Percentile rankings of termite fraction (Simulated vs Observed) (C) Difference
of termite fraction (Observed minus Simulated) as a function of edge position. Edge position
was computed as its distance from the centre of the arena divided by the radius of the arena.
The horizontal dashed line visually supports testing for equality. (D) Difference of termite
fraction (Observed minus Simulated) as a function of edge orientation. Edge orientation was
computed as its angle with the radius of the arena. The horizontal dashed line visually supports
testing for equality. Colour is function to the edge’s distance to the centre (pink for centre,
bright blue for border edges) and marker size depends the diameter of the experimental arena.

3.2 Dynamical Networks
We showed in the previous section that the termite fraction on edges varies over time for both
observed and null model networks. However, if an edge had a low termite fraction, meaning
that a path was rarely frequented, it remained in the network. In this section, we propose a
method to dynamically modify network topology as a function of edge fraction. Low fraction
edges will be discarded and can be added back to the network later on. The structure of the
network thus changes over time, and with it, its properties.

As seen in Fig.2B and D, the observed and simulated termite densities are not distributed in
the same way. So, an absolute filter above which an edge is considered "active" will not suffice.
To discriminate active and non-active edges, we propose a method inspired by social insects
like ants and termites: pheromones. The amount of pheromones on a given edge increases
with passing termites but decreases through evaporation at a constant rate µ. Pheromones are
usually key to understanding routing problems and path selection in social insects [26, 9]. Here,
we computed the amount of pheromones on each edge Phij for each time step as follows :

dPhij(t)
dt

= −µPhij(t) + Nij

Lij

(3)

In Eq. (3), the concentration of pheromones Phij(t) on edge ij evaporates at rate µ. Previous
work estimated the half life of Procornitermes araujoi of being 16 minutes [11]. Implying a
rate of evaporation of µ = 7.26 × 10−4s−1. The concentration of pheromones increases with the
number of individuals present in edge ij. We need to divide by the length of the edge Lij to
obtain concentrations of pheromones per cm.

From there, we conserved the edges with the higher amount of pheromones that totalled pthresh

per cent of all the pheromones at time t. In our case,pthresh = 0.8 meant that active edges
were the biggest ones representing a total of 80% of all pheromones. Such criterion allows easy
comparison between the observed and simulated networks.
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Figure 4: Examples of dynamical networks (arena diameter: 24cm). (A-C) Observed networks
(t = 10, 100, 1000 s). (D-F) Simulated networks (t = 10, 100, 1000 s).

In Fig.4, is represented both observed (A-C) and simulated (D-F) networks over time (t =
10, 100, 1000s). Concerning the observed network (A-C), we first observe a spread of the ter-
mites through the whole arena, followed by a selection of edges. The edges on the border
are mainly selected. Concerning the networks simulated by our null model, we also observe a
spread, but not followed by a drastic edge selection. However, border edges seem to be preferred
as well. The main difference thus lies in the intensity of the filtering, rather than the edges
being filtered.

The dynamics of the formed networks properties can be extensively studied. We propose here
preliminary results concerning the total length of the networks and the number of conserved
edges over time. Future work will be needed to focus on metrics like efficiency, robustness or
meshedness for instance [2, 4, 3]. In Fig.5, we represented (A) the total number of edges and (B)
the total length of the network in cm over time. Both observed (green) and simulated (purple)
networks are shown. We note that the number of edges and total length of the networks are
different between the observed and simulated networks. However, we observe no differences in
edge number and total length between 24 (light green) and 40cm (dark green) arenas. It could
mean that 106 termites can only sustain a pheromone track of about 200cm independently of
the arena’s diameter.

4 Discussion
This paper investigated individual termites roaming behaviour by studying the network they
collectively form dynamically. To do so, we observed termites forming networks while exploring
a circular arena. We extracted its nodes and edges using image processing and Frangi filter [12].
We measured the termite fraction of each edge over time, and underlined a preference for the
border of the arena. Thigmotaxis, the preferences of animals for borders and contacts, is well
known, especially in stressful situations [24, 6, 5]. However, the preference for borders could
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Figure 5: Mean length and number of edges (6 networks for each condition, confidence interval
of one standard deviation). Observations in green, and simulations in purple. 24cm arenas
with dashed lines and 40cm with solid lines.

also be emerging from the geometry of the arena. So, to assess whether that preference was
due to behavioural biases or to the arena’s topology, we established a null model simulating
termites movements based on turning angles in the existing network. Our null model managed
to explain the preference for the borders, without explicitly implementing it. However, the
intensity of termites’ edge selection was not reproduced. The individual rules we implemented
in our null model were not sufficient to reproduce such collective behaviour.

In our null model, agents prefer lower turning angles. Additionally, one can expect that
pheromones drive an important role in the turning decisions [21]. Our model is missing the
amplification some edge benefits, and pheromones play a key role in the amplification of an
individual decision to a collective one [10]. We also showed that the termites’ networks total
lengths stabilise around 200cm independently of the size of the arena. This fact supports the
hypothesis of pheromone trails, as 106 individuals may only sustain a 200cm long pheromone
track (considering evaporation rates). The future work should focus on improving the null
model with a turning preference based on both angle and pheromone quantity. This next step
will be straightforward from our data, as we already implemented pheromones in our model to
discriminate between active and inactive edges. Our work would benefit from more pertinent
network metrics especially suitable for planar network efficiency. New metrics will allow us to
better differentiate our null models from observed collective behaviours over time. The future
work should also focus on the survival analysis of edge activation depending on their location,
branching, or orientation for instance [29].
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Abstract. An information is present in a dynamic graph at time 0. According to a chosen
communication scheme, is this information still present at time T in the graph despite a change
in the set of vertices over time? This preliminary work proposes a formal description of this
problem and some of its variants. It is shown that for simple cases a polynomial time algorithm
can answer the question while remaining open for more complex variants.

Keywords. Dynamic Graphs, Broadcasting Algorithms, Persistent Information, Information
Coverage

1 Introduction
In recent years, the study of temporal graphs has seen significant advancements. While prior
work has laid a foundation for understanding the temporal evolution of graphs [2], this article
takes a distinctive approach, centering on the profound challenge of information persistence
within dynamic networks. The information persistence problem addressed here focuses on
how information remains present in a dynamic graph when the set of vertices changes over
time. To the best of our knowledge this is the first time this problem is formally defined
and addressed. While they may appear similar in appearance, the broadcasting and epidemic
spreading problems [5, 6, 7] are, to a large extent, different from the problem described in this
work. It can be considered as an extension of the reachability property in temporal graphs.

In the context of a dynamic graph wherein the set of vertices evolves over time, along with a
defined communication strategy, the aim is to check whether information persists within the
graph at a specified step T , and potentially quantify the proportion of vertices retaining this
information.

The objective of this study is to introduce two novel problems relating to this subject. Firstly,
in Section 2, we delve into the formulation of the problem. Concurrently, we provide clear
definitions of dynamic graphs and broadcasting strategies to mitigate any potential ambiguity.
Additionally, we introduce concepts relevant to dynamic graphs, such as dynamic graph gen-
eration, to broaden the scope of information persistence study. This section culminates in the
formal definition of the information persistence problem and the information covering problem.
Section 3, we propose some preliminary results for a restricted set of instances. In particular
we provide algorithms solving the defined problems and show that their time complexity are
polynomial. After dealing with these points, a last section (Section 4) is dedicated to open
problems this new paradigm offers.
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2 Problem Formulation
The persistence-of-information problem addressed here focused on how information may spread
and remain present in a dynamic graph, while the set of vertices changes over time.

The problem is defined using two parameters: a dynamic graph G = (Gt)t∈N and a commu-
nication strategy A specifying how information spread. Knowing these two information, the
question is whether or not there exists a couple of vertices (u, v) such that u ∈ V0, v ∈ VT and
u can reach v through a temporal path (a.k.a. time-respecting path TRP) according to the
communication strategy.

2.1 Graphs
The parameter G concerns the instance of dynamic graph in which the information will spread.
There are no constraints on the choice of an instance of dynamic graph. Note that vertices may
appear and/or disappear over time. In terms of set, it means that Vt may be different from
Vt+1 for any t ≥ 0. Moreover, the information definitively disappears from the graph as soon
as no vertex holds it anymore.

A dynamic graph is defined as a sequence of static graphs ordered by a timestamp :

Dynamic Graph: Let G0 = (V0, E0), G1 = (V1, E1), · · · , GT = (VT , ET ) be a sequence of graphs,
then G = (Gt)0≤t≤T is a dynamic graph.

The addressed problem is only significant if the set of vertices changes over time, thus, if there
exist t ∈ [0, T − 1] such that Vt ̸= Vt+1. This might be the case either because vertices have
been added or removed. From here, it is possible to state two first results. First, if there
exists t ∈ [0, T − 1] such that Vt ∩ Vt+1 = ∅, then the graph is not information persistent
as the information will disappear with the loss of all vertices present at time t. Second, if
the set of vertices never changes (i.e., if Vt = V0 for all t ∈ [0, T ]), then the information
never disappear and the graph is information-persistent. The information-persistent problem is
therefore relevant only if those two cases do not appear. In addition with these two conditions,
we also consider the set of initial vertices V0 and the set of final vertices VT does not share any
vertex (V0 ∩ VT = ∅), otherwise the information persistence problem would be obviously solved
by looking at V0 ∩ VT .

2.1.1 Generation of Dynamic Graph

We also consider the possibility for dynamic graphs to be produced by a dynamic graph gen-
erator. From a general point of view, a dynamic graph generator can be defined as a process
with input data, that produces at each time step t + 1 a new static graph Gt+1 from already
generated static graphs {G1, . . . , Gt} and possibly additional information (the parameters of
the generator). Thus, the output of a dynamic graph generator is a flow of static graphs iden-
tified by time stamps. The time stamps may also correspond to events, and in such a case,
the time interval between two time stamps may be different. However, in this report, for sake
of clarity, we consider integer time stamps. If the flow stops, for whatever reason (e.g. clock
has been stopped, evolution process is finished) at step T , the set of generated static graphs
{G1, G2, . . . , GT} corresponds to a temporal network (TN).
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Evolution Process {G1, G2, . . . , Gt}Inputs

Clock

Gt+1

t + 1

Parameters

G
t+1

As an illustration, the Barabasi-Albert model [1], Edge-Markovian Graphs [4] and Degree-
Driven Dynamic Geometric Graph Generators (D3G3) [2] are instances of dynamic graph gen-
erators. The Barabasi-Albert model can be seen as a generator of dynamic graph as it is
parameterized by an initial configuration and then, the transition rules are described by the
preferential attachment mechanism. The second one is a generative model with transition rules
based on Markov Chains. The last one is also a generative process. It is modeled by defin-
ing two transition rules driving the evolution of the graph between two consecutive time steps.
The application of the rules in this model leads to creation and deletion of vertices in the graph.

The two first models does not consider the possibility of deleting vertices. Thus, the infor-
mation persistent problem is irrelevant for these models as information never disappears once
introduced. This is not the case for the last model as it allows vertices to disappear. Therefore,
for this last case it is worth studying the information persistence as it is not guaranteed. In the
sequel this generator will be used as our dynamic graphs instances generator. Rules are based
on node degrees only and rely on a random generator for positioning new nodes on the 2D
euclidean space. This leads to the name of the generator: Degree-Driven Dynamic Geometric
Graphs Generator or D3G3.

Degree Driven Dynamic Geometric Graph Generator:
An instance of D3G3 is defined by an initial graph, a set of parameters and two rules:

• G0 ̸= (∅, ∅) the seed graph,
• parameters:

– d ∈ (0,
√

2
2 ) (distance threshold for connection),

– SS a set of non-negative integers
– SC a set of non-negative integers

• rules applied on Gt leading to Gt+1:
– if v ∈ Vt, then v ∈ Vt+1 if and only if deg(v) ∈ SS (conservation rule)
– if v ∈ Vt and if deg(v) ∈ SC then add a new vertex to Vt+1 with a random position

in the unit-torus (creation rule)

At a given time step, two vertices are connected if and only if their euclidean distance is lower
than d. Graph evolution between two consecutive time steps t and t + 1, is driven by two rules
applied to each vertex v ∈ Vt simultaneously. The first rule determines for a vertex v ∈ Vt

whether it is kept at step t + 1 while the second rule concerns the possibility for a vertex v ∈ Vt

to create a new vertex in Vt+1 according to its degree.
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2.2 Sustainability of Dynamic Graphs
The study of dynamic graphs where the set of vertices may change over time raises questions
about the evolution of the graph. Among others, a notion called sustainability, introduced
in [2] shed the light on one of these questions. Indeed, some generator models may produce
dynamic graphs that becomes static or empty. Sustainability qualifies a dynamic graph that
never becomes null or periodic (which includes static) and is defined as follows:

Graph sustainability: A dynamic graph G is said sustainable if both Condition 1 and Condition
2 are not verified.

Condition 1: ∃T ∈ N,∀t ⩾ T, Gt = (∅, ∅)
Condition 2: ∃T ∈ N,∃k ∈ N∗, ∀t ⩾ T, Gt = Gt+k

The question of information persistence complements the analysis of dynamic graph sustain-
ability. Indeed, in the subsequent sections of this document (see Section 4.2), we prove that
dynamic graphs can be sustainable without necessarily being information persistent. Therefore,
information persistence is an additional property that can be studied alongside dynamic graph
analysis, offering new perspectives.

2.3 Communication Strategy
The parameter A concerns the communication strategy. In this work, we restrict the commu-
nication policies to local broadcasting strategies only. Thus, when communicating at time t, a
vertex sends the information to all its neighbors connected to it at time t. The broadcasting
strategy describes the way information spread between vertices. Many works have been de-
voted to this problem, especially in the domain of mobile ad hoc networking [8]. But in most
studies, the set of vertices remains the same all the time. However, whatever the case, changing
or unchanging vertices set, the strategy must specify the conditions for sending a message to
connected neighbors. For instance, a minimum delay of one time step might be mandatory on
a vertex between the reception of the information and its transmission to its neighbors. Some
strategies may select vertices to which transmit the information within the neighborhood, or
may allow only a restricted number of transmissions. All these points have to be clearly defined.
In this work we restrict our study to two algorithms and remarks are made to highlight relevant
questions.

2.3.1 Constant Flooding

The first algorithm to be discussed is a variant of the flooding algorithm. We call it constant
flooding. The principle is that once a vertex receives the information, it keeps transmit it to
its neighbors as long as it is present in the graph. The constant flooding algorithm is defined
as follows:

Constant Flooding Algorithm (CF): Let G be a dynamic graph. Let u be a vertex in this
graph. Let t be the date at which u receives the information. Then as long as u remains in the
graph, u transmits the information to its neighbors at every step t′ > t.

It is important to notice that if a vertex receives information at step t it starts its transmission
from the next time step, at t + 1.

2.3.2 Simple Flooding

The strategy discussed here is known as simple flooding algorithm. The principle is the follow-
ing: once a vertex receives the information, it is allowed to send it to its neighbors only once.
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A delay of one time step has to be observed between the reception and the emission. In the
current work this algorithm only waits one time step before the transmission of the information
to its neighbors, however it could be possible to consider other variants of this algorithm for
which the transmission could be done later. The algorithm is defined as follows:

Simple Flooding Algorithm (SF): Let G be a dynamic graph. Let u be a vertex in this graph,
meaning there exists t such that u ∈ Vt. Let t′ be the first date such that u receives the
information. Then u sends the information to its neighbors at t′ + 1 only.

Note that the transmission might be done even if the vertex has no neighbors connected.

2.4 Studied Problems
In this part, we define notions and set formalism aiming at studying and defining the information
persistence and the information coverage problems. For the rest of this part, we assume that a
broadcasting strategy A and a dynamic G are defined. The first step is to introduce the notion
of reachability between two vertices u ∈ V0 and v ∈ VT as it plays a key role in the definition
of the two problems.

Reachability: Let u ∈ V0 and v ∈ VT . We say that u can reach v using the broadcasting strategy
A, and we note u

A−→ v, if v can receive information from u according to the broadcasting strategy
A.

Note that the reachability implies that there exists a time-respecting path between u and v,
satisfying the condition implied by the broadcasting strategy A.

The reason why the reachability only concerns the initial and the final step is because it is not
necessary to define it for intermediate steps. However, if the information is not introduced at
a step later than 0, it may be relevant to define the reachability according to the date u sends
the information and the date v receives it.

From the definition of reachability it is possible to define two decision problems. The first
one is defined as the capability for a dynamic graph to exhibit a vertex u ∈ V0 and another
vertex v ∈ VT such that u

A−→ v. This problem will be referred to as the information persistence
problem in this document. Formally, this problem can be defined as follows:

Information Persistence Problem: Let G = (Gt)0≤t≤T be a dynamic graph and let A be a broad-
casting strategy. Then, G is said to be A-persistent if it satisfies:

∃u ∈ V0,∃v ∈ VT , u
A−→ v (1)

The second problem defined in this work is called the information coverage problem. It is the
capability for a dynamic graph to exhibit for every vertex v ∈ VT , a vertex u ∈ V0 such that
u

A−→ v. This means there exists a subset S ⊂ V0 such that for every vertex v ∈ VT , there
exists u ∈ V0 such that u can reach v using the strategy A. Formally, this problem is defined
as follows:

Information Coverage Problem: Let G = (Gt)0≤t≤T be a dynamic graph and let A be a broad-
casting strategy. Then, G is said to be A-coverable if it satisfies:

∀v ∈ VT ,∃u ∈ V0, u
A−→ v (2)

Now that both problems have been defined, the remainder of this document is dedicated to
their study. As a first step, an analysis of the two problems will be presented assuming the
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dynamic graph is known. An algorithmic study will show that the problems can be solved
in polynomial time by conducting a simple simulation of information spreading within the
graph. Subsequently, a link will be established between the persistence of information and the
processes of generating dynamic graphs. We demonstrate in this case that sustainability alone
is not sufficient for information to persist within a graph and attempt to identify conditions
under which the generated graphs exhibit information persistence in the case of the D3G3
model.

3 Remarks and First Results
The main result is an algorithm to solve both the information persistence problem and the
information coverage problem when the broadcasting strategy is CF (constant flooding). Its
time complexity is studied and is shown to be polynomial. This algorithm takes as an input a
dynamic graph G and a set of vertices I0 ⊂ V0 having information at date 0. This algorithm
depends on the broadcasting strategy studied and simulates the spread of information.

Algorithm 1 Spreading(G, I0)
Require: G = (Gt)0≤t≤T a dynamic graph, I0 ⊂ V0 set of vertices having the information at

date t = 0.
Ensure: IT ⊂ VT set of vertices receiving information from vertices in I0 or ∅ if no such vertices

exist.
1: I ← I0
2: for t← 1 to T do
3: I ← I ∩ Vt

4: if I = ∅ then
5: return ∅
6: end if
7: for (x, y) ∈ Et do
8: if x ∈ I and y /∈ I then
9: I ← I ∪ {y}

10: else if x /∈ I and y ∈ I then
11: I ← I ∪ {x}
12: end if
13: end for
14: end for
15: return I

With this algorithm, it is possible to answer the question of the persistence problem. Indeed,
it is sufficient to apply this algorithm with the whole set of initial vertices I0 = V0. If the
algorithm ends returning a non-empty set, then, G is A-persistent. With the same idea, it is
possible to answer the information coverage problem. If the result of the spreading algorithm
with I0 = V0 is VT , then it means every vertex in VT can be reached by at least one vertex in
V0.

3.1 Time Complexity of the Spreading Algorithm
Let us now study the time complexity of algorithm 1. The goal is to prove that the time
complexity of this algorithm is O

(∑T
t=1 ntmt

)
, with mt = |Et|. This comes from the complexity
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of the most nested for loop. In the worst case, the time complexity of set operations are bounded
by the size of the set. Here, the considered set is I ⊂ Vt for any given t ∈ [1, T ]. Therefore, the
time complexity of the lines 7–13 is O (mt × nt). As it is the biggest time complexity of the
first for loop (lines 2–14), the time complexity of the whole algorithm is thus O

(∑T
t=1 ntmt

)
.

As mentioned above, this algorithm solves both the information persistence problem and the
information coverage problem. We can therefore deduce that the complexity of these two
algorithms is O

(
n0 + ∑T

t=1 ntmt

)
, where the term n0 comes from the construction of I0, a copy

of V0. Thus, we have established the existence of algorithms solving the information persistence
and the information coverage problems in polynomial time.

4 Questions and Open Problems
4.1 Questions Related to the Simple Flooding Algorithm
The reader may have noticed that the previously defined algorithm is not convenient if the
node has no neighbor at the moment of transmission. It would be interesting to postpone
the transmission at another date in order to improve the performances of the process from
an information-persistence point of view. However, considering such a possibility raises many
questions.

First, it could be possible to remove the delay between the reception of the information and
its transmission to neighbors. This situation is similar to the notion of non-strict path in
temporal graphs. In that case, given a connected component, as soon as one vertex receives
the information, then all the vertices of that connected component also receive and send the
information. As a consequence, all these nodes will never send the information at later dates.
This means that only the vertices present at step 0, if the information is introduced at date 0,
will have the information. This means that some vertices must exists both at step 0 and T to
ensure the persistence of information.

In an opposed direction there are some ways that takes into account the possible future neigh-
borhood of the node to estimate the moment when the information could be send. Indeed,
another way to define the moment to send the information would be to wait until the neigh-
borhood is not empty. This question is not treated in this document, however it may offer
interesting wondering. For instance, it is possible to study questions such as:

• When should a given node send the information it owns so that information persistency
is guaranteed.

A last question concerns the possibility for a node to transmit the information several times.
The defined algorithm does not allow multiple transmission: once the information has been
spread by one vertex, this vertex does not transmit it again. It is possible to imagine some
applications where the vertex can receive the information several times. Every time the in-
formation is received, the vertex will transmit it again to its neighbors. This defines a new
algorithm and the same questions as presented above may be addressed for this new strategy.

4.1.1 Connection between Simple Flooding and Constant Flooding

One final aspect to address here is the connection between simple flooding and constant flooding
strategies. Specifically, it is observed that if a dynamic graph is SF-persistent, then it is also
CF-persistent. To illustrate this, it suffices to note that if a dynamic graph G is SF-persistent,
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then there exist vertices u ∈ V0 and v ∈ VT such that information is transmitted from u to v
via a temporal path using the simple flooding communication strategy. However, this path is
also observable using the constant flooding communication strategy. Indeed, for propagation
with a simple flooding strategy, information can only be transmitted once it has been received,
whereas in the case of a constant flooding strategy, information is continuously transmitted after
being received. Thus, in the scenario where the communication strategy is constant flooding,
the information can indeed follow the same path between u and v as when the communication
strategy is simple flooding.

4.2 Sustainability and Information Persistence Problem
This section focuses on studying the problem of information persistence from the perspective
of dynamic graph generators. Here, we assume that graphs are the product of a generation
mechanism as defined earlier. One of the initial observations is that if a generator produces
A-persistent graphs for any diffusion strategy A, then the graphs do not become empty, which
is a characteristic of sustainability. However, the converse is not necessarily true. There are
cases where the produced graphs are sustainable without being information persistent.

For instance, considering the previously defined D3G3 generation model, it is possible to find
parameter values such that the produced graphs are sustainable with high probability without
being information persistent. For instance, if the sets SS and SC are both equal to 0 and the
chosen parameter d is small enough, then the produced graphs are likely to be sustainable.
This has been proved in [2]. However, if we expect the condition V0 ∩ VT = ∅ to be satisfied
(no initial vertices are still present at a given time T ), then the information will have vanished
from the dynamic graph.

To understand this, it is essential to understand that SS = SC = 0 implies that only isolated
vertices are retained and can generate new vertices in the graph. If a new vertex u connects to
an isolated vertex v, then both u and v will disappear in the subsequent time step. Furthermore,
only isolated vertices can retain information in the graph, as any other vertex disappears along
with the information it carries. Hence, we deduce that the produced graphs when SS = SC = 0
are not A-persistent for any considered strategy A.

5 Conclusion
This study has introduced the issue of information persistence in dynamic graphs. The aim is
to determine, for a given dynamic graph or a family of such graphs, and a fixed communica-
tion strategy, whether information introduced into the graph is likely to persist within it and
potentially propagating and reaching all vertices of the graph at a given date. In this article,
we have proposed algorithmic solutions to address these problems. These algorithms have been
demonstrated to have polynomial time complexity. We have also shown that information per-
sistence implies sustainability (the ability of a graph to avoid becoming empty or periodic),
but the converse is not necessarily true. This was evidenced by demonstrating that certain
families of graphs produced by generation mechanisms do not guarantee the existence of infor-
mation within the graph despite being sustainable. Furthermore, discussions and conjectures
have been raised regarding communication strategies. Specifically, we observed that if a graph
is SF-persistent, then it is also CF-persistent. To conclude, this work lays a foundational step
in the study of information persistence within a dynamic graph.

Several perspectives for future research in the field are possible. For instance, regarding the
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information coverage problem, one could explore the minimum size of the initial vertex set
required to reach all final vertices. In another direction, still linked to the information coverage
problem, investigating the relationship between the number of information carriers at time t
and the number of vertices present at that same time could yield valuable insights.
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Abstract. This abstract outlines preliminary work on reconstructing a maritime transporta-
tion network using AIS data. We propose a modeling approach using temporal graphs to
represent the network’s dynamics. We demonstrate the utility of the model with an analysis of
connections between ports, considering arrival dates of ships, and travel durations. We show
that this temporal approach better highlights the maritime network properties.

Keywords. Maritime Transport Network; AIS; Dynamic Graphs

1 Introduction
Maritime transportation is a crucial element of the global economy. Indeed, 90% of global
trade is facilitated through maritime transport. Commercial ships serve as the primary means
of exchange, carrying goods from one point to another. The routes taken by these ships,
the ports they visit, and the pathways they traverse represent essential components of the
global maritime network. The study of this network, including its properties and evolutions,
constitutes the focus of numerous researchers.

The primary challenge in this endeavor lies in reconstructing the network using real data.
Access to departure and arrival data of ships in ports is not as universally available as it is
for the tracking of civilian commercial aviation, notably through the Automatic Dependent
Surveillance-Broadcast (ADS-B) protocol.

Some operators, like insurers, hold this information. Another common approach is utilizing
Automatic Identification System (AIS) data emitted by ships for real-time tracking. These
data serve purposes from maritime safety to scientific research [5]. However, their effectiveness
is limited by antenna range, being more accurate in high-traffic zones and less so in remote
areas. Satellite-based AIS data exist but are costly and not always accessible to researchers.
On a broader scope, satellite imagery, like Sentinel-1 from the European Space Agency, can
detect ships [8] and estimate their speed and trajectory.

The significance of studying ship networks lies in the fact that various short-term socio-economic
and meteorological events are immediately reflected in the data constituting the network.
Therefore, there is merit in investigating these networks to extract their properties and evolu-
tions, thereby deducing information about the events that generated them.

Network analysis is a valuable tool across various disciplines, including maritime transport. It
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helps understand network structures, dynamics, and their impact on disease spread (see [4] for
an extensive review).

Maritime networks evolve as ships move, port traffic shifts, and routes change. Analyzing these
networks demands considering their temporal dimension. Temporal graphs, powerful tools
for such analysis [7], unveil network evolutions and port visitation changes. In this abstract,
we prioritize constructing temporal graphs from AIS data to extract insights into maritime
transportation networks. We discuss the construction steps, models, and analyses, stressing
the temporal aspects’ significance. Additionally, we showcase a study on temporal connectivity
between ports, highlighting its importance in understanding these networks.

2 Network Reconstruction
In this study, AIS data are utilized to reconstruct the maritime transportation network. AIS
data are transmitted by ships via AIS transponders using VHF radio frequencies. These signals
can be intercepted by ground-based antennas within a radius of several tens of kilometers or
by satellites, and then relayed to receiving stations. While freely accessible, AIS data require
interpretation. To access a broad coverage of AIS data, we participate in a network of receiving
stations that share their AIS data (AISHUB [1]). Additionally, we supplement our dataset with
other sources of freely available AIS data (NOAA [3] and DMA.DK [2]).

In AIS data, each message includes vessel details like identifier, position, speed, and navigation
status. We focus on container ships (Ship_Type 70-79). Navigation status, such as "anchored"
or "under way," helps understand ship movements and identify visited ports. This data aids in
pinpointing ships at quays and associating them with ports. It also helps detect waiting periods
offshore, in waiting areas. They refer to maritime areas where ships can wait outside ports for
various reasons such as capacity issues at the port, delays in loading or unloading cargo, adverse
weather conditions, security concerns or regulatory issues. Figure 1 demonstrates the detection
of waiting zones using AIS data.

Figure 1: Detection of waiting zones from AIS data (GPS positions discretized in fractions of
degrees).

Incorporating waiting zones into the modeling of the maritime transport network is essential
for understanding ship movement patterns, assessing potential waiting times, and identifying
factors that can influence the maritime traffic.

Furthermore, the consideration of the different operators involved may help to analyze port
performance as each operator may have its own policies, procedures, equipment and capacities,
which can significantly impact how a port operates and its ability to efficiently handle maritime
traffic.

An initial version [6] of the reconstructed data is freely accessible on the Zenodo platform. This
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version offers tabulated data in triplets of date, ship, and port, enabling the identification of
ship routes between ports.

Once the data has been reconstructed, the next step involves choosing a suitable graph model for
representation. Various representations can accentuate different network properties as we can
see in the Figure 2 that depicts three potential representations: a bipartite network featuring
ports and ships as nodes (Fig. 2a), a ship network establishing connections between ships that
have visited the same ports (Fig. 2b), and a port network linking ports visited by the sale
ships (Fig. 2c). These representations complement each other, offering insights into a range of
network properties.

ship3

ship2

ship1

port2

port1

(a) Ship-owner/port

ship1 ship2

ship3

(b) Ship-owners

portc
porte

portd
portb

porta

(c) Port centrality

Figure 2: Various representations of maritime transport networks.

3 Port Centrality Analysis
In this analysis, we used port centrality modeling to explore its effects within both atemporal
and temporal contexts. Within atemporal context, edges persist indefinitely and are charac-
terized by the median duration of travel. Conversely, within the temporal context, edges are
accessible from the source node at each departure date until reaching the median duration of
travel added to the respective departure date. Paths using these edges are known as Jour-
neys [9], which are instrumental in computing three primary objectives: Shortest (minimizing
the number of edges), Fastest (minimizing duration) and Foremost (minimizing arrival date).
Nodes are represented by ports while edges represent instances where at least one ship had tra-
versed the route between two ports, additional data about the travel as departure and duration
is stored as labels on the edge.

We investigated the analysis of journeys with the foremost objective, as it aligns with the
notion that a container ship aims to unload its goods at the destination port at the earliest
opportunity. Then, we compared these findings with a basic shortest path algorithm.

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

3212



Théo Morel et al. Temporal Connectivity of Maritime Transport Networks

(a) Average Journey Duration
(b) Journey Duration over Port Degree

Figure 3: Port centrality over atemporal and temporal context

In the Figure 3a, we see the average journey durations in days for both the temporal and
atemporal versions. The atemporal rendition encompasses journeys of significantly shorter
duration, attributable to the absence of waiting time for departure, thus offering an optimistic
perspective on travel time compared to the temporal version. In the Figure 3b, the average
journey durations are depicted relative to a port’s degree. It is observed that ports with
higher connectivity exhibit shorter journey durations. This phenomenon can be elucidated by
the increased likelihood of such ports being connected to a hub or serving as one themselves,
thereby affording access to more favorable departure options and durations.
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Abstract. As people increasingly rely on social media platforms such as Twitter to consume
information, there are significant concerns about the low diversity of news consumption. Users
may be exposed to posts which reinforce their pre-existing views, which could lead to a more
fragmented society. For example, one worry is reinforcing societally damaging misinformation
prevalent in one subgroup, such as COVID-19 denial. Aiming to combat this, earlier work
divided news stories into high consensus and low consensus posts, based on the degree to which
reactions can be expected to be similar from users with different political views.
In this work, we propose and quantify the benefits of a strategy to spread high consensus news
across readers with diverse political leanings. We first compile a dataset and make the following
three key observations: (1) low consensus news is more likely to remain within subgroups of
users with similar political leanings, whereas high consensus news spreads broadly to many
users across subgroups; (2) high consensus news posted by neutral publishers spreads widely
and more equally across subgroups; and (3) users that get the information from other users
instead of the publishers, get an even more biased exposure to news.
We propose a strategy that spreads high consensus news through neutral publishers, and quan-
tify the significant decrease in the disparity of users’ news exposure.
Our extensive experiments on Twitter shows that seeding high consensus information with
neutral publishers is an effective way to achieve high spread to many users with little disparity
regarding political leaning.

Keywords. Consensus; News consumption in social media; Filter bubble.

1 Introduction
People increasingly rely on social media platforms, such as Facebook and Twitter, to receive
news and information [31, 47]. Many news stories are divisive, often posted by polarized
publishers, eliciting different reactions from users with different political leanings or pre-existing
views, e.g., conservatives or liberals. While various news sources publish high and low consensus
news that cover a given story, users often limit themselves to the low consensus divisive stories
which can reinforce their prior views [27, 4, 16]. This selective exposure and consumption of
divisive information may lead to a more politically fragmented, less cohesive society [13] and
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the formation of filter bubbles or echo chambers [8, 11, 19, 36].

For example, only 12% of Conservative Fox News viewers believe that climate change is man-
made. This compares with 60% of Americans overall, recognizing that 28% of Conservative
don’t watch Fox News.1 Americans who relied on Fox News, or similar right-wing sources, often
do not believe the coronavirus threat is serious.2 Social media platforms such as Facebook and
Twitter can amplify segregation in information consumption with recommendation algorithms
that incentivise people towards more extreme positions [7].

Due to concerns about information segregation and societal polarization [45, 42], prior works
have proposed exposing users to diverse news stories by nudging users to read other views
[34, 37]. While this could be useful for encouraging debate in society, such approaches have
been shown to increase the chance that users reject stories from other perspectives – perhaps
because they believe other publishers and their stories are biased – thereby defeating the purpose
[5, 33, 35, 46, 53, 6].

However, social media platforms receive so many posts that some form of moderation is in-
evitable.3 We present one proposal to be considered: highlighting high consensus news that
elicits similar responses from both sides could act as a soothing balm, helping people to con-
nect with others, even if they have ideological differences. Babaei et al. [4] proposed such a
complementary approach to increase diversity in users’ information consumption by identifying
high consensus, yet interesting information. Their system recommends high consensus “purple”
posts to both “red” (conservatives) and “blue” (liberals) users, hoping to increase users’ expo-
sure to cross-cutting news posts, leading to lower societal polarization and lower segregation in
information consumption [15]. Nevertheless, it still remains unclear how such information is
spread across users in a network and how individuals choose to react to it. Vraga and Bode
[49] claim that if users receive even one piece of news from reliable news sources about health,
it has a significant effect on them. Therefore, exposing people to high consensus news related
to important events such as COVID-19 may improve health and harmony across society.

In this paper, we investigate users’ willingness to share and spread such posts, along with the
reach of high and low consensus news stories across a diverse audience. We also examine the
newsworthiness [20, 51] of both high and low consensus news. Fundamentally, we ask if we
can help to propagate high consensus stories broadly across society? We hope this can help to
break undesirable echo chambers, leading to a less polarized, healthier society.

Note that due to the huge number of posts, social media platforms must inevitably engage
in some form of story curation or promotion. We propose one approach which we believe can
benefit society. The problem of identifying high consensus news automatically has already been
addressed by Babaei et al. [4]. We assume that platforms are good at selecting stories which
are likely to prove popular, hence we focus on identifying a good set of stories from which to
select. We highlight the following contributions:

I. We compile a novel dataset, which reveals how Twitter users with similar or different
political leanings are connected to each other. To do so, we consider a dataset of 400
news tweets posted by 10 publishers containing 100 high and 100 low consensus posts

1https://www.insider.com/fox-news-republican-viewers-reject-climate-change-science-2019-3
2https://www.washingtonpost.com/lifestyle/media/the-data-is-in-fox-news-may-have-kept-

millions-from-taking-the-coronavirus-threat-seriously/2020/06/26/60d88aa2-b7c3-11ea-a8da-
693df3d7674a_story.html

3https://onezero.medium.com/the-moderation-war-is-coming-to-spotify-substack-and-clubhouse-
9fe00672091b
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[4]. For every high or low consensus news post, we collected a subset of its 100 random
retweeters and for each retweeter we collected a random set of their 100 followers. We
compute the political leaning of the 1,616,000 users who either retweeted a high or low
consensus news story or were exposed to it. We collected 40 high and low consensus news
related to COVID-19 and global warming. Moreover, to simulate the spread of news in
Twitter, we crawl a network of more than 100 million Twitter users. This allows us to
compute the political leanings of 69,687 users connected by 2,907,026 links.

II. Using our dataset, we study how individuals with different political leanings get exposed
to and retweet high and low consensus news posted by users from various political perspec-
tives. We observe that low consensus news tends to proliferate primarily only amongst
users with a particular political learning. Gruzd and Mai [24] show how one single tweet
on COVID-19 denialism circulated among many conservatives. In contrast, high con-
sensus news has a higher chance of spreading through the entire network. Importantly,
high consensus news posted by a set of neutral publishers spreads more equally across
liberal and conservative users than if posted by the same number of a mix of non-neutral
publishers.

III. Based on the above observations, we propose a strategy that seeds neutral publishers to
expose roughly equal fractions of people with different political leaning to high consensus
news with the minimum cost (hoping this may help to break echo chambers which can
trap users). We show that our proposed strategy is more effective than seeding the most
influential nodes without taking the political leanings into account.

Our work provides new insights and a complementary tool which may help to reduce echo
chamber, encourage healthier interaction between population subgroups, and lead to a more
cohesive society.

2 Related Work
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Figure 1: Number of high and low consensus news posted on Twitter during 9th-15th May,
2017. (A) shows the number of high and low consensus news for 10 selected publishers, and
(B) shows the aggregated result for conservative, liberals, and neutral publishers.

We review related work on diverse and polarized news dissemination, and information propa-
gation in social networks.

2.1 News Consumption Polarization on Social Media
Several recent studies have investigated the dissemination of news in social networks [9], focusing
on biases [14], political news [2], and the characteristics of spreaders [28].
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Traditionally, professional news organizations played a major role in spreading news by selec-
tively presenting news stories to citizens [43]. Accordingly, news media had a high impact
on political issues and public opinions [23, 16]. Several works have focused on understanding
how and to what extent news media outlets can impact people and society, such as the White
Helmets in Syria [44] and the 2016 US presidential campaign [41, 39].

By examining cross-ideological exposure through content and network analysis, Himelboim
et al. [27] showed that political talk on Twitter is highly partisan and users are unlikely to be
exposed to cross-ideological content through their friendship network. Other studies also report
similar findings such as users’ higher willingness to communicate with other like-minded social
media users [32].

To understand the political bias in social media better, many researchers have studied political
polarization on Twitter by analyzing different groups’ behavior. Conover et al. [17] showed
that Twitter users usually retweet the users who have the same political ideology as themselves,
making the retweeting network structure highly partitioned into left- and right-leaning groups
with limited connections between them.

Previous work have mostly investigated news media political bias, and the bias introduced in
the content of the news, by different methods such as crowdsourcing and machine learning
[12, 21, 4]. Recently, a complementary approach was proposed by Babaei et al. [4], in which
the goal is to inject diversity in users’ information consumption by identifying high consensus
yet informative news, based on using features such as the publishers’ political leaning.

Babaei et al. [4] showed that high and low consensus posts are equally popular and cover
broadly similar topics. However, their study did not investigate how low and high consensus
news spread through social media, and their potential impacts on readers biased exposure,
which are the main concerns of our paper.

In this work, we first investigate how low and high consensus news spread through Twitter.
Then we study the effect of spreading high consensus news through users with different political
leanings on decreasing the disparity in users’ exposure. We show that seeding high consensus
information with neutral individuals is the most effective way to achieve high spread with little
disparity regarding political leaning.

2.2 Information Propagation in Social Networks
The process of increasing information propagation and network diffusion by identifying and
choosing the optimal set of individuals that utilize social influences to maximize adoption or
reception of information in society has been studied widely [22, 40, 29, 25]. The effectiveness
of these strategies is studied by Kempe et al. [29] under different social contagion models such
as Linear Threshold (LT) and Independent Cascade (IC) models.

The goal of our paper is to propagate important and reliable news with less disparity amongst
users with different political leanings. Two studies on fair influence maximization [1, 48] are
the most related to our work. However, their approaches may not be directly applicable to
online networks such as Twitter. We show that in social media, the political leaning of the
seeds can make a considerable bias in users’ exposure to news. In particular, we observe that
high consensus news posted by neutral publishers has the lowest disparity for spreading among
all users (liberal, conservative and neutral). We use the fair influence maximization method
proposed by [1] as a baseline.
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In the following sections, we explain our dataset and research design, and discuss our findings.

3 Dataset
In this work, we consider the dataset of 400 news tweets posted by 10 publishers collected
in [4] between 9th to 15th May, 2017. The dataset contains 80 low (20% of news with lowest
consensus value) and 80 high consensus (20% of news with highest consensus value) news posts.
Furthermore, we collected an additional 10 high and 10 low consensus recent news posts for
each of COVID-19 and global warming, including 40 tweets in total.

To obtain the political leanings of the users who either retweeted a high or low consensus news
or were exposed to it, for every high or low consensus news post in the dataset, we collected
a random set of its 100 retweeters. Then for each retweeter, we collected a random set of his
100 followers. Finally, for each of these 1,616,000 users we collected their followees to compute
their political leaning.

3.1 High and Low Consensus News Posts
Our news dataset consists of 10 news publishers with different political leanings varying from
liberals to neutrals to conservatives: Slate, Salon, New York Times, CNN, AP, Reuters, Politico,
Fox News, Drudge Report, and Breitbart News. From each publisher, 40 tweeted news posts are
collected during the one week period of 9th to 15th May, 2017. For each news post, the authors
in [4] set up a survey in Amazon Mechanical Turk. They asked US AMT workers about their
reaction to the post by selecting one out of three options: agreement, neutral, or disagreement.
At the end of the experiment, they asked about AMT workers’ political leanings: liberal,
conservative, or neutral. Based on the above intuition, Babaei et al. [4] proposed to capture
the degree of consensus that a social media post is likely to have based on the distribution of
the political leanings of the retweeters and repliers of a post, as follows.

consensus = 1 −
∣∣∣∣∣
#Ddisagree

#D
− #Rdisagree

#R

∣∣∣∣∣ , (1)

where #Ddisagree and #Rdisagree respectively denote the number of democrats and republicans
who disagree with the post, while #D and #R are the total number of democrats and repub-
licans. Authors also proposed a method to detect high and low consensus news automatically,
which we use in our work to find an additional set of 40 high and low consensus tweets from
the above mentioned publishers related to COVID-19 and global warming.

Note that high consensus news is distinct from low attention news. All stories used in our
experiments discuss salient health, social, and political news – not lightweight gossip which
may not generate much attention from or disagreement between users due to the chosen topics
(see Section 7 for more discussion about the newsworthiness of our news stories). Table 1 shows
random sample news that are labeled as low consensus with conservative leaning, low consensus
with liberal leaning, and high consensus news respectively.

Figure 1(A) shows the number of high consensus (purple bars) and low consensus (orange
bars) news posted by 10 publishers with various political leanings. Figure 1(B) shows the
total number of high consensus and low consensus news posted by the same 10 publishers,
grouped into liberal, conservative, and neutral categories. It also shows the total number of
high consensus and low consensus news posted by all the 10 publishers. We can see that the
total number of low consensus posts are considerably higher than the total number of high
consensus posts.
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Low Consensus News by Conservative Publishers
FoxNews: @DennisDMZ on global warming: “I think it’s hot out there ’cause the sun is hot.” #OReillyFactor, 278 Retweets, 122 Replies, 642 Likes
FoxNews: CNN doesn’t sound alarm of COVID ’superspreaders’ as thousands celebrate Biden win in the streets. 5.4 Retweets, 11.5k Replies, 14.1k Likes
New York Post: 29 COVID-19 vaccine recipients had serious allergic reactions: CDC https://trib.al/IZeEbyi: 76 Retweets, 29 Replies, 81 Likes
Fox News: Schieffer Slams Trump: Comey Firing Reminds Me of JFK-Oswald Conspiracies. 55 Retweets, 510 Replies, 149Likes.

Low Consensus News by Liberal Publishers
CNN: The Trump administration is loosening restrictions on the coal industry just days after a government report warned that aggressive action is needed to
ease the impact of global warming. 307 Retweets, 105 Replies, 259 Likes
CNN: Exclusive: President-elect Joe Biden will aim to release every available dose of the coronavirus vaccine, a break with President Trump’s strategy of
holding back second shots. 262 Retweets, 49 Replies, 1.7k Likes
Salon: "We want them infected": Shocking email reveals top Trump appointee’s plan to spread COVID-19. 36 Retweets, 39 Replies, 33 Likes
CNN: Report: Trump “revealed more information to the Russian ambassador than we have shared with our own allies” 51 Retweets, 14 Replies, 34 Likes

High Consensus News
CNN: Greenland’s ice sheet has melted to a point of no return, and efforts to slow global warming will not stop it from disintegrating, according to a new study.
4.6k Retweets, 381 Replies, 5.2k Likes
POLITICO @politico · Mar 11, 2020 Anthony Fauci, the director of the National Institute of Allergy and Infectious Diseases, said #COVID2019 is 10x times
more lethal than the flu, which kills nearly 0.1 percent of Americans who get it each year https://politi.co/2IEQTS5. 473 retweets, 39 replies, 573 likes
CNBC: Wearing a mask can reduce coronavirus transmission by 75%, new study claims. 9.3k Retweets, 647 Replies, 14.8k Likes
Fox News: @johnrobertsFox on firing of James Comey: ”This came as a shock to literally everyone, including the @FBI Director.”
TheFiveSource. 156 Retweets, 259 Replies,574 Likes

Table 1: Samples of high and low consensus news posts.

As we discuss later, low consensus posts have a much smaller chance of being received by users
with different political leanings, which leads to a more politically fragmented society. On the
other hand, high consensus posts have a better chance of spreading through communities with
various political leanings, and can be used to help break echo chambers.

3.2 Collecting Users’ Political Leanings
For each post in our set of 80 high and 80 low consensus news posts, we collected a random set
of its 100 retweeters. Then for each retweeter, we collected a random set of its 100 followers.
Thus we have 1,616,000 twitter users. To infer a user’s political leaning, one popular way is
to apply NLP methods on the contexts that the user posts. However, tweets’ context length
is small, so we must look at users’ neighbors. We inferred every user’s political leaning, as
a score between -1, +1, using the method of Kulshrestha et al. [30], for which we needed to
collect their followees. Inferring the political leaning of a given Twitter user u is based on the
following steps – (i) generating two representative sets of users who are known to have a liberal
or conservative bias, (ii) inferring the topical interests of u by looking at her followees, and
(iii) examining how closely u’s interests match with the interests of the representative sets of
liberal and conservative users. Formally,

leaning(u) = cos_sim(Iu, ID) − cos_sim(Iu, IR), (2)

where Iu is the interest vectors of user u, and ID, IR are normalized aggregate interest vector for
the liberal seed set (ID) and the conservative seed set (IR). Similarity between interest vectors
are measured by cosine similarity.

For retweeters with certain political leaning, we calculated the expected fraction of their liberal,
conservative, and neutral followers, as is shown in Table 2.

We also estimated the conditional probability that users with different political leanings retweet
high consensus and low consensus news post from liberal, conservative, and neutral publishers
(given that they retweet) in Table 3. It can be seen that users with a certain political leaning
retweet low consensus posts from the publishers with the same political leaning with a very
high probability. Interestingly, users retweet high consensus news posts from the publishers
with the same political leaning with a smaller probability. On the other hand, there is a very
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Liberal Conservative Neutral
Liberal 0.76 0.04 0.2

Conservative 0.045 0.85 0.1
Neutral 0.3 0.27 0.43

Table 2: Expected fraction of liberal, conservative, and neutral followers of retweeters with
various political leanings. Rows and columns correspond to retweeters and followers.

Retweeters
Liberal Conservative Neutral

P
ub

lis
he

rs Liberal H: 0.65
L: 0.85

H: 0.08
L: 0.04

H: 0.27
L: 0.11

Conservative H: 0.12
L: 0.08

H: 0.68
L: 0.85

H: 0.2
L: 0.07

Neutral H: 0.34
L: 0.38

H: 0.33
L: 0.37

H: 0.33
L: 0.25

Table 3: Conditional probability of retweeting a high and low consensus news post (indicated H
and L in the table) by users from various political leanings (given that they retweet). Rows and
columns correspond to publishers and retweeters. For instance, in the first cell (first row and
column), the probability that liberal users retweet high/low consensus news posts published by
liberals publishers is 0.65/0.85.

small chance that users with a certain political leaning retweet low consensus posts from the
publishers with different political leanings. For high consensus news this probability is larger.

4 The Gap between Proliferation of High and Low Con-
sensus News

In this section, we investigate how high and low consensus news posts spread among users
with various political leanings in Twitter. In particular, our goal is to answer the following key
question:

How do individuals with certain political leaning (liberal, conservative, and neutral) get
exposed to high and low consensus news posts?

Studying the above key question allows to understand the gap between proliferation of high
and low consensus news, and develop strategies to decrease the polarization in the society
by breaking the echo chambers that trap users. We start by investigating users’ behavior in
retweeting high and low consensus news posts. Then, we discuss how the confirmation bias in
retweeting behavior makes the echo chambers grow larger and promote social polarization.

4.1 Confirmation Bias in Retweeting Behavior
First, we study how users with different political leanings share high and low consensus news
post. Specifically, we compare how users with different political leanings retweet low and high
consensus news posts from publishers with different political perspectives.
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Figure 2: Distribution of retweeters’ political leanings for low and high consensus news posted
by publishers with different political perspectives. Distribution of political leanings for a random
high and a random low consensus news posted by (A) liberal, (C) conservative, and (E) neutral
publishers. Distribution of average political leanings for 100 high and low consensus news
posted by (B) liberal, (D) conservative, and (F) neutral publishers. Distribution of political
leanings for high consensus news (purple) is more symmetric and centered around 0.

Figures 2(A), 2(B), 2(C) show the distribution of the political leanings of all retweeters for
one random low consensus and one random high consensus news posted by CNN (liberal pub-
lisher), FoxNews (conservative publisher), and Reuters (neutral publisher)4. Notice that the
distribution of retweeters’ political leanings in Figure 2(A), 2(C) has more density in the right
(liberal leaning) for the low consensus news. On the other hand, the distribution of retweeters’
political leanings in Figure 2(B) has considerably more density in the left (conservative leaning)
for the low consensus news. Importantly, the distribution of retweeters’ political leanings for
high consensus news (purple curve) is more symmetric in all the Figures. Moreover, the mean
of the distribution for high consensus news is close to 0.

Next, we consider 80 low consensus and 80 high consensus news posted by the 10 publishers,
ranging from liberals to neutrals to conservatives: Slate, Salon, New York Times, CNN, AP,
Reuters, Politico, Fox News, Drudge Report, and Breitbart News. For each news post, we
consider a set of its 100 retweeters chosen at random. Figures 2(D), 2(E), 2(F) show the
distribution of the expected political leanings of retweeters of all the low consensus and high
consensus news posted by liberal, conservative, and neutral publishers, respectively. Again,
the distribution of retweeters’ political leanings for high consensus news (purple curve) is more
symmetric, and is centered around 0 in all the Figures. In particular, the distribution of
retweeters’ political leanings for high consensus news posted by neutral publishers has the most
symmetric shape around 0.

We summarize our key observations as follows:
4The PDFs have been empirically estimated using kernel density estimation [10]
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Figure 3: Distribution of political leanings for (A) followers of liberal, conservative, and neutral
publishers, and (B) followers of retweeters of liberal, conservative, and neutral publishers. As
we get farther away from the publishers, the distribution of liberal and conservative followers
becomes significantly more skewed (echo chambers grow larger).

• I. Low consensus news posted by publishers with a specific political leaning (liberal/conservative)
are mostly retweeted by users with similar political leanings (Figures 2(D), 2(E)).

• II. High consensus news posted by publishers with a specific political leaning (liberal/conservative)
are retweeted by users with various political leanings (liberal/conservative/neutral) (Fig-
ures 2(D), 2(E)).

• III. While low and high consensus news posted by neutral publishers spread with lower
disparity among users with different political leanings, high consensus news posted by
neutral publishers have the highest probability to be spread with minimum disparity
among users (Figure 2(F)).

4.2 The Growth of Echo Chambers in Twitter
Next, we investigate how individuals with different political leanings get exposed to high and
low consensus news posted by liberal, conservative, and neutral publishers.

Figure 3(A) depicts the distribution of political leanings for followers (level 1) of liberal, con-
servative, and neutral publishers. We observe that users with conservative or liberal leanings
are mostly exposed to news posted by publishers with the same political leaning (the chamber
effect). Therefore, the distribution of political leaning for followers of liberal and conservative
publishers are skewed to the left and right, respectively. Nevertheless, followers of conservative
publishers has a more skewed distribution. This is resulted from the fact that the conservative
community is denser, and has fewer connections to liberals and neutrals in Twitter (c.f. Table
2). On the other hand, the distribution of political leanings for neutral users is very symmetric
and is centered at 0. Hence, neutral users get similar exposure to liberal and conservative view
points.

Figure 3(B) shows the distribution of political leanings for followers of retweeters (level 2) of
liberal, conservative, and neutral publishers. We observe that while the distribution of political
leanings for followers of retweeters of neutral publishers is symmetric and centered around 0, the
distribution of political leanings for followers of retweeters of liberal or conservative publishers
are extremely skewed. As expected, followers of retweeters of conservative publishers have
a more skewed distribution. Interestingly, the skewness of the distributions for followers of
retweeters (level 2) is much larger compared to the skewness of distributions for followers of
publishers (level 1). This means that echo chambers in level 2 are larger than those in level 1.
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Our experiments show that as we get farther away from the publishers, echo chambers grow
even larger (Figure 7).

We summarize our key observations as follows:

• I. Conservatives and liberals get a biased exposure to the news posted in Twitter, while
neutrals get similar exposure to liberal and conservative view points (Figure 3(A)).

• II. Users who get the news from retweeters get a significantly more biased exposure,
compare to users who get the news from publishers. In other words, as we get farther
away from the news publishers, the echo chambers grow larger (Figure 3(B)).

4.3 Breaking Echo Chambers
To break echo chambers, we aim for all individuals to get similar exposure to news stories.
Our proposed strategy that we hope to break the chamber effect is based on the three key
observations discussed earlier: (1) while low consensus news are more likely to proliferate
amongst the users with a particular political leaning, high consensus news has a much higher
chance of spreading among users with different political leanings; (2) high consensus news posted
by neutral publishers has the lowest disparity for spreading among liberal and conservative
users; and (3) as users get farther away from publishers, they get a more biased exposure to
news. Based on the above observations, we conjecture:

High consensus news posted by neutral users may help to break echo chambers.

High consensus news posted by neutral users achieve high spread with little disparity regarding
political leaning. We confirm our conjecture and show the effectiveness of our proposed strategy
through an extensive set of experiments later in the paper.

In the following section, we first formulate the problem of information diffusion in social net-
works. Then, we discuss the problem of finding a near-optimal set of neutral users to seed
spreading high consensus news and break the echo chamber.

5 Problem Formulation: Information Diffusion
We start by formulating the information diffusion problem to model the spread of news among
individuals with various political leanings in Twitter. We simulate the proliferation of news by
assuming that each user can be a publisher. Then we select a set of users and involve them to
post news. We represent Twitter by a directed graph G = (V , E), where V is the set of nodes and
E is the set of directed edges between the nodes. The nodes in the network are partitioned into
three disjoint groups V = {d,r ,n }, where d,r ,n represent users with liberal, conservative, and
neutral leanings, respectively. A directed edge (v, u) exists if user v follows user u. When users
post tweets, their followers can retweet and spread the tweets in the network. To model spread
of information, e.g. news or tweets in Twitter, two well-known classical diffusion models are
introduced in the literature [38]: (1) Independent Cascade model (IC) and (2) Linear Threshold
(LT) model. In this work, we consider the IC model.

5.1 Independent Cascade model (IC)
In the IC model, information propagates through every edge (v, w) with probability pvw. We
have a set of discrete time steps which we denote with t = {0, 1, 2, · · · }. At t = 0, the initial
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seed set S ⊆ V is activated. At every time step t > 0, a node v ∈ V which was activated at
time t − 1 can activate its inactivated neighbors w with probability pvw. The model assumes
that once a node is activated, it stays active throughout the whole process and each node has
only one chance to activate its neighbors. The described process stops at time t > 0 if no
new node gets activated at this time. We note that the IC model is a stochastic process, in
which a node u can influence its neighbors w based on the Bernoulli distribution with success
probability puw. A possible outcome of the process can be denoted via a set of timestamps
{tv ≥ 0 : v ∈ V}, where tv represents the time at which a node v ∈ V is activated.

5.2 Information Diffusion with Low Disparity
Our goal is to find the smallest seed set of users that when post a tweet, it spreads through at
least a fraction Qp ∈ [0, 1] of liberals (l), conservatives (c), and neutrals (n) in Twitter, where
p ∈ {l, c, n}. We formulate the problem as follows:

min
S⊆

|S| subject to (3)
∑

p∈{l,c,n}
min

(
fp(S), Qp · |p|

)
≥

∑

p∈{l,c,n}
Qp,

where fl(.), fc(.), fn(.) determine the total number users among liberals (l), conservatives (c),
and neutrals (n) that are activated as a result of selecting the seed set S. We call p “saturated"
by S when min

(
fp(S), Qp · |p|

)
= Qp · |p|. When a certain fraction Qp of individuals with a

particular political leaning p are exposed to a news (activated), any new activated individual
with political leaning p cannot further improve the utility. This will give individuals with
different political leanings a higher chance of being exposed to the news.

We note that the utility function, i.e., fp : 2p → Z+, is a non-negative, monotone, submodular
set function [29]. The submodularity is an intuitive notion of diminishing returns, stating that
for any sets A ⊆ A

′ ⊆ V and any node a ∈ V \ A
′ , it holds that:

f(A ∪ {a}) − f(A) ≥ f(A′ ∪ {a}) − f(A′).

Although problem (3) is NP-hard in general [52], for maximizing a submodular function the
following greedy algorithm provides a logarithmic approximation guarantee. The greedy algo-
rithm starts from an empty set, add a new node to the set which provides the maximal marginal
gain in terms of utility, and stops whenever the desired Qp fraction of individuals with political
leaning p are activated.

5.3 Spreading through Neutrals to Break the Chambers
To break the echo chambers we wish individuals with different political leanings to get a similar
exposure to various news. In other works, we assume similar values for Ql, Qc, Qn. Moreover,
the news posted by individuals with neutral leanings have a higher chance of spreading among
individuals with liberal and conservative political leanings. Therefore, to break the echo cham-
bers we aim at finding the smallest subset S ⊆n that when post a news, at least a fraction Qp

of individuals with political leaning p get exposed to the news. Formally, we have

min
S⊆n

|S| subject to (4)
∑

p∈{l,c,n}
min

(
fp(S), Qp · |p|

)
≥

∑

p∈{l,c,n}
Qp.
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Figure 4: The sample graph from the real Twitter data set collected in 2009. Blue, red, and
green nodes indicate users with liberal, conservative, and neutral political leanings.
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Figure 5: Fraction of individuals with liberal, conservative, and neutral political leanings who
are exposed to a high consensus news. Top row shows the result on our Twitter network, and
the bottom row shows the result on the smaller sampled Twitter network. (A), (E) show the
fraction of exposed individuals when the seeds are selected from the entire network by solving
Problem (3). (B), (F) show the fraction of exposed individuals when the seeds are selected from
neutral users by solving Problem (4). (C), (G) compare the fraction of exposed individuals when
the initial seed is selected from the entire network vs. neutrals. (D), (H) compare the disparity
of diffusion when the initial seed set is selected from the entire network vs. neutrals.

6 Experimental Results
In this section we investigate the effect of spreading high consensus news posted by neutral users
among individuals with conservative, liberal, and neutral leanings in Twitter. In particular, we
show that our proposed strategy is very effective in spreading information among individuals
with various political leanings and lowering societal polarization for news consumption. We
first describe our instance of Twitter network. We then explain our experimental setup, and
present our findings.

Twitter Network. Our network is collected from Twitter in September 2009 [3, 13], and
includes: 52 million user profiles, 1.9 billion directed follow links among the users, and 1.7
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billion public tweets posted by the users. In order to obtain a static network, we consider the
tweets published on July 1, 2009, and filter out users that did not tweet before July 1. After
this filtering, we have 70,000 active users. We then extract the strongest connected community,
including 69,687 users and 2,907,026 link between them, yielding 19162, 3449, 47076 nodes with
liberal, conservative, and neutral leanings, respectively. The average degree of network is 41.5.
Figure 4 shows an induced random sample from our final Twitter network.

Sampled Twitter Network. We also created a smaller network by sampling 10% of nodes
uniformly at random from our original Twitter network, and connecting the users if they have
a connection in the original network. The strongest connected community includes 3,753 users
and 6,993 connections with average degree of 1.83. Our sampled Twitter network includes 812
liberals, 186 conservatives, and 2,755 neutrals. Note that the structure of the original Twitter
network is very different than the sampled Twitter network. In particular, the sampled Twitter
network is significantly sparser than the original Twitter network.

Experimental Setup. For a pair of users u ∈i and w ∈j, we calculate the success probability
of activation puw as the expected fraction of users with political leaning j who retweeted news
posted by users with political leaning i. The retweeting probabilities are listed in Table 3.

We apply the greedy algorithm to find a near optimal subset of users that can spread a news
over a certain fraction Ql = Qc = Qn = 0.1 of liberals (l), conservatives (c), and neutrals (n)
in the Twitter network. To evaluate the utility function fp(.) in Problem 3 and Problem 4,
we estimate it by using Monte Carlo sampling [26]. We used 200 samples for this estimation,
which yielded a stable estimation of the utility function.

Note that using equal values for Ql, Qc, Qn in Problem (3), we retrieve the fair influence maxi-
mization formulation proposed by [1]. In our experiments, we compare our proposed strategy
to fair influence maximization.

6.1 Neutrals Can Break Echo Chambers
In our first set of experiments, we apply the greedy algorithm to Problem (3) and Problem (4)
to find the initial set of users to spread news in Twitter. Figure 5 compares the fraction of
individuals with liberal, conservative, and neutral political leanings who got exposed to a high
consensus news spread through an initial seed set obtained by solving Problem (3) vs. Problem
(4). The goal is to expose Qp = 10% of individuals with liberal, conservative, and neutral
leanings to the news. The top row shows the result on our original Twitter network, and the
bottom row shows the result on the smaller sampled Twitter network. Note that the sampled
network is much sparser than the original Twitter network.

Figures 5(A), 5(E) show the fraction of exposed individuals when the seeds are selected from
the entire network by solving Problem (3). Figures 5(B), 5(F) show the fraction of exposed
individuals when the seeds are selected from the users with neutral leanings by solving Problem
(4). We note that as more individuals are added to the initial seed set by the greedy algorithm,
the disparity in the number of exposed users with different political leanings is much smaller
in Figures 5(B), 5(F) compared to Figures 5(A), 5(E). This clearly confirms the effectiveness
of our proposed strategy in breaking the echo chambers.

We note that if we do not take into account the different pattern of diffusion among users of
various political leanings, the neutral users may not be the ones that can maximize the spread
of information. 0
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Retweeters
Liberal Conservative Neutral Sum

P
ub

lis
he

rs Liberal H: 76
L: 104

H: 9
L: 5

H: 32
L: 15

H:117
L:124

Conservative H: 9
L: 10

H: 58
L: 94

H: 18
L: 9

H:87
L:113

Neutral H: 45
L: 49

H: 43
L: 47

H: 43
L: 32

H:131
L:128

Table 4: Average number of retweeting a high and low consensus news post (indicated H and
L in the table) by users from various political leanings. Rows and columns correspond to
publishers and retweeters. For instance, in the first cell (first row and column), liberal users on
average retweets high/low consensus news posts published by liberals publishers 76 times. We
note that news posted by neutrals is retweeted by an even larger number of users, compared to
news posted by liberal or conservative publishers.

6.2 Neutrals Can Spread News Widely
Figures 5(C), 5(G) compare the fraction of exposed individuals when the initial seed is selected
from the entire network vs. neutrals. There are two interesting observations: the initial seeds
selected from neutral users can spread the news even more than users selected from the entire
network. Moreover, as we continue the selection process, selected neutral seeds can spread
the news as well as the seed set selected from the entire network. This interesting observation
confirms the power of neutral users in spreading news in Twitter. As Table 4 depicts, the average
number of retweeting of a tweet posted by liberal, conservative, and neutrals are almost equal.
There is a interesting observation. High consensus tweets posted by neutrals are retweeted
with many democrats and republicans in addition to neutrals. Interestingly, news posted by
neutrals is retweeted by an even larger number of users compared to news posted by liberal or
conservative publishers.

Figure 6(A) shows the number of users selected with liberal, conservative, and neutral leanings
for varying number of seeds selected greedily to solve Problem (3). Figure 6(A) shows the result
on the Twitter network, and Figure 6(B) shows the result on the sampled Twitter network. We
see that in the set of seeds greedily selected from the entire network, the majority of the users
have neutral leanings. This further shows that neutral users are highly effective in spreading
information in Twitter. This is consistent with our initial observation, that the news posted by
neutrals has a higher probability of spreading among users with different political leanings.

6.3 Neutrals Spread News with Low Disparity
Figures 5(D), 5(H) compare the total disparity of diffusion when the initial seed set is selected
from the entire network vs. neutrals. We define the total disparity as the sum of all disparity
(differences) between exposure for each pair of political leanings. Formally, we have: Total
disparity=

∣∣∣∣∣
fl(S)

l

− fc(S)
c

∣∣∣∣∣ +
∣∣∣∣∣
fl(S)

l

− fn(S)
n

∣∣∣∣∣ +
∣∣∣∣∣
fc(S)

c

− fn(S)
n

∣∣∣∣∣ .

We observe that the total disparity is much smaller when the initial seed set is selected from
users with neutral political leanings (Problem (3)) compared to the case when the initial seed
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Figure 6: Number of users selected with liberal, conservative, and neutral leanings for varying
number of seeds selected greedily to solve Problem (3). Figure shows the results on (A) the
Twitter network, and (B) the smaller sampled Twitter network.

set is selected from the entire network (Problem (4)). The difference is larger when the size of
the initial seed set is smaller.

6.4 Echo Chambers Grow Larger over Time
Figure 7 shows the fraction of individuals with various political leanings who got exposed to a
high consensus news during the diffusion process (IC), for varying number of seeds. More pre-
cisely, for a given seed set information diffusion proceeds in discrete time steps t = {0, 1, 2, . . . , }.
Figure 7 compares the fraction of users with various political leanings who received the news in
the first time-step, t = 1, and second time-step t = 2 in our original Twitter network. Figure
7(A) shows the result when the seeds are selected from the entire network, by solving Problem
(3). Figure 7(B) shows the result when the seeds are selected from the users with neutral
political leanings, by solving Problem (4). It can be seen that when seeds are selected from the
entire network, the disparity becomes larger as the diffusion process continues. On the other
hand, the disparity is much smaller when seeds are selected from neutral users.

The above result confirms our observation that the echo chambers grow larger as the diffusion
continues over time. In other words, when the seeds are selected from the entire network,
as the we get farther away from the initial set of seeds, the disparity in the number of users
with different political leanings who are exposed to the news becomes larger. On the other
hand, when diffusion is originated from neutral seeds, users with different political leanings
get exposed to the information at the same time. This is crucial while spreading time-critical
information, such as health-related information or emergency warnings, in the network.

7 Discussion
Since we propose increasing exposure to high consensus news, we would like to check that such
stories carry important information for public discourse. Babaei et al. [4] compared low and
high consensus posts on social media by empirically analyzing their properties. They showed
that both types of posts are equally popular and cover similar topics. We checked this by
analyzing 400 randomly selected posts including examples of high and low consensus news,
along with their sources, number of retweets, replies, and likes. We highlight the following
observations:

I. For both types of news posts, a variety of news sources exists across the ideological
spectrum. Figure 1 also shows several publishers with different political leaning that
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Figure 7: Fraction of users who are exposed to the news from different groups in first and second
time step of propagation process in the Twitter network. (A) Shows the result when seed are
selected from the entire network (Problem 3), (B) shows the result when seed are selected from
neutral users (Problem 4).

posts both types of high and low consensus news.
II. On average, high and low consensus tweets are retweeted 158 and 177 times respectively.

On average high consensus tweets are liked 532 times, whereas, low consensus news are
liked 488 times. Thus, high and low consensus news stories have similar popularity.

III. Galtung and Ruge [20] introduce newsworthiness theory in which they propose several
news factors such as frequency, meaningfulness, continuity, etc. Eilders [18] showed that
these factors impact news’ worthiness. Weber [51] proposes the following hypothesis:
“The news factors of a news item influence the level of participation in commenting in an
article’s comments section”. Weber also noted several other factors, such as having a high
social impact or being controversial, that may attract more comments as participation
[50]. Weber emphasized that if a news story attracts more comments, then it has higher
worthiness. Here we can consider the number of replies as participating comments. On
average, high consensus and low consensus news stories received 100 and 114 replies
(comments), respectively, suggesting that both types of news have similar worthiness.

In summary, we observe that high and low consensus news are similar along multiple dimensions,
including variety of news source, popularity, topic covering, and worthiness.

8 Conclusion
In this work, we studied the diffusion of news in Twitter. We investigated how users with
various political leanings (liberals, conservatives and neutrals) get exposed to low and high
consensus news posted by different publishers (e.g. CNN, FoxNews, etc.). We found that (1)
while low consensus news stories are more likely to proliferate amongst users with a particular
political leaning, high consensus news has a much higher chance of spreading among users with
different political leanings and can reach a greater total number of users; (2) high consensus
news posted by neutral publishers has the lowest disparity for spreading among liberal and
conservative users and reaches the greatest total number of users; and (3) as users get farther
away from the publishers, they get a more biased exposure to the news.

Based on the above observations, we studied the effect of spreading high consensus news through
neutral users on decreasing the disparity in users’ exposure. Our extensive simulation exper-
iments on Twitter showed that our proposed strategy can be highly effective in spreading
information while decreasing the disparity of information across users with differing views.
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While some of our results may appear unsurprising, we believe we are the first to empirically
verify, and theoretically justify, that seeding high consensus news stories with neutral publishers
is superior to other strategies (such as seeding with several publishers from each political leaning,
particularly for a low number of initial seeds, see Fig 5 C) in reaching a large number of users,
who are also diverse across their views. We hope our findings may be helpful for spreading
newsworthy stories broadly and equitably, breaking echo chambers, reducing fragmentation in
online social media, lowering segregation in consumption of important news, and help lead to
a healthier society.
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Abstract. The exploration-exploitation dilemma is a fundamental challenge in decision-
making, inherently present in multi-armed bandit problems. These problems involve an agent
deciding whether to exploit current knowledge for immediate gains or to explore new avenues
for potential long-term benefits. Leveraging the information maximization principle, we devel-
oped a novel and efficient class of bandit algorithms that employs a carefully chosen analytical
approximation of entropy to forecast the information gain of each action and greedily chooses
the one with the highest information gain at each point in time.

Keywords. Learning Theory; Multi-armed bandits; Exploitation and exploration; Information
maximization

1 Contextes
The exploration-exploitation dilemma is a fundamental challenge in decision-making and is
ubiquitous in various fields, from anomaly detection [2] to the modeling of biological search
strategies [14] and human decision-making [1, 3]. It occurs when an agent faces the decision
of using its existing knowledge to maximize short-term gains or seeking new information that
could result in higher long-term benefits.

The multi-armed bandit (MAB) problem is a paradigmatic example that embodies the explore-
exploit tradeoff. The classical MAB model is a simple slot machine game where the goal is
to maximize the payout. As such, the agent is presented with a set of possible actions, or
"arms" to pull, each associated with a probabilistic reward. Since pulling sub-optimal solutions
is costly, MAB algorithms must carefully quantify their exploration time and have to be robust
to noisy inputs. As a direct consequence, this abstract framework finds application across a wide
spectrum of domains, comprising neuroscience [7], clinical trials [15], epidemic control [6], and
reinforcement learning [11], among others. In addition, there is a rich mathematical literature
on algorithms that provide optimal results [12, 8, 13, 4]. Even if these approaches efficiently
utilize currently available information, they do not aim directly to acquire more information.

Information-maximization approaches provide a decision-making strategy where the agent tries
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to maximize their information about one or a set of relevant stochastic variables. The information-
maximizing principle has shown to be efficient in a broad range of domains [14] where decisions
must be made in fluctuating or unknown environments, and its application to classical bandit
settings, coined Infomax [9], has shown promising empirical performance.

As a consequence, we have developed a novel class of algorithms based on this information
maximization principle, focusing on analytical tractability, computational efficiency, and ex-
tensibility, while demonstrating their robustness across a range of priors.

2 Results
Our main contribution is the introduction of a new class of asymptotically optimal algorithms,
denoted AIM, that rely on approximations of a functional representing the current information
of interest about the entire bandit system. More precisely, we choose the entropy of the posterior
distribution of the value of the maximal mean reward. However, because it often cannot be
computed in closed form, we have developed a second, simplified, and analytic functional that
mirrors the entropy.

This analytic result strengthens the information maximization principle by providing novel
algorithms that are analytical, tractable, and computationally efficient, while also preserving
the main advantages of Infomax, a crucial challenge for information methods, as stressed in
[10].

Our resulting algorithms, denoted as AIM, have shown strong empirical performance compared
to state-of-the-art baselines for classic rewards settings, while providing outstanding effective-
ness when facing multiple arms.

Furthermore, for the 2-armed Gaussian rewards case, we demonstrate that AIM attains the Lai
and Robbins bound [5], thereby ensuring optimal guarantees in the infinite horizon setting.

Our work has already led to a first article published in Physical Review E at https://
journals.aps.org/pre/accepted/bd076R7eT24E3e1c71565c369af71607c217fce3d. More re-
cently, a second study, currently under review, which proves the asymptotic optimality of AIM
and addressing its potential generalization to more correlated information structures can be
found at https://arxiv.org/abs/2310.12563.
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Figure 1: (a) Illustration of the multi-armed bandit problem. At each time step t the agent
chooses an action i = At that returns a reward drawn from a distribution of unknown mean
µi. The agent’s goal is to minimize the cumulative regret. (b) Posterior distributions of
bandit values after playing the 2-armed Bernoulli game where ri(t), ni(t) are respectively the
cumulative reward and number of draws of arm i. In blue, the posterior distribution, pθmax , of the
reward of the current best arm. Vertical green and blue lines are the posterior mean rewards
of the suboptimal (denoted θmin) and better empirical arm (θmax). In green, the posterior
distribution, pθmin , of the current suboptimal arm. Infomax algorithm will choose the arm
minimizing the entropy associated to the posterior distribution, pmax, of the maximum reward
of all arms.
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Abstract. This paper explores Text-to-Knowledge Graph (T2KG) construction„ assessing
Zero-Shot Prompting (ZSP), Few-Shot Prompting (FSP), and Fine-Tuning (FT) methods with
Large Language Models (LLMs). Through comprehensive experimentation with Llama2, Mis-
tral, and Starling, we highlight the strengths of FT, emphasize dataset size’s role, and introduce
nuanced evaluation metrics. Promising perspectives include synonym-aware metric refinement,
and data augmentation with LLMs. The study contributes valuable insights to KG construction
methodologies, setting the stage for further advancements.a

Keywords. Text-to-Knowledge Graph; Large Language Models; Zero-Shot Prompting; Few-
Shot Prompting; Fine-Tuning

aOur code at https://github.com/ChristopheCruz/LLM4KGC/

1 Introduction
The term ”knowledge graph” has been around since 1972, but its current definition can be
traced back to Google’s 2012. This was followed by similar announcements from companies
such as Airbnb, Amazon, eBay, Facebook, IBM, LinkedIn, Microsoft, and Uber, among others,
leading to an increase in the adoption of Knowledge graphs(KGs) by various industries. As
a result, academic research in this field has seen a surge in recent years, with an increasing
number of scientific publications on KGs [1]. These graphs utilize a graph-based data model to
effectively manage, integrate, and extract valuable insights from large and diverse datasets [2].

KGs serve as repositories for structured knowledge, organized into a collection of triples, denoted
as KG = (h, r, t) ⊆ E × R × E, where E represents the set of entities, and R represents the
set of relations [1]. Within a graph, nodes represent various levels, entities, or concepts. These
nodes encompass diverse types, including person, book, or city, and are interconnected by
relationships such as located in, lives in, or works with. The essence of a KG emerges when
it incorporates multiple types of relationships rather than being confined to a single type.
The overarching structure of a KG constitutes a network of entities, featuring their semantic
types, properties, and interconnections. Thus, constructing a KG necessitates information
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about entities (along with their types and properties) and the semantic relationships that bind
them. For the extraction of entities and relationships, practitioners often turn to NLP tasks
like Named Entity Recognition (NER), Coreference Resolution (CR), and Relation Extraction
(RE).

KGs play a crucial role in organizing complex information across diverse domains, such as
question answering, recommendations, semantic search, etc. However, the ongoing challenge
persists in constructing them, particularly as the primary sources of knowledge are embedded in
unstructured textual data such as press articles, emails, and scientific journals. This challenge
can be addressed by adopting an information extraction approach, sometimes implemented as a
pipeline. It involves taking textual inputs, processing them using Natural Language Processing
(NLP) techniques, and leveraging the acquired knowledge to construct or enhance the KG.

If we envision the Text-to-Knowledge Graph (T2KG) construction task as a black box, the
input is textual data, and the output is a knowledge graph. Achieving this can be approached
through methods that directly convert text into a graph or by implementing NLP tasks in
two ways: 1) through an information extraction pipeline incorporating the mentioned tasks
independently, or 2) by adopting an end-to-end approach, also known as joint prediction, using
Large Language Models (LLMs) for example. In the realm of LLMs and KGs, their mutual
enhancement is evident. LLMs can assist in the construction of KGs. Conversely, KGs can be
employed to validate outputs from LLMs or provide explanations for them [3]. LLMs can be
adapted to KG construction task (T2KG) through various approaches, such as fine-tuning [4]
(FT), zero-shot prompting [5] (ZSP), or few-shot prompting (FSP) [6] with a limited number
of examples. Each of these approaches has their pros and cons with respect to the performance,
computation resources, training time, domain adaption and training data required.

In-context learning, as discussed by [7], coupled with prompt design, involves telling a model
to execute a new task by presenting it with only a few demonstrations of input-output pairs
during inference. Instruction fine-tuning methods, exemplified by InstructGPT [8] and Rein-
forcement Learning from Human Feedback (RLHF) [9], markedly enhance the model’s ability
to comprehend and follow a diverse range of written instructions. Numerous LLMs have been
introduced in the last year, as highlighted by [3], particularly within the ChatGPT [42] like
models, which includes GPT-3 [10], LLaMA [11], BLOOM [12], PaLM [13], Mistral [14], Star-
ling [18] and Zephyr [16]. These models can be readily repurposed for KG construction from
text by employing a prompt design that incorporates instructions and contextual information.

This study does not entail a comparison with traditional methods of constructing KGs; rather,
it delves into the developments and challenges associated with KG construction methodolo-
gies, and aiming at providing formal evaluation of T2KG task. Specifically, we focus on the
utilization of LLMs, and explore the three approaches mentioned before, Zero-shot, Few-shot
and Fine-tuning (Fig. 1). Each of these approaches addresses specific challenges, contributing
significantly to the evolution of T2KG construction techniques.

The present study is organized as follows, Section 2 presents a comprehensive overview of the
current state-of-the-art approaches for Text to KG (T2KG) Construction. In the Section 3,
we present the general architecture of our proposed implementation (method), with datasets,
metrics, and experiments. Section 4 then encapsulates the findings and discussions, presenting
the culmination of results. Finally, Section 5 critically examines the strengths and limitations
of these techniques.
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2 Background
The current state of research on knowledge graph construction using LLMs is discussed. Three
main approaches are identified: Zero-Shot, Few-Shot, and Fine-Tuning. Each approach has its
own challenges, such as maintaining accuracy without specific training data or ensuring the
robustness of models in diverse real-world scenarios. Evaluation metrics used to assess the
quality of constructed KGs are also discussed, including semantic consistency and linguistic
coherence. This section highlight methods and metrics to construct KGs and evaluate the
result.

The figure 1 illustrates the black box joint prediction of the T2KG construction process using
LLMs. It demonstrates how two French examples on the left are converted into an expected
result (KG) on the right using ZSP, FSP or FT approaches with LLMs.

Figure 1: T2KG Task

2.1 Zero Shot
Zero Shot methods enable KG construction without task-specific training data, leveraging the
inherent capabilities of large language models. [17] introduce an innovative approach using
large language models (LLMs) for knowledge graph construction, employing iterative zero-shot
prompting for scalable and flexible KG construction. [18] evaluate the performance of LLMs,
specifically GPT-4 and ChatGPT, in KG construction and reasoning tasks, introducing the
Virtual Knowledge Extraction task and the VINE dataset, but they do not take into account
open sourced LLMs as LLaMA [11]. [19] assess ChatGPT’s abilities in information extraction
tasks, identifying overconfidence as an issue and releasing annotated datasets. [20] tackle zero-
shot information extraction using ChatGPT, achieving impressive results in entity relation
triple extraction. [21] propose a method for Knowledge Graph Construction (KGC) using an
analogy-based approach, demonstrating superior performance on Wikidata. [22] address the
limitations of existing generative knowledge graph construction methods by leveraging large
generative language models trained on structured data. The most of these approaches having
the same limitation, which is the use of closed and huge LLMs as ChatGPT or GPT4 for this
task. Challenges in this area include maintaining accuracy without specific training data and
addressing nuanced relationships between entities in untrained domains.
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2.2 Few Shot
Few Shot methods focus on constructing KGs with limited training examples, aiming to achieve
accurate knowledge representation with minimal data. [6] introduce PiVe, a framework enhanc-
ing the graph-based generative capabilities of LLMs, and the authors create a verifier which is
responsable to verifie the results of LLMs with multi-iteration type. [23] explore the potential
of LLMs for knowledge graph completion, treating triples as text sequences and utilizing LLM
responses for predictions. [24] automate the process of generating structured knowledge graphs
from natural language text using foundation models. [25] present OpenBG, an open business
knowledge graph derived from Alibaba Group, containing 2.6 billion triples with over 88 mil-
lion entities. [26] explore the integration of LLMs with semantic technologies for reasoning and
inference. [27] investigate LLMs’ application in relation labeling for e-commerce Knowledge
Graphs (KGs). As ZSP approaches, FSP approaches use closed and huge LLMs as ChatGPT
or GPT4 [42] for this task. Challenges in this area include achieving high accuracy with minimal
training data and ensuring the robustness of models in diverse real-world scenarios.

2.3 Fine-Tuning
Fine-Tuning methods involve adapting pre-trained language models to specific knowledge do-
mains, enhancing their capabilities for constructing KGs tailored to particular contexts. [4]
present a case study automating KG construction for compliance using BERT-based models.
This study emphasizes the importance of machine learning models in interpreting rules for
compliance automation. [28] propose an approach for knowledge extraction and analysis from
biomedical clinical notes, utilizing the BERT model and a Conditional Random Field layer,
showcasing the effectiveness of leveraging BERT models for structured biomedical knowledge
graphs. [29] propose Knowledge Graph-Enhanced Large Language Models (KGLLMs), en-
hancing LLMs with KGs for improved factual reasoning capabilities. These approaches that
applied FT, they do not use new generations of LLMs, specially, decoder only LLMs as Llama,
and Mistral. Challenges in this domain include ensuring the scalability, interpretability, and
robustness of fine-tuned models across diverse knowledge domains.

2.4 Evaluation metrics
As we employ LLMs to construct KGs, and given that LLMs function as Natural Language
Generation (NLG) models, it becomes imperative to discuss NLG criteria. In NLG, two criteria
[30] are used to assess the quality of the produced answers (triples in our context).

The first criterion is semantic consistency or Semantic Fidelity which quantifies the fidelity of
the data produced against the input data. The most common indicators are :

• Hallucination: It is manifested by the Presence of information (facts) in the generated
text that is absent in the input data. In our scenario, hallucination exists if the generated
triples (GT) contain triples not present in the ground truth triples (ET) (T in GT and
not in ET);

• Omission: It is manifested by the omission of one of the pieces of information (facts) in
the generated text. In our case, omission occurs if a triple is present in ET but not in GT;

• Redundancy: This is manifested by the repetition of information in the generated text.
In our case, the redundancy exists if a triple appears more than once in GT;
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• Accuracy: The lack of accuracy is manifested by the modification of information such
as the inversion of the subject and the direct object complement in the generated text.
Accuracy increases if there is an exact match between ET and GT. ;

• Ordering: It occurs when the sequence of information is different from the input data.
In our case, the ordering of GT is not consider.

The second criterion is linguistic coherence or Output Fluency to evaluate the fluidity of the
text and the linguistic constructions of the generated text, the segmentation of the text into
different sentences, the use of anaphoric pronouns to reference entities and to have linguistically
correct sentences. However, in our evaluation, we do not take into account the second criterion.

In their experiments, [3] calculated three hallucination metrics - subject hallucination, relation
hallucination, and object hallucination - using certain preprocessing steps such as stemming.
They used the ground truth ontology alongside the ground truth test sentence to determine if
an entity or relation is present in the text. However, a limitation could arise when there is a
disparity in entities or relations between the ground truth ontology and the ground truth test
sentence. If the generated triples contain entities or relations not present in the ground truth
text, even if they exist in the ground truth ontology, it will be considered a hallucination.

The authors of [6] evaluate their experiments using several evaluation metrics, including Triple
Match F1 (T-F1), Graph Match F1 (G-F1), G-BERTScore (G-BS) from [36] and Graph Edit
Distance (GED) from [37]. The GED metric measures the distance between the predicted graph
and the ground-truth graph, which is equivalent to computing the number of edit operations
(addition, deletion, or replacement of nodes and edges) needed to transform the predicted graph
into a graph that is identical to the ground-truth graph, but it does not provide a specific path
for these operations to calculate the exact number of operations. To adhere with semantic
consistency criterion, we use the terms "omission" and "hallucination" in place of "addition" and
"deletion," respectively.

3 Propositions
This section describes our approach to evaluate the quality of generated KGs. We explain how
we use evaluation metrics such as T-F1, G-F1, G-BS, GED, Bleu-F1 [38] and ROUGE-F1 [39]
to assess the quality of the generated KGs in comparison to ground-truth KGs. Additionally,
we discuss the use of Optimal Edit Paths (OEP) metric 1 to determine the precise number of
operations required to transform the predicted graph into an identical representation of the
ground-truth graph. This metric serves as a basis for calculating omissions and hallucinations
in the generated graphs. We employ examples from the WebNLG+2020 dataset [40] for testing
with ZSP and FSP techniques. Additionally, we utilize the training dataset of WebNLG+2020
to train LLMs using the FT technique. Subsequent subsections delve into a detailed discussion
of each phase.

1NetworkX - optimal edit paths : https://networkx.org/documentation/stable/index.html
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Figure 2: Overall experimentation’s process

3.1 Overall experimentation’s process
We leverage the WebNLG+2020 dataset, specifically the version curated by [6]. Their prepa-
ration of graphs in lists of triples proves beneficial for evaluation purposes. We utilize these
lists and employ NetworkX [41] to transform them back into graphs, facilitating evaluations on
the resultant graphs. This step is instrumental in performing ZSP, FSP, and FT LLMs on this
dataset.

The figure 2 illustrates the different stages of our experimentation process, including data
preparation, model selection, training, validation, and evaluation. The process begins with data
preparation, where the WEBNLG dataset is preprocessed and split into training, validation,
and test sets. Next, the learning type is selected, and different models are trained using the
training set. The trained models are then evaluated on the validation set to evaluate their
performance. Finally, the best-performing model is selected and validated on the test set to
estimate its generalization ability.

3.2 Prompting learning
During this phase, we employ the ZSP and FSP techniques on LLMs to evaluate their profi-
ciency in extracting triples (e.g. construction of the KG). The application of these techniques
involves merging examples from the test dataset of WebNLG+2020 with our adapted prompt.
Our prompt is strategically modified to provide contextual guidance to the LLMs, facilitating
the effective extraction of triples, without the inclusion of a support ontology description, as
demonstrated in [3]. The specific prompts used for ZSP and FSP are illustrated in Fig 3(a)
and Fig 3(b),

In our approach for ZSP, we began with the methodology outlined in [6], initiating our prompt
with the directive "Transform the text into a semantic graph." However, we enhanced this
prompt by incorporating additional sentences tailored for our LLMs, as illustrated in Fig 3.(a).

For FSP, we executed 7-shots learning. The rationale behind employing 7-shots learning lies in
the fact that the maximum KG size in WebNLG+2020 is 7 triples. Consequently, we fed our
prompt with 7 examples of varying sizes; example 1 with size 1, example 2 with size 2, example
3 with size 3, and so forth. In Figure 3-b, we depict a prompt containing two examples.

To demonstrate the efficacy of our refined prompt (including additional sentences), we con-
ducted zero-shot experiments on ChatGPT [42], comparing the outcomes with those of [6].
Our results consistently reveal that our prompt yields more coherent answers in terms of struc-
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Figure 3: Prompting examples

ture.

3.3 Finetuning
If the initial results from the ZSP and FSP on LLMs prove reasonable, we proceed to the FT
phase. This phase aims to provide the LLMs with a more specific context and knowledge related
to the task of extracting triples within the domains covered by the WebNLG+2020 dataset.
Using the example "a)" illustrated in Fig 3, we passe in the FT prompt, at once for each line of
the training dataset, the input text and the corresponding KG (the list of triples). To do this
phase (FT), we employ QLoRA [31], a methodology that integrates quantization [32] and Low-
Rank Adapters (LoRA) [33]. The LLM is loaded with 4-bit precision using bitsandbytes [34],
and the training process incorporates LoRA through the PEFT library (Parameter-Efficient
Fine-Tuning) [35] provided by Hugging Face.

3.4 Postprocessing
Given our focus on KG construction, our evaluation process involves assessing the generated
KGs against ground-truth KGs. To facilitate this evaluation, we take a cleaning process for the
LLMs output. This involves transforming the graphs generated by LLMs into organized lists
of triples, subsequently transferred to textual documents.

The transformation is executed through rule-based processing. This step is applied to remove
corrupted text (outside the lists of triples) from the whole text generated by LLMs in the
preceding step. The output is then presented in a list of lists of triples format, optimizing our
evaluation process. This approach proves especially effective when calculating metrics such as
G-F1, GED, and OEP, as we will see in more detail in 3.5

A potential problem arises when instructing LLMs to produce lists of triples (KGs), as there
may be instances where the generated text lacks the desired structure. In such cases, we
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address this issue by substituting the generated text with an empty list of triples, represented
as ’[["","",""]]’, allowing us to effectively evaluate omissions. However, this approach tends to
underestimate hallucinations compared to the actual occurrences.

3.5 Experiment’s evaluation
For assessing the quality of the generated graphs in comparison to ground-truth graphs, we
adopt evaluation metrics as employed in [6]. These metrics encompass T-F1, G-F1, G-BS [36],
and GED [37]. Additionally, we incorporate the Optimal Edit Paths (OEP) metric, a tool
aiding in the calculation of omissions and hallucinations within the generated graphs.

Our evaluation procedure aligns with the methodology outlined in [6], particularly in the com-
putation of GED and G-F1. This involves constructing directed graphs from lists of triples,
referred to as linearized graphs, utilizing NetworkX [41].

In contrast to [3], our methodology diverges by not relying on the ground truth test sentence
of an ontology. As previously mentioned, we opt for a distinct approach wherein we assess
omissions and hallucinations in the generated graphs using the OEP metric. Unlike the global
edit distance provided by GED, OEP gives the precise path of the edit, enabling the exact
quantification of omissions and hallucinations, either in absolute terms or as a percentage
across the entire test dataset.

For example, in the illustrated nodes path labeled ’a)’ in Fig 4-(b), we observe 2 omissions,
while the edges path in Fig 4-(a) exhibits 1 hallucination. In our evaluation, the criterion for
incrementing the global hallucination metric for all graphs is set at finding >=1 hallucinations
or 1 omission in a generated graph. This approach ensures a comprehensive assessment of the
presence of omissions and hallucinations across the entirety of the generated graphs.

Figure 4: Results examples

As mentioned earlier, the evaluation of the three methods is conducted using examples sourced
from the test dataset of WebNLG+2020. The primary goal is to enhance G-F1, T-F1, G-BS,
Bleu-F1, and ROUGE-F1 metrics, while reducing GED, Hallucination, and Omission.
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4 Experiments
This section provides insights into the LLMs utilized in our study for ZSP, FSP, or FT, followed
by the presentation of our experimental results.

In this section, we provide a brief overview of the LLMs utilized in our experiments. Our
selection criteria focused on employing small, open-source, and easily accessible LLMs. All
models were sourced from the HuggingFace platform2

• Llama 2 [43] is a collection of pretrained and fine-tuned generative text models ranging
in scale from 7 billion to 70 billion parameters. In our experiments, we deploy the 7B
and 13B pretrained models, which have been converted to the Hugging Face Transformers
format.

• Introduced by [14], Mistral-7B-v0.1 is a pretrained generative text model featuring 7
billion parameters. Notably, Mistral-7B-v0.1 exhibits superior performance to Llama 2
13B across all benchmark tests in their experiments.

• In the work presented by [18], Starling-7B is introduced as an open LLM trained through
Reinforcement Learning from AI Feedback (RLAIF). This model leverages the GPT-4
labeled ranking dataset, berkeley-nest/Nectar, and employs a novel reward training and
policy tuning pipeline.

In our review of the state-of-the-art, we observed that, apart from [3], which incorporates
hallucination evaluation in their experiments, other studies primarily focus on metrics such as
precision, recall, F1 score, triple matching, or graph matching. In our approach to evaluating
experiments, we consider also hallucination and omission through a linguistic lens.

Upon examining Table 1, we observe the superior performance of the FT method compared to
ZSP and FSP for the T2KG construction task. Of particular interest is the finding that, with the
exception of Llama2-7b, applying ZSP to the fine-tuned Llama2-7b results in worse performance
than FSP on the original Llama2-7b. Overall, this table provides a clear visualization of
the relative performance of each method, highlighting the strengths and limitations of each
approach for T2KG construction.

Furthermore, it is evident that better results are achieved by providing more examples (more
shots) to the same model, whether original or fine-tuned. The results underscore the positive
correlation between the quantity of examples and the model’s performance. Comparing the fine-
tuned Mistral and fine-tuned Starling, they exhibit similar performance when given 7 shots,
surpassing the two Llama2 models by a significant margin. The standout performer with ZSP
on the fine-tuned LLM is Mistral, showcasing a considerable lead over other LLMs, including
Starling. To corroborate these findings, future versions of our study plan to assess our fine-tuned
models using an alternative dataset with diverse domains.

As depicted in Figure 2, Hall. represents Hallucinations, while Omis. denotes Omissions.

Taking into account our strategy of introducing an empty graph when LLMs fail to produce
triples, we note that even with LLama2-13b with ZSP exhibiting the least favorable results
across all metrics, it displays minimal hallucinations. Nonetheless, it’s crucial to recognize that
the model with the fewest hallucinations may not necessarily be the most suitable choice. To
overcome this limitation in our evaluation metric, we aim to improve it by considering the

2Hugging Face: https://huggingface.co/
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Table 1: Comparison of performance metrics and models

Model | Metric G-F1 T-F1 G-BS GED F1-Bleu F1-Rouge Hall. Omis.
PiVE 14.00 18.57 89.82 11.22 - - - -

Mistral-0 2.30 0.00 77.87 15.93 54.97 55.15 20.63 31.48
Mistral-7 18.72 28.44 87.54 10.13 55.09 63.94 17.88 21.14

Mistral-FT-0 31.93 44.08 86.89 8.25 63.88 69.08 13.55 18.27
Mistral-FT-7 34.68 49.11 91.99 6.69 71.78 77.43 15.01 14.45

Starling-0 5.23 7.83 86.29 13.35 34.64 14.61 17.48 33.24
Starling-7 21.30 33.77 90.41 8.96 60.47 69.34 17.31 14.61

Starling-FT-0 21.47 28.29 72.86 11.87 44.07 47.69 10.17 42.78
Starling-FT-7 35.69 48.49 91.95 6.60 71.51 76.67 11.35 18.27
Llama2-7b-0 0.00 0.46 54.20 18.29 20.23 17.98 4.83 81.53
Llama2-7b-7 11.80 20.88 82.78 12.66 45.48 54.29 20.74 30.02

Llama2-7b-FT-0 3.82 15.41 59.19 15.78 16.82 17.95 6.07 79.20
Llama2-7b-FT-7 18.77 32.63 87.19 10.16 58.48 66.35 25.24 18.66

Llama2-13b-0 0.00 0.79 57.42 17.79 20.50 18.23 4.78 81.23
Llama2-13b-7 13.49 23.99 84.89 11.59 50.18 58.71 26.36 19.06

Llama2-13b-FT-0 20.52 32.18 75.88 11.38 46.53 50.78 11.64 39.63
Llama2-13b-FT-7 23.55 37.29 88.77 8.94 63.26 70.12 23.55 16.19

prevalence of empty graphs in the generated results before assessing them against ground truth
graphs.

The G-BS consistently remains high, indicating that LLMs frequently generate text with words
(entities or relations) very similar to those in the ground truth graphs. Among the models,
the finetuned Starling with 7 shots achieves the highest G-F1, which focuses on the entirety of
the graph and evaluates how many graphs are exactly produced the same, suggesting that it
accurately generates approximately 36% of graphs identical to the ground truth. For various
metrics, the finetuned Mistral with 7 shots performs exceptionally well, particularly in T-F1,
where F1 scores are computed for all test samples and averaged for the final Triple Match F1
score. Additionally, it excels in metrics such as "Omis.," F1-Bleu, and F1-Rouge. F1-Bleu and
F1-Rouge represent n-gram-based metrics encompassing precision (Bleu), recall (Rouge), and
F-score (Bleu and Rouge). These metric could potentially yield even better results if synonyms
of entities or relations are considered as exact matches.

The authors in [6] conduct evaluations using WebNLG+2020. Consequently, we adopt their
approach (PiVE) as a baseline for comparison with our experiments. Upon analyzing the
results, it becomes evident that nearly all fine-tuned LLMs outperform PiVE, which is applied
on both ChatGPT and GPT-4 as mentioned before.

5 Conclusion and perspectives
This study delves into the Text-to-Knowledge Graph (T2KG) construction task, exploring the
efficacy of three distinct approaches: Zero-Shot Prompting (ZSP), Few-Shot Prompting (FSP),
and Fine-Tuning (FT) of Large Language Models (LLMs). Our comprehensive experimentation,
employing models such as Llama2, Mistral, and Starling, sheds light on the strengths and
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limitations of each approach. The results demonstrate the remarkable performance of the
FT method, particularly when compared to ZSP and FSP across various models. Notably,
the fine-tuned Llama2-7b with ZSP gaved worst results than FSP with the original Llama2.
Additionally, the positive correlation between the quantity of examples and model performance
underscores the significance of dataset size in training. An essential part of our study involves
the evaluation metrics employed to assess the generated graphs. Particularly, we introduced
nuanced considerations for refining these metrics to measuring hallucination and omission in
the generated graphs, offering valuable insights into the fidelity of the constructed knowledge
graphs.

Looking forward, there are promising perspectives for further enhancement. One is to involve
refining evaluation metrics to accommodate synonyms of entities or relations in generated
graphs, employing advanced methods or tools for synonym detection. Furthermore, leveraging
LLMs for data augmentation in the T2KG construction task shows promise. Notably, during
experimentation, LLMs, particularly Starling, exhibited the ability to provide continuity in
generated results for T2KG, proposing texts alongside corresponding KGs (triples).
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Abstract. Modular Soft Robots (MSRs) are ensembles of elastic modules which achieve
movement through their synergy of contractions and expansions. The inherent complexity of
the dynamics of MSRs poses challenges in hand-crafting effective controllers for task execution.
While Artificial Neural Networks (ANNs) have often been employed to this end, they lack
transparency, preventing understanding the agent’s inner functionality and problem-solving
strategy. To tackle this issue, we propose to adopt interpretable controllers, in the form of
graphs, to be optimized with Graph-based Genetic Programming (GGP). This methodology
enables the optimization of effective controllers, which can also facilitate gaining insights into
information flow and decision-making processes within MSRs. From preliminary experiments,
we find our approach feasible and promising.

Keywords. Interpretability; Modular Soft Robots; Collective Intelligence.

1 Introduction
Modular Soft Robots (MSRs) have garnered significant attention in recent years due to their
remarkable versatility and potential applications. Their softness confers them compliance and
adaptability, allowing them to navigate challenging environments and undertake tasks that
conventional rigid robots struggle with, e.g., exploration in confined spaces [2]. However, unlike
their rigid counterparts, the complex dynamics of MSRs makes them more challenging to study
and optimize.

Traditional approaches to MSRs control include open-loop controllers [5], which lack adapt-
ability to dynamic environments, and various types of Artificial Neural Networks (ANNs),
which can achieve more sophisticated behaviors [13]. Recent advancements have also explored
distributed control strategies leveraging the collective intelligence of multiple ANNs within the
robot [14], even removing the communication requirements among modules [15]. However, while
ANN-based control offers greater flexibility, it lacks transparency. Namely, the combination of
the complex body dynamics of MSRs with an opaque controller makes it nearly impossible to
understand and interpret the processes occurring within the agent.

Therefore, achieving interpretability in the control of MSRs presents a significant endeavor. The
notion of interpretability per se is often highly subjective and elusive [7, 12], especially when it
involves control systems [16, 11], due to the intrinsic dynamics of the agent-environment sys-
tem. Nevertheless, employing symbolic expressions or graph representations in controllers, can
undoubtedly facilitate the understanding of causal relationships among variables and elucidate
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information flow within the system [15, 8], ultimately enabling insights into the dynamics and
the decision-making processes of MSRs.

Thus, we propose a novel approach for achieving interpretable control of MSRs, based on
graphs. Building upon insights from our previous work [11], we aim to leverage Graph-based
Genetic Programming (GGP) for optimizing controllers in the form of graphs. Graph-based
controllers promise to be not only effective at guiding the MSR towards the achievement of a
task, but also directly understandable with simple analyses. Ultimately, with this proposition
we seek to elucidate the dynamics governing MSRs when accomplishing various tasks.

2 Background
Modular Soft Robots. MSRs represent a paradigm of robots comprising an agglomerate of
modules interconnected to form a flexible structure [5]. These robots achieve motion through
the coordinated actuation of their constituent modules. To facilitate research and development,
numerous MSR simulators have been developed [6, 9, 1].

We consider EvoGym [1], a 2D discrete-time simulator, which models MSRs as composed by
four main types of modules, each modeling distinct material properties: rigid inactive, soft
inactive, horizontal actuator, and vertical actuator. The arrangement of these modules within
the robot’s body, represented as a spatial 2D grid, defines its morphology. In addition to their
physical structure, MSRs are equipped with sensors that vary according to the task at hand and
are necessary to provide information about the robot itself and its surrounding environment.
The control of MSR behavior is dictated by a controller, which relies on sensor information to
compute values for all actuators within the robot’s body.

MSRs can be designed and optimized to perform a wide range of tasks, from simple locomotion
to object manipulation. These tasks are defined by specific objectives, with rewards provided
to promote behaviors that lead to their successful completion.

Graph-based Genetic Programming. GGP represents an evolutionary optimization tech-
nique for functional/program graphs inspired by natural evolution [4]. In evolutionary opti-
mization, a population of candidate solutions undergoes iterative refinement through processes
of selection, crossover, and mutation to produce increasingly fit individuals [3]. Each candidate
solution is represented by a genotype, which encodes its genetic information, and a pheno-
type, which represents its observable characteristics. The fitness of each individual is evaluated
based on its performance in solving a specific problem, with the goal of finding the most suitable
solution.

One popular variant of GGP is Cartesian Genetic Programming (CGP), which encodes graphs
as grids of nodes in a Cartesian plane [10]. Every node represents a function, which can use
either the outputs of the nodes of the previous layers or the nin inputs as arguments. The final
outputs are collected from the outputs of nout selected nodes.

The genotype of a CGP graph is a sequence of integers indicating, for each node, the inputs
positions and the function to be applied to them. Moreover, the genotype also indicates the
nodes to be used as output nodes. Thanks to the indirect encoding, optimization can be
performed with standard Evolutionary Algorithms (EAs) suitable for evolving integer strings.
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Figure 1: Fitness during the optimization (left) and the simulated MSR (right). In 1b, the
color of each of the five modules represents the actuation (i.e., contraction): the darker, the
more contracted.

3 Preliminary evaluation
To test the feasibility of our proposition, we conducted a preliminary experimental analysis.
We considered the MSR depicted in Figure 1b, and optimized a graph controller with CGP for
the task of locomotion on a flat terrain. As inputs to the graph we employed the sensors of the
robot, while we fed the graph output to the 5 actuation modules (the chosen MSR only has
horizontal actuation modules). We conducted optimization with a standard Genetic Algorithm
(GA) with a population of 100 individuals, for 2 000 generations. As fitness we considered the
total displacement along the x-axis, to promote the locomotion behavior.

We report our preliminary results in Figure 1a, where we show the progression of fitness over
generations, in terms of median and inter-quartile range (across 5 independent runs). From the
plot we can confirm the effectiveness of our method, as the fitness increases over evolutionary
time, i.e., optimization is occurring. However, from a brief comparison with the ANN results
from the literature our results fall behind. This descends from two main points: (1) graphs
are naturally less expressive than ANNs due to their fewer parameters, and (2) the discrete
representation of CGP is more prone to converge to local optima because of the complex fitness
landscape induced by the MSRs dynamics—a similar observation has been made also in [8] for
a different discrete representation.

Final remarks. These results constitute a proof-of-concept, yet call for more in-depth re-
search on the topic. Moreover, we have not yet analyzed systematically the computation graph
within the MSR, which shall be the core part of our future studies on the subject to investigate
the processes underlying the behavior of MSRs.
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Abstract. This study explores the strategic dynamics within interconnected systems by in-
tegrating game theory with complex networks. It presents a static zero-sum game model to
analyze attack and defense strategies in such networks. Investigating three strategies for attack-
ers and defenders—random, degree centrality, and betweenness centrality—the study examines
Nash equilibrium under equal resource assumptions. Analyzing the payoff matrix and players’
responses identifies the dominant strategy as combining random attacks and betweenness-based
defenses.

Keywords. Game theory; Complex networks; Attacker-defender game; Attack and defense
strategies; Nash equilibrium

1 Introduction
The emergence of attack-defense games provides a strategic perspective for evaluating com-
plex network security. Previous studies have explored these games extensively, focusing on
achieving Nash Equilibrium, where players employ optimal strategies. For example, one study
introduced a zero-sum game model to understand network robustness during attacker-defender
confrontations[8]. Other studies proposed a game model considering network topology and
system performance, analyzing interactions with limited budgets and targeted strategies [6][7].
This study extends this research by introducing novel defense strategies based on alternative
centrality measures [11, 12, 13]. It shows that prioritizing nodes with high betweenness cen-
trality offers an effective defense strategy against random attacks.

The game model assumes the presence of an attacker and a defender. It is a one-shot game,
meaning players make their decisions simultaneously without knowing each other’s choices. The
model is based on two assumptions. The first is decision-maker rationality, which implies that
players decide based on their interests and seek to maximize their payoffs. The second is their
knowledge of each other’s strategies, which means that players have perfect knowledge of the
network and other players’ strategies.

For the attacker, V A is the set of attacked nodes, with V A ⊆ V . θA is the attack range
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parameter, with θA = |V A|
N

. X is an attack strategy, with X ∈ SA = [x1, x2, ..., xN ], where SA

is the set of attack strategies. xi is a binary variable for each node in the network. xi = 1 if
the corresponding node vi is selected as the target of an attack (vi ∈ V A) and xi = 0 otherwise.
We obtain θA = 1

N

∑N
i=1 xi. N is the number of nodes of the graph.

For the defender, one replaces A by D and X par Y. For example, Y is an defense strategy,
with Y ∈ SD = [y1, y2, ..., yN ].

The payoff is defined as the reduction in network performance caused by the attack. In the
attacker-defender game, it is important to note that both players move simultaneously without
knowing each other’s decisions. A node vi is removed when attacked and not defended (xi = 1
and yi = 0). The removed nodes are denoted V̂ , where V̂ ⊆ V . The network after removing
vulnerable nodes is denoted Ĝ, with Ĝ = (V − V̂ , Ê), and we have V̂ = V A − V A ∩ V D.
The performance measure function Γ(G) is used in the study to evaluate network performance
under different attack and defense strategies. It is defined as the size of the largest connected
component of the network G after removing attacked but undefended nodes. The attacker’s
payoff is defined as follows:

UA(X, Y ) = Γ(G) − Γ(Ĝ)
Γ(G) ∈ [0, 1] (1)

Γ(G) is the network’s performance before the attack, and Γ(Ĝ) is the network’s performance
after the attack. The sum of the attacker’s and defender’s payoffs is always equal to zero, as
the game is a zero-sum game. UD(X, Y ) represents the defender’s payoff.

UA(X, Y ) + UD(X, Y ) = 0 (2)

2 Experimental Results
We examine the air transport network described in [2]. We assume that both players have
an equal capacity to attack and defend nodes (θA = θD). Therefore, if both players choose
the same targeted strategy, all attacked nodes are defended, resulting in zero payoffs. The
strategies for attack and defense can either be random or targeted. Targeted strategies are
centrality-based, with nodes prioritized in descending centrality order.

Figure 1 (left) depicts the attacker’s payoffs as a function of the attack (defense) scope param-
eter, θ, when different profiles of targeted strategies compete. Neither player has a dominant
strategy, so only one mixed-strategy Nash equilibrium exists. When θ ≤ 0.5, the gain of the
Betweenness attack against the Degree defense is greater than that of the Degree attack against
the Betweenness defense. Thus, attack and defense strategies based on the Betweenness are
better than those based on Degree. On the other hand, when θ > 0.5, the gain of the Between-
ness attack against the Degree defense is equal to that of the attack-based Degree against the
Betweenness defense. This means that attack and defense strategies based on the Betweenness
give equivalent gain to Degree attack. In other words, when the proportion of airports to be
attacked is high, the hubs are similar in the two strategies. However, with a limited budget
for nodes and given the centrality anomaly [4] in the global air transport network, the hubs
resulting from the two strategies differ. In addition, nodes with a very high Betweenness tend
to connect distinct groups of nodes. Thus, neglecting to protect these critical nodes could
potentially compromise the integrity of the network’s giant component.
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Figure 1: Left): The payoffs of the attacker as a function of the attack (defense) range parameter
θ when Degree and Betweenness strategies clash in the global air network. On the x-axis, we
represent the values of the attack (defense) range parameter θ, and on the y-axis the attacker’s
payoffs. DAS means Degree Attack Strategy, and BDS means Betweenness Defense Strategy.
Right): Graph of pure strategy Nash equilibrium in the global airport network. On the x-axis,
we represent attack resources θA, and on the y-axis, defense resources θD. Each tile represents
an equilibrium strategy. The legend on the right shows the different game balances and the
corresponding colors. RAS and RDS mean, respectively, Random Attack Strategy and Random
Defense Strategy.

When analyzing conflicts between the random and targeted strategies (Degree or Betweenness).
The attacker gains as a function of the attack (defense) range parameter θ when different
targeted strategy profiles confront the random strategy in the global air network shows that
the Degree or Betweenness attack against the random defense strategy gives a better gain
than the random attack strategy against the random defense strategy which itself provides a
better gain than the random attack strategy against the Degree or the Betweenness defense.
So there is a Nash equilibrium in pure strategy (random attack, Degree defense) or (random
attack,Betweenness defense).

In the following, we consider the game’s three typical strategies. Figures 1 (right), show the
pure strategy Nash equilibrium of the game in the different networks when attack resource
θA and defense resource θD are different. In real-world attack scenarios, attack and defense
resources are unlikely to be equal. The primary Nash equilibrium occurs when the attacker
employs a random attack strategy while the defender safeguards nodes with high betweenness.
Following this equilibrium, the subsequent dominant Nash equilibrium emerges when the at-
tacker selects airports arbitrarily, and the defender prioritizes the protection of airports with
high degrees. In more detail, whether θA ≥ 0.1 and θD = 0.05, the attacker chooses the attack-
based Betweenness, and the defender also chooses the defense Strategy Based on Betweenness.
On the other hand, when θA ≥ 0.5, and θD = 0.05, the attacker chooses the Degree-based
attack, and the defender maintains the nodes with the high Betweenness. There are also sit-
uations where we can have several Nash equilibria in pure strategy. Indeed, when θA > θD,
the defender chooses the airports with high Betweenness and the attacker chooses the nodes
randomly. When θA < θD, the defender chooses the defense-based Degree or the defense-based
Betweenness, and the attacker chooses the random attack strategy.
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3 Conclusion
This work analyzes attack and defense strategies in complex networks where attackers and
defenders have equal resources. It shows that targeted attacks focusing on betweenness cen-
trality are more effective than those with degree centrality, primarily when targeting only a
few nodes. The analysis identifies critical strategies for both attackers and defenders, high-
lighting how differences in their available resources affect their equilibrium strategies. Future
research will evaluate additional strategies based on different centrality measures [1, 5, 10]and
networks[9, 3, 9]. Furthermore, we plan examining Nash equilibrium in mixed strategies.
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Abstract. We present an application of a recently introduced information-theoretic com-
plexity measure for predicting the impact which obstacles to swarm communication have on
swarm performance in the collective perceptual discrimination task. Our formalism is built
on the notion of Empowerment – a task-independent, universal and generic utility function,
which characterizes the level of perceivable control an embodied agent has over its environment.
We conducted series of simulations with an empowerment model of the collective perception
scenario, including simple communication obstacles of the same size and shape placed in vary-
ing positions and/or orientations in one particular environmental pattern used previously for
assessing collective decision-making. The results indicate the potential detrimental impact com-
munication disruptions in particular locations of the arena could have on swarm performance,
while suggesting no effect when the same obstacles are placed elsewhere. Such analysis could
provide a characterization of critical spots in the arena for a given environmental pattern.

Keywords. Information theory; Complexity measures; Swarm robotics; Collective perception;
Empowerment

1 Introduction
Swarm robotics studies multi-robot systems in which each robot has its own controller, percep-
tion is local and communication is based on spatial proximity [11]. The group-level response
emerges from a self-organisation process [5], based on the interaction between the robots and
their physical environment. However, the autonomous nature of this process poses a challenge
for designers, since it is notoriously difficult to infer which set of individual actions leads to
the emergence of a desired collective response. Moreover, traditional design methods lack the
ability to tackle problems and swarms of increasing complexity in uncertain and unpredictable
environments. Real-world contexts may include unexpected obstacles of different size, shape,
position and orientation that affect the unrestricted movement and/or the effective communi-
cation of the swarm. This further intensifies the need for fundamental and generic automated
methodologies for modulating collective behaviour, with the potential to circumvent tedious
trial-and-error model tuning. Generic theoretic measures of behavioural diversity could facil-
itate the assessment of the interactions and trade-offs between individual robots, swarm and
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environment, and could help predict swarm performance without resorting to costly empirical
studies. In this regard, information-theoretic utilities have been proposed as potential generic
measures, since they can abstract from implementation details and focus on the interactions
and dynamics related to information processing only [23].

In this paper, we apply a recently introduced information-theoretic measure for the charac-
terization of task difficulty in the collective perception paradigm. In this task, a swarm of
robots aims to find a consensus on the most salient perceptual cue among those available in
the environment, following a particular decision-making mechanism. We explore the potential
of the empowerment measure [14] to capture and predict the effect of different communica-
tion obstacles in one particular environmental pattern in collective perception. The aim of the
study is to demonstrate the ability of this measure to assess the impact of obstacles with a
purely theoretical treatment. To our knowledge, this is the first study to consider the effect of
communication occlusions on the behavioural dynamics and swarm performance in this task.

2 Background
For designing large groups of robots, which coordinate and cooperatively perform a task, swarm
robotics takes inspiration from natural self-organizing systems and attempts to recreate the
emergence of collective behaviour from simple local interaction rules [see 15, 36]. Through
the design of individual robot behaviour, swarm robotics aims to achieve locally coordinated
interaction that results in a self-organized collective behaviour [10, 12]. Information theory has
previously been applied to formalise guided self-organization [22, 21] in which complex global
patterns emerge from relatively simple local interactions [see 20, 9]. Shannon entropy-based
measures, used to characterise self-organized emergent robot behaviour, range from mutual
information [25, 27] and transfer entropy [26], to predictive and integrated information [7, 2].
Information-theoretic methods allow for a quantitative study of robot-environment systems [29],
and are fundamental in embodied systems research [19]. Generic information-theoretic com-
plexity measures have been used to study system dynamics [16, 4], to characterise information
flows in the sensorimotor loop [17], and to analyse robot behaviour [23], due to their ability to
capture salient features of robot behaviour based on generic information processing principles,
while abstracting from system-specific details [see 23]. The information-theoretic concept of
empowerment [14] has been applied to problems in various domains, such as, dynamical con-
trol systems [13], robotics [24], and human-computer interaction [30, 31], and more recently
in swarm robotics for providing a complexity (i.e., task difficulty) measure in the perceptual
discrimination task [33]. The potential of the empowerment measure, demonstrated in ini-
tial investigations, provides motivation for its further exploration for facilitating the automatic
design of robot swarms and the analysis of their behavioural dynamics.

The collective perceptual discrimination task for swarm of robots has been originally introduced
by [18], who used a binary version of this task to design and evaluate individual mechanisms
underpinning the collective decision-making process. In this task, the swarm explored a close
arena patched with tiles, randomly painted in black and white, with the aim to collectively
decide which colour is dominant. Various individual mechanisms for opinion selection have
been developed since, from the classical hand-crafted solutions, based on the voter model, the
majority rule, and their variants [see 34], to more recent ones, based on the synthesis of artifi-
cial neural networks [1]. The performance of decision-making strategies has been investigated
for varying options quality by [35], while multi-options scenarios have been studied by [8].
Some studies explored the presence of byzantine robots, i.e., robots that communicate decep-
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tive messages with the intent to entice the swarm to converge on a consensus to a non-optimal
choice [28]. Research in this domain generally considers situations where the robot movement is
disturbed only by collisions with close neighbours and arena walls, and communication is unob-
structed and effective in a range of up to 50cm based on the e-puck2 platform [32]. Typically,
the unpredictable disturbances are modelled uniformly as a random additive noise perturb-
ing both actuation (i.e., movement) and perception (i.e., floor sensing and communication).
However, such uncertainty accounts only for sensor and actuator imprecision, while ignoring
the possibility of encountering obstructive foreign objects in the field. Earlier research focused
on the environmental feature ratio for modulating task difficulty, whereas more recently, [3]
proposed that the key determinant of the difficulty in this task is the features’ distribution
and introduced a set of variations in the environmental topology. Building on their work, [33]
introduced an empowerment-based universal and generic measure of task difficulty, which takes
into account not only the environmental complexity (i.e., the features distribution), but also
the agent’s capabilities – arguably a key factor influencing swarm performance. Further ex-
tending this work, we demonstrate the ability of the empowerment measure to quantify salient
features (i.e., obstacles) in the environment, independent from the task or goal of the swarm,
which makes this approach directly applicable to various scenarios in this domain. This initial
study provides important insights regarding the effect of communication obstacles in collective
perception and sheds light on the interaction between obstacle placement and the predicted
impact on swarm performance.

3 Collective Perception
This study is based on the collective perceptual discrimination task as described in [3, 1], which
takes place in a square arena whose floor is covered by black and white tiles and where the
dominant colour (black or white) covers 55% of the arena floor, while the other colour covers
the remaining 45%. The goal of the swarm of robots is to reach a consensus on the dominant
colour by randomly exploring the arena and by communicating their opinions on what is the
dominant colour to spatially proximal robots. The most frequently used features’ distribution
in this task is the random distribution of colour patches (see Figure 1/left), which, however,
has its limitations with respect to generalization of swarm behaviour; that is, decision-making
strategies designed for randomly distributed patches are not equally successful in environments
where features are distributed in a different way (for one such example see Figure 1/right). To
study these limitations, [3] proposed a set of nine structurally different patterns, which revealed
that swarm performance tends to deteriorate when the perceptual evidence is spatially arranged
in distinctive clusters, regardless of the nature of control mechanisms (hand-coded [3] or neural
network-based [1]). Overall, the less clustered the distribution of perceptual evidence, the
higher the swarm accuracy in the collective decision-making [see 3, 1].

Figure 1: The Random environmental pattern, typically investigated in swarm collective per-
ception research (left). The Stripe pattern, which was explored in our study (right).
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N1

N2

A N3

Figure 2: The experimental 2-D grid (20 × 20 cells) used in our study. The perceivable range
of agent A is denoted with a colour map: range0 (blue), range1 (red), range2 (green), range3
(yellow), range4 (purple), and range5 (orange). E.g., neighbours N2 and N3 are in range5, and
N1 is out of range.

Drawing from this work, [33] proposed a generic way of measuring task complexity with respect
to the distribution of features. This approach places a robot with a particular morphology into
a specific environmental condition and attempts to quantify the complexity of the environment
as perceived by the agent, which essentially depends on the agent’s perception–action loop. For
facilitating the analysis, the following simplifications with respect to the original robot-based
scenario, as illustrated in [3, 1], were made. A single agent is placed in a discretized square
grid of size of 20 × 20 cells in which each cell corresponds to a tile, that can be either black
or white. The agent can perceive the colour of the cell in which it is located and the colours
of neighbouring cells. The number of perceivable cells can vary from 5 (range 1) to 61 (range
5). The neighbourhood ranges of an agent A are illustrated in Figure 2. The access to the
colour of neighbouring cells intends to simulate the information generated by social influence.
Within this metaphor, different ranges correspond to different levels of the maximal robot–
robot communication distance, which maps directly this model to studies based on the e-puck2
robotic platform with a communication range of 50 cm and an arena of 2m × 2m, patched with
tiles 10cm × 10cm each [see, for example 1].

To compute empowerment for each neighbourhood size (i.e., range), the agent is located in every
cell of the grid. Thus, empowerment provides a measure of perceivable features with respect to
the current position and range. By computing this measure for all possible positions of the agent
in the arena, a task complexity estimate integrating both the environmental structure and the
agent’s sensory capabilities is obtained. This measure of task difficulty has shown its ability to
predict swarm performance in collective perception using a number of different decision-making
mechanisms for opinion selection and various environmental patterns (see [33]). We extend this
work in the current study, by focusing on one particular environmental pattern – Stripe (see
Figure 1/right) – while introducing communication obstacles in the arena at different locations.
All obstacles have the shape of a straight thin line, three tiles long, placed between tiles and act
as impenetrable walls, further restricting the communication range of 50 cm. To explore the
effect of such communication obstacles, we varied the location and/or orientation according to
the six layouts presented in Figure 3 and computed the empowerment levels for each one using
the above approach.
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w1
w2

w3

w4
w5

w6

Figure 3: The six conditions investigated in this study, corresponding to six different placements
(i.e., w1, w2, w3, w4, w5, and w6) of the communication obstacle (locations and/or orientations)
in the discrete 2-D grid (20 × 20 cells) reflecting the Stripe environmental pattern.

4 Empowerment Model
The information-theoretic model of the Collective Perception paradigm introduced in [33] is
based on the empowerment formulation [14] of the perception–action loop of an embodied
agent and its environment, represented as a communication channel. Using the causal Bayesian
network representation of the perception-action loop (see Figure 4), empowerment is defined as
the Shannon channel capacity from the sequence of actions Ut, Ut+1, ..., Ut+n−1 to the perception
Yt+n through the environment Xt+1, Xt+2, ..., Xt+n after an arbitrary number of (n) time steps,

. . . Xt−3

Yt−3 Ut−3

Xt−2

Yt−2 Ut−2

Xt−1

Yt−1 Ut−1

Xt. . .

Yt

Figure 4: Perception–action loop as a causal Bayesian network – an agent performs an action
U and injects information into the environment X, and subsequently reacquires part of this
information via its sensors Y . Empowerment is the channel capacity from the action sequence
(e.g., Ut−3, Ut−2, Ut−1) to the resulting observation (e.g., Yt) after n (e.g., 3) time-steps.
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using the following formulation

C(Ut, ..., Ut+n−1 → Yt+n) = sup
p(u⃗)

I(Ut, ..., Ut+n−1; Yt+n)

where u⃗ = (ut, ..., ut+n−1) and the mutual information between two discrete random variables
U and Y is defined by

I(U ; Y ) =
∑

u

p(u)
∑

y

p(y|u) log p(y|u)
p(y) .

Empowerment is a task and representation independent utility function, fully specified by the
dynamics of the perception–action loop of the agent–environment coupling unrolled over time.
It reflects the capacity of an agent to control or influence its environment as perceived by its
sensors. Empowerment depends on the agent’s embodiment, i.e., its sensory apparatus and
motor abilities, and on the degree of interaction between agents, i.e., agents need freedom to
act and at the same time they need certain constraints imposed by other agents [6].

The decision-making mechanisms for collective perception are based on the agent’s own per-
ception and the opinions of its neighbours, which contain information about the environment
at various remote positions and are transmitted from a distance within a specific communica-
tion range. This enables the agent to extend its sensing abilities and to acquire information
about (perceive) the environment at distant locations. The collective perception scenario can
be transformed into the empowerment formalism by re-framing the task into a communication
problem, using swarm communication as an action space and representing the action horizon
with the communication range. In this model, the state space consists of the position of a single
agent in the grid. For simplicity, only the main four orthogonal directions are used from which
neighbourhoods of a particular size are constructed with an action space U of the following five
primitive actions

U = {north, south, east, west, idle}.

The first four actions correspond to communicating with (i.e., polling the opinions of) the
immediate neighbours in the four respective directions, while the last (idle) action reflects the
agent’s own sensor reading. N-step action sequences represent communication with agents in a
neighbourhood of a particular range. The borders of the environment are hard and constrain
the actions. Following this representation, Figure 2 depicts the perceivable range of agent A, in
a blank 2-D grid, defined by a colour map – range0 (blue), range1 (red), range2 (green), range3
(yellow), range4 (purple), and range5 (orange).

We evaluate empowerment in all positions across the grid, using the environmental features as
sensor readings. For any state x ∈ X in the grid empowerment is computed by

E(x) = max
p(u⃗)

I(Ut, ..., Ut+n−1; Yt+n|x),

where the action space U consists of the above five actions and the perception space Y is defined
by a binary random variable

Y = {0, 1},

representing the environmental feature (black or white) in state y ∈ X , where y is the resulting
state after applying the action sequence Ut, ..., Ut+n−1 starting from x. Note that x is a starting
position on the 2-D grid, while the perception Yt+n ∈ Y is a binary value representing the
feature in the final position.
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5 Results
Employing the above model, we computed the empowerment levels for every starting position
in the 2-D grid for all six conditions presented in Figure 3, with a range of empowerment
horizons from one to five, which corresponds to a discrete communication radius of one to five
cells and is in line with previous swarm robotics studies in this scenario [see 1]. Furthermore,
to facilitate the assessment of the experimental conditions, we computed the empowerment for
the baseline case consisting of the Stripe environmental pattern excluding obstacles.

For brevity, in this baseline condition, the evolution of the empowerment levels as the commu-
nication horizon increases is presented only for the minimal (1-step) and the maximal (5-step)
horizon (see Figure 5). The results reveal an empowerment increase to its maximal level (in
this case 1 bit) around the borderline between the black and the white patches, and is zero
elsewhere. The larger the horizon, the wider the area of high empowerment is, as expected.

We found no difference in the empowerment levels between the baseline and the experimen-
tal conditions with two exceptions, namely conditions w3 and w6, which are presented in full
details in Figures 6 and 7. For condition w3 (see Figure 6), the empowerment levels follow
the trends of the baseline condition for 1-step and 2-step horizons, however, with the gradual
increase of the horizon a drop from 1 bit to 0 bit in empowerment appears in the vicinity
of the communication obstacle. For condition w6 (see Figure 7), this drop in empowerment
is symmetrical, as expected, since the communication obstacle is placed exactly between the
black and the white patches, and furthermore, affects all horizons from 1-step to 5-step. The
impact for horizon steps 1 and 2 leads to zero empowerment on the borderline. We present
the overall empowerment levels averaged across the grid for the baseline, w3 and w6 conditions
in Figure 8. It reveals that the closer the obstacle is to the borderline, the stronger the over-
all effect on empowerment is. The impact may appear negligible, however, one should keep in
mind the rather modestly sized obstacle used in this study. These results indicate that both the
position and the orientation of the communication obstacles are crucial for maintaining optimal
empowerment levels across the arena and suggests that swarm performance may be affected to
a different degree by such obstacles depending on their particular placement. This insight high-
lights the intricate relationship between communication obstacles and specific environmental
patterns, and calls for more thorough future investigations.

Figure 5: 1-step (left) and 5-step (right) empowerment levels computed across the 2-D grid in
the Stripe condition without communication obstacles. Empowerment is at its maximum of 1
bit around the borderline between black and white patches, and zero elsewhere.
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Figure 6: 1, 2, 3, 4, and 5-step (from left to right) empowerment levels, computed across the
2-D grid in condition W3 and projected on the X-Y plane. The close proximity of the obstacle
to the borderline between black and white regions in this particular orientation leads to its
detrimental effect on empowerment levels for 3, 4, and 5-step horizons.00.
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Figure 7: 1, 2, 3, 4, and 5-step (from left to right) empowerment levels, computed across the 2-D
grid in condition W6 and projected on the X-Y plane. The placement of the obstacle exactly
on the borderline between black and white regions explains the symmetry of the profiles and
its detrimental effect on empowerment levels for all horizons.
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Figure 8: Average empowerment levels aggregated over the 2-D grid for five horizon spans in
the baseline, w3 and w6 conditions. The drop in empowerment is minor for condition w3 with
respect to the baseline and appears at larger horizons, whereas for w6 the drop is pronounced
and affects all horizons. Note that the maximal empowerment level in this case is 1 bit.
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6 Discussion
We have explored the potential impact communication obstacles might have on swarm perfor-
mance with respect to environmental topology, building on a recently introduced [33] generic
information-theoretic approach for characterizing task difficulty in the collective perception
paradigm. This approach does not characterise the topological structure of the environment
based on number, size, shape and inter-connectivity of clusters, but instead, it explores the
environment with the given agent morphology, which is critically relevant in determining task
difficulty. Our earlier study [33] revealed a significant correlation between the empowerment lev-
els and the accuracy of state-of-the-art decision-making strategies, which suggests the potential
of the empowerment measure to predict swarm performance based solely on properties of the
environment and independent of the particular task. Building on this insight, we investigated
the effect communication obstacles have on empowerment levels across various horizons in one
particular environmental pattern. We applied the empowerment formalism to characterise the
effect various locations and orientations of linear obstacles imply on task difficulty. Two key
parameters influencing swarm performance in this scenario are the environmental pattern type
and the swarm communication abilities. For this – first of its kind study – we have selected the
simplest environment reported previously in this field, which is composed of two coherent colour
patches. For obstacle, we have chosen a straight line placed in six different locations and/or
orientations with respect to the borderline between the two colour patches, which appears to be
a performance-critical spot. The rational behind the simplistic configurations used in our initial
study was grounded in the search for unambiguous and clear interpretations of the interactions
between communication range, environmental pattern and communication obstacles. Different
and more complex environments with multiple obstacles of various sizes and shapes would have
had a less predictable effect on empowerment which is more difficult to interpret, however, is
an important direction for future research.

The results demonstrate that obstacles located sufficiently far – with respect to the empower-
ment horizon – from the borderline have no effect on empowerment, as expected, since the com-
munication exchanges in homogeneous areas carry no new information for the swarm. There-
fore, such communication obstacles have no detrimental impact. However, when placed closer
to the borderline, the same obstacles inflict a drop in empowerment levels for sufficiently large
horizons with respect to the distance between an obstacle and the borderline. Obstacles on the
borderline have the highest impact on empowerment for all horizons, as expected, and result in
a symmetric empowerment profile with respect to the borderline. An interesting finding of this
study is the fact that only obstacles parallel to the borderline have influence on empowerment
levels, which opens up new questions with regard to obstacle orientation for future research.

The key benefits of the applied information-theoretic treatment are that it is universal, general
and could enable the analytical comparison of scenarios with different computational models.
The proposed approach elucidates the trade-off between task difficulty (i.e., swarm perfor-
mance) and the cost of enabling particular agent capacities, and provides information-theoretic
bounds, which are fundamental properties of agent–environment systems. The empowerment
levels could reveal critical points in the environment (e.g., obstacles), which might inflict signif-
icant drops in swarm performance, and thus raise designer’s attention for a more careful consid-
eration. Empowerment captures in a uniform measure salient features of the agent–environment
perception–action loop, such as topology, morphology, noise in the sensing, actuation and com-
munication channels, with a generic information-theoretic model. We believe that theories and
tools from complex systems and information theory can successfully be applied for facilitating
the automated design of robot collectives and for the analysis of their dynamics.
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7 Conclusion
This paper presents an initial study on the effects communication obstacles might have on
swarm performance in the collective perceptual discrimination task. The analysis, based on
an application of the information-theoretic capacity of empowerment to the field of swarm
robotics, highlights the benefits of utilising such a generic utility measure. Our approach is
task-independent and the same model could be applied to further scenarios in this domain,
e.g., shortest-path or site-selection. Leveraging Shannon’s information theory by way of cre-
ating generative mathematical models and artificial simulations, empowerment offers a novel
perspective for swarm robotics, building on objective quantitative measures and analytical tools,
which could support the automated design of robotic swarms. Our study opens up new direc-
tions for research into how environmental factors and communication obstacles influence swarm
behaviour and decision-making. Future work will focus on developing more robust, empirically
validated models of swarm intelligence that have direct implications for the design and optimiza-
tion of swarm-based technologies in various domains. To bridge the gap between theoretical
insights provided here and their practical applications, related domain-specific methodologies
will be explored for contextualizing and enhancing the findings of this study in more realistic
settings and scenarios that reflect the complexity of real-world applications.
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Abstract. Requirements describe the needs and expectations of the customers.
Consequently, they have a central role in the design of a complex system in sys-
tems engineering. They also constitute the raw material for a large number of
applications among which requirements elicitation, analysis, modeling, verification
and validation or management. Requirements are mostly described in specification
documents, in natural language, which is inherently ambiguous. To encourage the
reuse of requirements within further applications, we need to extract requirements
from specification documents in a machine-readable and unambiguous format. For
this purpose, we propose an automated tool that takes advantage of a combination
of deep learning and natural language methods to transform documentation into
a set of semantic triples. These triples are used to generate a knowledge graph-
based representation of requirements. We designed our tool to integrate seamlessly
into a model-based systems engineering framework and foster collaboration around
complex systems engineering.

Keywords. Knowledge extraction; Natural language processing; Systems engineer-
ing; Requirements engineering; Model-based systems engineering

Designing a complex system is a very challenging task. It implies a perfect coordi-
nation between the stakeholders during the development phase (1). Indeed, these
latter are in charge of building several heterogeneous systems and components that
need to comply with strong requirements to meet the needs and expectations of
the customers (1). As requirements express the costumers’ needs, they constitute
the central element on which the stakeholders rely to design the complex system.
Requirements are often found in specification documents, written in natural lan-
guage, which is inherently ambiguous (2). Therefore, it is essential to capture and
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represent them in a unambiguous way to encourage collaboration between the stake-
holders. These problematics are the issues of concern of requirements engineering
(RE), which is the discipline that consists in defining, evaluating, validating and
managing requirements.

Natural language processing (NLP) methods have been applied to RE since the
early 1980s (3). Since then, natural language processing supported requirements
engineering (NLP4RE) has emerged as a research field. It has recently known a
rapid growth of interest due to the the technological advances in NLP (3). Indeed,
NLP has drastically changed since the introduction of large pre-trained transformer-
based language models such as GPT-3, GPT-4 or BERT (4). Most recent studies
propose large language models (LLM) based methods for requirements engineer-
ing. For example, an annotated aerospace corpus has been used and the BERT
language model has been fine-tuned to create a model for identifying named entities
in aerospace requirements (5). However, a recent review of the field has stated that
there is a huge gap between the state of the art and the state of the practice in
the field (3). The authors suggest that this gap is mainly induced by the lack of
industrial validation of NLP4RE research and the lack of adoption of proposed tools.

We propose a tool that integrates into our model-based system engineering (MBSE)
framework deployed on an industrial scale. MBSE involves replacing documentation
with a visual representation of the system. This representation constitutes a common
frame of reference that promotes information sharing and considerably facilitates
collaboration between the different stakeholders in the development of a complex
system. However, MBSE requires standardized, machine-readable requirement and
its adoption has been slowed down by the lack of adapted methods and tools to
support its induced change of paradigm in industries. Our tool aims at supporting
the adoption of MBSE by extracting requirements from specification documents in
the form of a set of triples that are further used to automatically supply the visual
representation of a complex system. The tool takes advantage of a combination of
deep learning and NLP methods. We use an optical character recognition (OCR)
algorithm to extract text from heterogeneous documents. Then, we apply a NLP
workflow on the text. This workflow is composed of a requirements extraction
component based on a sentence segmentation component, along with a named entity
recognition model and a relation extraction component.

Requirements are extracted thanks to a rule-based sentence segmentation method
and are weighted. For example, if the requirement contains the word « shall », it
is a low-level requirement, while if it contains the word « must », it is a high-level
requirement. To identify named entities in the text, we use SpaCy, which is a tool
based on a deep learning method and supervised learning. The method takes ad-
vantage of a word embedding strategy that uses subword features and « Bloom »
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embeddings, a deep convolutional neural network with residual connections, and a
transition-based approach to named entity parsing. To generate a custom SpaCy
NER model for requirements extraction in systems engineering, we annotated a
large specification document in aeronautics. We identified named entities labels to
annotate, among which ORG for organizations, ROLE for entities such as the Sup-
plier, the Provider or the equipment manufacturer, COMPONENT for hardware
parts, DOCUMENT used to describe documents such as technical specification or
reports, or CRITERIA for criteria such as maintainability or safety. To identify
relations existing between named entities, we use a rule-based method that takes
advantage of semantic features and text patterns or regular expressions. We provide
a generic workflow that helps extract any relation between source and target named
entities labels sets, whether a triggering text is needed to identify the relation or
not and whether the matching method is regular (the source named entities being
found before the target named entities in the text) or specific. For a requirements
engineering use case, we defined relations thanks to our relation extraction com-
ponent, among which COLLABORATION, which exists between two ROLES that
collaborate together, COMPLY_WITH, which exists between a named entity and
a standard, DEFINED_BY, which exists between a standard or a process and a
document, or COMPOSED_BY, which exists between two components, a system
and its component or a hardware and its component.

For illustration purposes, we consider the following requirement : « The supplier
must comply with the requirements defined in the specification documents. The
purchaser shall provide the engine control system of the Airbus A380. ». With our
method, we identify the following named entities in the text : supplier (ROLE),
requirements (REQUIREMENT), specification documents (DOCUMENT), engine
control system (COMPONENT), Airbus (ORG) and A380 (HARDWARE). We also
identify the following relations : COMPLY_WITH(supplier, requirements), DE-
FINED_BY(requirements, specification documents), PROVIDE(purchaser, engine
control system) and COMPOSED_BY(A380, engine control system).

We obtained promising preliminary results with our method, supported by a de-
ployed workflow at industrial scale. This workflow integrates with a MBSE frame-
work that is already adopted by the industry and enhance its features by enabling
to automatically supply a visual representation of a complex system from specifica-
tion documents. The visual representation of the complex system is automatically
constructed from specification documents thanks to the extracted semantic triples
(named entities, relations) that are used to generate a knowledge graph-based rep-
resentation of requirements. Evaluation of this work is still ongoing. In the future,
we want to fine-tune the BERT language model to create a model for identifying
named entities and compare its performances with our actual named entity recog-
nition component.
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Abstract. Matching algorithms for geospatial vector data are useful tools for change detection
in spatial systems. Different algorithms have been proposed but not systematically compared,
and they furthermore require a parametrisation. This contribution benchmarks two such al-
gorithms, and proceeds to their sensitivity analysis, providing Pareto optimal instantiations
regarding accuracy and runtime.

Keywords. Urban dynamics; Matching geospatial vector data; Sensitivity analysis

1 Introduction
Cities and territories are at the core of pressing sustainability issues, and an understanding of
processes driving the evolution of urban systems is necessary to design and implement sustain-
able planning policies [5]. In that context, change detection in GIS data using data matching
algorithms is a well established method to quantify urban dynamics [8], along other methods
such as machine learning [7]. Geospatial vector data matching provides links between spatial
features based on proximity; it can be used to enrich or control the quality of a dataset [1], or to
detect changes by matching the two datasets of the same spatial area at two different dates. It
can be declined into several modalities, including point data matching, line data matching for
road network evolution, or polygon data matching for building change detection, for example.
Several methods were developed for matching polygons, such as the Geometric Matching of
Areas algorithm [2] (GMA) or multi-criteria algorithms [4]. They are developped in different
contexts and perform accordingly on different cases: as it is usually, the case with real-world
isues and geographical data, there is no “one-size-fits-all” algorithm, and furthermore never
out-of-the-shelf as they require a detailed parametrisation. For this reason, a benchmark and
sensitivity analysis of these methods is necessary for an accurate application to real world case
studies, as well as to facilitate the use of the existing algorithms.

This contribution thus proposes a sensitivity analysis [6] and benchmark of the two aforemen-
tioned matching algorithms for geospatial vector data. We use two complementary measures of
performance, namely the accuracy given by the F-score obtained on a ground truth dataset, and
the algorithm run time, as different parametrisations induces different algorithmic complexities.
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2 Data and methods
In general, sensitivity analysis is used to quantify the uncertainty in the output of a model
depending on the uncertainty in inputs [6]. In our case, algorithm parameters (detailed below)
are used as inputs. Two outputs are considered: F-score which gives the accuracy taking
into account all cases of True/False-negative/positive , and execution time. We carry out a
sensitivity analysis with a one-factor sampling on algorithm parameters. We benchmark two
data matching algorithms. The first is Geometric Matching of Areas algorithm (GMA) which
was developped specifically for polygons [2]. For each reference object (i.e. an object to be
matched), the algorithm will select all candidates which intersect with it. Then, according
some parameters and conditions on geometrical properties, the algorithm reduces the number
of candidates to retain the minimum possible (see [2] for a full description of this filtering
procedure, and Table 1 for the names of parameters we study - these have all a normalised
range in [0; 1]). The second is a multi-criteria algorithm based on Dempster–Shafer theory
[4], which combines matching beliefs of several criteria. The criteria evaluate the similarity
between the reference object and candidates. Criteria we include in our implementation are
euclidian, surface, radial and Hausdorff distances [3]. This algorithm is run twice, as it is not
commutative regarding the reference dataset: this allows to switch from having 1-to-n matching
links to n-to-m matching links, and be comparable with the GMA.

We benchmark the algorithms in a context of building change detection: our layers are buildings
from BDTOPO (open data from IGN-France National Mapping Agency), respectively from 2013
for the reference and 2023 for the comparison dataset. The ground truth dataset was established
manually by comparing aerial photographs for a medium-sized suburban area (around 2000
buildings) located in the outskirts of Rennes, France. We implement the two algorithms in
python, and source code and data are available on an open git repository1.

3 Results
Sensitivity analysis results reveal the importance of parameters and their influence on the model,
as shown in Fig. 1 and Table 1 for the GMA. Some parameters have little influence on outputs,
such as MIS or PIS while MCCF is strongly correlated with F-score. A second analysis revealed
an anti-correlation between MIP and MSD. Indeed, a low value of MSD combined with a high
value of MIP gets a higher F-score. These exploration of various parametrisation furthermore
provide an optimised algorithm performance by selecting best performing parameter values.

Figure 1: Variations of speed (ms) and accuracy of the GMA algorithm as a function of pa-
rameters.

1https://github.com/paulguardiola/projetAppariement
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Table 1: Sensitivity analysis results for the GMA algorithm.
Parameter Default F-score F-score F-score Average Speed Speed

Average variance correlation speed variance correlation
MIS 1 0.99908 1.32e − 08 0.59 3.23 0.0012 0.46
MIP 0 0.99923 5.56e − 08 0.66 3.23 0.0008 −0.19
PIS 0.8 0.99915 1.10e − 08 0.49 3.24 0.0005 0.02

MSD 0.6 0.99903 7.47e − 08 −0.55 3.27 0.0074 0.01
MCCF 0.3 0.99930 6.66e − 07 0.91 3.26 0.0016 −0.01

Algorithm parameters: MIS: Minimum Intersection Surface, MIP : Minimun Intersection Per-
centage, PIS: Percentage Intersection Surface, MSD: Maximum Surface Distance, MCCF : Mini-
mum Completness Correctness Final.

Figure 2: Variations of speed and accuracy of the multi-criteria algorithm (MC) as a function
of buffer distance and for different combination of criteria (S: surface, E: euclidean, R: radial,
H: Hausdorff).

Table 2: Sensitivity analysis results for the multi-criteria algorithm.
Parameter Criteria F-score F-score F-score Average Speed Speed

Average variance correlation speed (ms) variance correlation
db S 0.999 0 −− 2.55 0.027 0.95
db E 0.990 2.32e − 07 −0.96 1.95 0.032 0.65
db H 0.979 4.84e − 07 −0.96 1.71 0.025 0.93
db R 0.991 8.28e − 07 −0.95 5.80 0.170 0.96
db S, E 0.995 8.99e − 08 −0.96 3.33 0.084 0.92
db S, R 0.992 4.00e − 07 −0.96 7.17 0.161 0.96
db S, H 0.986 1.09e − 06 −0.96 3.12 0.037 0.75
db S, H, E 0.989 6.974e − 08 −0.89 3.76 0.048 0.96
db S, H, R 0.989 7.13e − 07 −0.90 7.64 0.200 0.97
db S, E, R 0.992 2.93e − 07 −0.93 7.88 0.228 0.95

Parameter: db buffer distance (m); Criteria: S: surface, E: euclidean, R: radial, H: Hausdorff.

For the multi-criteria algorithm, the sensitity analysis is made on buffer distance for selecting
candidates and by varying the criteria included (enumeration of all combinations up to three
criteria). Results, as shown in Fig. 2 and Table 2, highlight a model strongly dependant on
criteria used. Models using radial distance criteria tend to be the slowest with no better F-
score. The best F-score is obtained when using surface criteria. The buffer distance parameter
is anti-correlated with the F-score, what means that considering only objects within a short
distance of the reference is better for algorithm performance.

We finally show in Fig. 3 a comparison of algorithm instances regarding the two performance
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Figure 3: Pareto comparison of optimal instanciations of the matching algorithms. Optimal
GMA parameters: MIS = 1, MIP = 1, PIS = 0.8, MSD = 0.25, MCCF = 0.8; MCOSE:
Multi-Criteria (db = 0) with Surface and Euclidien criteria.

measures, suggesting a Pareto optimisation between accuracy and speed. In our case, only GMA
obtains the highest F-score but at a cost of twice the execution speed of algorithm MC0S. This
suggests that in real world settings, the choice of the algorithm will depend on compromises to
be made between conflicting performance objectives.

Future work includes a more thorough sensitivity analysis using Global Sensitivity Analysis [6],
the inclusion of other algorithms in the benchmark, the test on other types of polygon GIS data
such as parcel data, and the test on several ground truth datasets to ensure results robustness.
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Abstract. Traffic barriers are used in London, UK, to encourage people to prioritise sustainable
transport, and decrease motor traffic through residential neighbourhoods. These barriers block
off certain roads, preventing drivers from taking their normal routes. In this work, we develop
two network centrality measures to estimate the effectiveness of traffic barriers placed on roads
around London. We present a node-based and edge-based measure, which we will compare with
empirical data of how traffic density changed on roads after the implementation of the barriers.

Keywords. Spatial Networks;Urban Planning;Network Centrality

1 Introduction
Spatial networks are an extremely important tool to be used for predicting and understanding
human mobility. They are often motivated by applications to urban planning, for example,
predicting traffic flows in and around cities [3, 9, 5]. Such questions are becoming increasingly
important for designing environmental policies that motivate a transition to green transport,
and decrease motor vehicle traffic inside cities.This work is a collaboration with Sustrans Char-
ity, a UK based organisation working to promote green transport. Here, we are particularly
interested in the effects of "Low Traffic Neighbourhoods" (LTNs) inside the city of London,
United Kingdom. LTNs are part of a scheme introduced in 2020, to reduce motor vehicle traffic
in residential neighbourhoods through the addition of physical barriers that block traffic on
certain inner roads of the neighbourhood [6]. Figure 1.a shows the LTN covering the London
borough of Islington. The Islington LTN is split into sub-LTN areas, including the highlighted
Canonbury East sub-LTN (Figure 1.b). The LTN is shown on top of the driving network of
London retrieved from [2].

Car traffic in cities has been studied in various models that take into account different lev-
els of area-specific information including population density, access to public transport, and
employment [8, 4, 1]. In this work, however, we develop a network based approach using the
changes to the city’s driving road network to estimate the effectiveness of each LTN at reducing
motor traffic. To this end, we introduce two measures (1) a node-centric measure of the average
driver inconvenience for residents of the neighbourhood seeking to exit the sub-LTN in a motor
vehicle, and (2) an edge-centric measure of the change in traffic flow density along different
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Di Pe

Canonbury East
sub-LTN

Islington
LTN

Canonbury East
sub-LTN

a) b)

Figure 1: a) Islington LTN (left) and Canonbury East sub-LTN (right), highlighted in green on top
of the road network of London. Nodes are junctions, and edges are driving roads. Blocked roads
are shown in red. b) Canonbury East sub-LTN. Left: Nodes coloured by normalised driver deviation
score. Right: Edge coloured by path density change score.

roads both inside and around the sub-LTN area. We then compare these measures with the
observed change in motor vehicle traffic after the LTN implementations.

2 LTN Measures
We define V as the set of nodes contained inside the sub-LTN polygon, and W as the set of
important junctions used to exit the sub-LTN, shown in bold black for Canonbury East in
Figure 1.a (right). These junctions were identified by experts at the Sustrans organisation. We
use E for the set of edges contained inside the sub-LTN polygon, on the road network without
traffic filters. For each node i ∈ V , we define a node-centric measure of driver deviation, denoted
Di, which measures the level of inconvenience for a driver starting from node i and trying to
exit the sub-LTN through one of the important junctions. We define this by:

Di = 1
|W|

∑

j∈W
(d′

ij − dij) , (1)

where dij is the weighted shortest path distance (in meters) between the nodes i and j on the
road network graph without the LTN filters, and d′

ij is the same on the graph with the LTN
filters in place. For each edge e ∈ E , we define an edge-centric measure of path density change,
to estimate the traffic density change on that road, after the placement of the traffic filters,
denoted ∆Pe. We first define σe

ij to be 1 if the shortest path between node i and j passes
through edge e, and 0 if not. The expected number of paths passing through edge e is:

Pe =
∑

i∈V,j∈W
σe

ij . (2)

We look at this change before and after the LTN filters are put in place, defining ∆Pe = P ′
e −Pe,

where P ′
e is the same quantity on the road network with LTN filters in place.

3 Results: Canonbury East sub-LTN
Figure 1.b (left) shows the interior nodes coloured by their normalised driver deviation centrality
(i.e., Di = 1 means maximum deviation, Di = 0 corresponds to minimum deviation instead)
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given in Equation 1. The nodes most effected by the filters, in yellow, are those for which the
paths to the important junctions (magenta) have been blocked off most effectively by the filters.
Journeys beginning at these nodes now have to take longer routes to exit the sub-LTN, likely
through the boundary roads. Each sub-LTN is assigned a driver deviation score by averaging
over the driver deviation scores of the nodes contained inside, results are given for all the sub-
LTNs that comprise the Islington LTN in Table 1. Figure 1.b (right) shows the Canonbury East
sub-LTN, with the edges coloured according to the edge centric path density change measure.
The path density increases on certain boundary roads, while decreasing on many inner roads,
an expected result of the filters. However, we also observe that the path density can increases
on certain inner roads, as certain journeys are now routed through them, and also density can
decrease on other boundary roads, as the filters can actually block access to the boundary.
After computing these measures for each sub-LTN, we will compare with actual traffic density
changes on a sample of roads, using data obtained from [7]. Traffic density data is available only
for certain roads, as the location of the sensors are up to the discretion of the local authorities.

Table 1: Average Driver Deviation Per Sub-LTN

sub-LTN Avg. Driver Deviation (m)
Canonbury East 290.52
Canonbury West 124.31
St. Peter’s LTN 335.85
Highbury West 186.68

St. Mary’s Church 339.48
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Abstract. The understanding of migration flows is an important research area for various
disciplines, such as infrastructure and transportation planning. Instead of statistical analyses
of in- and out migrations of individual communities, this work uses complex network analyses
to analyze the evolution of the internal migration network in 2012-2021 between association
communities in the federal state of Rhineland-Palatinate. The results show peculiarities in
some years, which might be related to a high level of international migration.

Keywords. Internal Migration; Complex Network Analysis; Spatial Data

1 Introduction
Migration is one of the most important forms of human mobility. Understanding migration
connections is important for various areas, especially for spatial planning. The understanding
of migration, as well as its spatial patterns and causes, makes an important contribution to
understanding urbanization, re-urbanization, sub-urbanization, or counter-urbanization since
migration is often a driver of these effects. The work presented herein provides an overview
of the development of internal migration between the various association municipalities in the
federal state of Rhineland-Palatinate (RLP) in Germany from 2012 to 2021. Internal migration
is analyzed as a network consisting of the municipalities as nodes and the migration flows
between them as edges. This representation generates an additional perspective that expands
the existing analyses. While these approaches mainly rely on statistical analyses of in- and
out-migration flows of the individual municipalities, the network-based approach facilitates the
study of the properties of the migration network. Statistical analyses of migration movements in
RLP by the Rhineland-Palatinate State Statistical Office (RLPSSO) show a strong population
growth since 2011. However, this is not due to a high birth rate but rather to high numbers
of immigrants, especially from abroad. In addition to this international migration, internal
migration in RLP shows different migration patterns depending on age. It is primarily the
urban communes that benefit from the immigration of young people between 20 and 35, while
middle-aged and older adults leave the urban communes for the rural districts. However, this
migration does not lead to rejuvenation but rather to the aging of the local population, although
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it often includes the migration of the children of middle-aged adults. Since 2012, more people
have migrated from urban communes every year than the other way around. It should be noted
that in the case of international migration, the strong increases in asylum seekers, especially
in 2015, were often initially recorded in Trier and then distributed among the districts. This
procedure led to a distortion of external and internal migration. However, the pattern of
increasing internal migration from the urban communes to the districts remains unaffected.[11]
The data basis for the analysis presented herein is the migration flows between the association
municipalities in the federal state of RLP from 2012 to 2021. The data was provided by the
RLPSSO ((c) Rhineland-Palatinate State Statistical Office; Reproduction and Dissemination,
also excerpts, are permitted provided the source is cited). The data set Administrative Areas 1:
250,000 (VG250-EW) (© GeoBasis-DE / BKG 2022) from the Federal Agency for Cartography
and Geodesy (BKG) is used to represent the data spatially.

2 Results
Using the python libraries NetworkX and CDlib [12], the analyses of the migration network
are carried out on macroscopic (topology of the whole network)[5, 6], mesoscopic (community
and core structure)[2, 3, 1], and microscopic levels (centralities)[7, 9, 8, 10] to enable the most
complete representation of the changes in the network over time.

Macroscopic Analysis: At the macroscopic level, abnormalities are particularly evident
around 2015. This period has been affected by strong international immigration. Figure 1
shows the migration rates over the district borders for the state RLP divided into Germans
(red ’>’), foreigners (blue ’<’), and total (green ’x’). Statistical analyses by the RLPSSO also
showed that the years 2014 and 2015 were significant for the average values of internal migra-
tion in the 2011 - 2020 period. In 2012, more than half of the urban communes and districts
still had deficits in internal migration. In 2015, apart from the independent city of Trier, all
administrative districts showed internal migration surpluses due to the peculiarity mentioned
at the beginning. In 2020, only 11 urban communes or districts had deficits in their internal mi-
gration balances.[11] In line with these analyses, the highest number of edges in the undirected
networks examined herein is in 2016. In that year the number of edges increases by around
10% from 2012 (6546 edges) to 2016 (7251 edges) and falls continuously in the following years
until 2020. In 2021, there is another increase in the number of edges. Although the networks
consist of 170 nodes, they show a low diameter of two, which could indicate the existence of
hub municipalities that share migration connections with all other cities. A similar pattern to
the number of edges can also be seen in the number of degrees in most association municipal-
ities. The highest value for the median degree is also in 2016 (approx. 80). We calculate the
global parameters transitivity, density, and degree correlation, with and without considering
the total migration flows as weight. All parameters show a similar trend in the undirected
networks (Figure 1). The internal migration network in the RLP shows a high complexity. The
highest density value is 0.505 in 2016. So, more than half of all possible migration links exist
between any two municipalities in the network. The course of transitivity suggests that migra-
tion flows are not concentrated on single hubs, e.g., because of the distribution of international
migrants from Trier to the surrounding rural areas, but also between the surrounding areas.
Interestingly, this development reverses after 2016 and only increases again in 2021. We also
calculate the degree correlation to analyze the assortativity in the networks (Figure 1 bottom
left chart). Overall, the degree correlation is at a low level. The results show that in 2016,
the network becomes more disassortative. Indeed, the highest value for a negative correlation
is -0.119. The effect could be due to increased urban-rural connections where residents from
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urban communes with higher degrees migrate to rural municipalities with lower degrees. We
also include the total migration flows as weights for the analysis of the assortativity (Figure 1
middle left chart). The results show that considering the weight, correlation values are even
smaller. The year 2015 is conspicuous but in the opposite direction, making the network more
non-assortative (-0.04).

Figure 1: Migration rates (over district borders) for the state of RLP (© Federal Statistical
Office of Germany, 2024.) and global parameters for the same period

Mesoscopic Analysis: Mesoscopic Analysis: An analysis of the community structure using
the well-known Louvain algorithm and the total migration flows as a weight for the undirected
network reveals a community structure with five to seven communities. Each of the five per-
manent communities contains one of the urban communes with the highest population, Mainz,
Koblenz, Trier, Ludwigshafen, or Kaiserslautern, and surrounding municipalities which fits the
urban-rural migration pattern mentioned in the first section. Although the modularity drops
in 2015 and 2016 from about 0.6 to 0.5, there is no major change in the community structure
in 2015 or 2016. Microscopic Analysis:Further analyses using degree-based centralities of
the directed networks also show insightful results. Figure 2 shows the out-degree centrality for
the directed networks. The urban communes with the highest population are also the nodes
with the highest out-degree centrality. In addition to the trend of migrations from the urban
communes to the districts, the destinations of the urban leavers are also dispersed. What is
also interesting is the increase in the out-degree centrality of individual association municipal-
ities in individual years. The municipality of Ingelheim, west of Mainz has a particularly high
out-degree centrality in 2014/2015. This also applies to the municipality of Hermeskeil near
Trier from 2015 to 2020.
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Figure 2: Out-Degree-Centrality
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Abstract. We analyze publication data within the realm of computing to explore geographic
distance between authors who publish together. We compare trends between female and male
authors with a sample of schools from the U.S. public university system, specifically within
the state of California. We find noticeable differences in the reach of female and male authors
over their career. These differences were consistent over time despite reach having increased
for both genders.

Keywords. Collaboration Network; Geographic Distance; Gender; Equity; Computing

1 Introduction
Research frequently requires more than a team of one and collaborations can take many forms,
from two people who share an office to tens or hundreds of people who are spread across the
globe. International collaboration, from a city-to-city perspective, has increased over the last
three decades along with the average distance to the strongest collaboration partners [8]. The
geographic distance of research collaborations has mostly been investigated on a larger scale,
either by city [8] or by university [16]. We are interested in investigating whether differences in
collaboration distance at the scale of individual authors exist with regard to gender identity.

While it has been shown that diversity of perspectives [19] and, by extension, attributes such
as gender [22] is beneficial to problem-solving and research, research and academia in the U.S.
remains predominantly male [24]. The tendency for researchers to collaborate with others of
the same gender, known as gender homophily, is still prevalent in academia [12]. Researchers
of underrepresented race and gender are more likely to produce novel or innovative connections
between ideas, yet their work is less likely to be impactful and they are less likely to sustain
careers in research [11].

We define ‘collaboration distance’ as a measure of the geographic distance between an author
and everyone they have published with. In this paper we contribute findings that, within the
realm of computing, reflect a difference in collaboration distance between female and male
authors.
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2 Related Work
There has been much research detailing gender related differences in research and collaboration.
Spoon et al., looking at employment census data and survey responses, found that not only
do women leave academia at higher rates than men, they do so (or are considering doing so)
for gendered reasons across the entire U.S. university system [21]. With more focus on collab-
oration, Whittington used global life-science patent information to analyze the collaboration
network of 216,000 inventors. The analysis showed that women are less likely to be in positions
of strategic advantage within the network – they are less likely to have “brokerage” ties where
they connect two otherwise unconnected inventors [25].

Not much research exists comparing geographic distance along gender although, Abramo et al.,
proved that among Italian researchers, female researchers have a lower tendency to collaborate
internationally than males, despite overall having a greater propensity to collaborate [5]. More
generally in regards to collaboration distance, Csomos et al. looked at Web of Science (WoS)
data for three 2-year spans from 1994-2016 and found that international collaboration has
increased along with the average distance to the strongest collaboration partners. While it is
the case across all three decades that the farther the distance, the weaker the collaboration
ties, high-impact collaborations tend to span large distances, suggesting impact can be gained
from a larger geographic reach [8].

Previously, this project has focused on different aspects of collaboration for specific schools
or subsets of schools within our sample as the database has grown. For example, Nakamichi
et al. and McNichols et al. analyzed a specific master’s-level public California university
at the department scale and university-wide respectively; their findings suggest that previous
trends seen at the university level are not always consistent among different sectors of a school
(colleges and departments) [18, 14]. McNichols et al. studied inferred male and female sub-
networks of a public California university and found that the male network had a larger span
of collaborators while the female network had stronger collaboration ties [15]. Carroll et al.
analyzed collaboration data for PhD-level public California universities and showed evidence
for a strong tendency to collaborate with European institutions; the paper also found that
including publications with larger collaborator counts dramatically skews the network away
from California to Europe [7]. The project now centers around a master’s level and a majority
of PhD-level public California universities.

3 Methods
3.1 Data Collection
We use data that was gathered from Scopus, an extensive database of authors and publications
from Elsevier. Scopus was used to retrieve author and publication data from publications
surrounding the topic of computing with contributions from a sample of California public
university authors primarily from 1970 to 2020. See Figure 1 for the distribution of publications
by year. We refer to the universities that we specifically retrieved data for as base-schools.

From Scopus, the name, organization, document count, citation count, h-index, and field of
each author was collected. For publications, the title, year, venue, language, cited by count,
DOI, and contributors list were collected. Latitude and longitude coordinates were obtained
from data fields available in Scopus using the open source library GeoPy [15].
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Figure 1: Count All Publication by Year Published

The resulting database has collaboration information on 555,827 publications spanning 851,077
authors. NamSor [20] was used to infer both the binary gender of authors as well as their race
and ethnicity based on their name. With NamSor’s inferred gender, 30.9% of the authors are
female and 69.1% are male. The data was validated to appropriately reflect the true state of
the real network by crosschecking with publicly available data such as the gender distributions
of research within California public universities.

3.2 Network Building and Analysis
For the creation of the network, vertices represent authors and 2 authors are connected with
an edge if they have collaborated on a publication. For each publication, we create a clique
connecting all pairs of contributing authors.

Publications with more than 20 authors were ignored when creating the network (and con-
sequently when conducting analysis) to avoid skewing of the data. The thought behind a
threshold of 20 is that it is unlikely that an author would be able to meaningfully engage with
each collaborator in a larger group and that is what we want our findings to capture. The re-
striction of at most 20 authors brings the number of analyzed publications to 535,178 spanning
619,804 authors.

From this data, the resulting collaboration network has 619,804 vertices, 4,207,930 unique edges,
and 7,099,714 total connections between authors – counting duplicate edges from different
publications.

3.3 Distance Calculation
For this paper, distance calculation is a measure of the distance between an author and everyone
they have worked with using their institution as their site of work or ‘location’. There are two
pieces of location data associated with authors within our database – the current organization
at the time data was retrieved (which we’ll call the current), and the organization they were
affiliated with at the time of each publication (which we’ll call publication-specific). With this
information, there were two ways that we calculated distance:
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1. Average Distance of Collaborations - A collaboration is two authors working
together for a specific publication. The distance of a collaboration is the distance be-
tween the authors’ publication-specific organizations. This calculation looks specifically
at publications for which an author was at a base school.
For example, let us suppose we have two authors, A and B, who worked together on
three publications P1, P2, and P3. Further suppose author A was at base school S1
for P1, base school S2 for P2 and was not a base school for P3 while author B was at
organization O for all three. Author A’s average distance of collaborations, assuming no
others exist, is

(distance from S1 to O) + (distance from S2 to O)
2 (1)

Notice that P3 is ignored since author A was not affiliated with a base school when
contributing.
Collaboration data from 340,431 publications, all of which have at least one author who
was affiliated with a base school at the time of publication was analyzed in this manner.

2. Average Distance to Collaborators - This is a bit more straightforward using the
current organization to calculate distance. For each author whose current organization is
a base school, we average the distance to all unique collaborators.
Using the same example above, let’s suppose that author A’s current organization is a
base school S3, their average distance to collaborators is:

(distance from S3 to O)
1 (2)

Collaboration data from 485,114 publications, all of which have at least one author who
is currently affiliated with a base school, was analyzed in this manner.

The Average Distance of Collaborations gives information to the effect of “at any given time,
how far are an author’s collaborators?”, while the Average Distance to Collaborators is more a
measure of an author’s reach over time.

Currently, distances to organizations which we do not already have longitude and latitude data
for (NULL values within the database) are ignored. Of all organizations in the database 6.03%
did not have location data. In both versions of the distance calculations, there exist authors
who have no distance data, either because they did not collaborate with anyone or because
they only collaborated with authors from organizations which we do not have location data for.

“As the crow flies” distance is calculated between two latitude and longitude coordinates con-
verted to radians (ϕ1, λ1) and (ϕ2, λ2) using the Haversine formula:

dist = 2r arcsin
√

sin2 (ϕ2 − ϕ1

2 ) + cos ϕ1 ∗ cos ϕ2 ∗ sin2 (λ2 − λ1

2 ) (3)

4 Findings
Section 4.1 details the results of analyzing individual collaborations – average distance of collab-
orations, Section 4.2 details the results of analyzing reach – average distance to collaborators,
and Section 4.3 details reach over time.
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Figure 2: Average Distance of Collaborations Across All Authors Who Were Affiliated with
Base Schools

4.1 Average Distance of Collaborations
From analyzing the collaboration data of all publications which have at least one author who
was affiliated with a base school at the time of publication, there was little difference between
genders. See Figure 2 for the distributions and Table 1 for aggregate data. This suggests that
for any given collaboration, the distance will be the same regardless of the author’s gender.

Table 1: Statistics for Average Distance of Collaborations

Data Point Female Authors Male Authors
Average (km) 994.9 993.9
Max (km) 16590.3 15567.0
Median (km) 243.9 186.2
Mode 0 km (32.9%) 0 km (36.5%)
Total Author Count 51,822 111,840
Authors Without Collaborators 264 647

4.2 Average Distance to Collaborators
From analyzing the collaboration data of all publications which have at least one author who is
currently affiliated with a base school, we saw that male authors tend to have a sightly further
reach by approximately 144 km further than female authors. Note this shows female author’s
reach being ∼92% that of male authors. See Figure 3 for the distributions and Table 2 for
aggregate data.
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Table 2: Statistics for Average Distance to Collaborators

Data Point Female Authors Male Authors
Average (km) 1556.7 1700.7
Max (km) 14979.6 15569.3
Median (km) 965.5 1098.8
Mode 0 km (14.3%) 0 km (15.7%)
Total Author Count 43,715 87,527
Authors Without Collaborators 198 500

Figure 3: Distribution of Average Distance to Collaborators Across All Authors Currently at
Base Schools

4.3 Reach Over the Decades
We then analyzed the publication data of three separate decades (1970–1980, 1990–2000, and
2010–2020) in the same fashion. We saw that this trend (i.e. male authors having a slightly
further reach than female authors) was consistent over the decades even though the average
distance (reach) increased for both genders over time. See Figure 4 and Table 3. Among the
three decades, the reach of female authors was on average ∼85% that of male authors.

We hypothesize that this may be a reflection of previous findings that may compound. Since
females are less likely to be rewarded for their position in a collaboration network [25], they
are less likely to be pulled towards better opportunities and more likely to leave academia [21].
Then, since female authors are less likely to relocate, are more likely to leave academia, [21]
and are less likely to collaborate internationally during their academic careers [5], they are less
likely to accumulate as large a reach as male authors. They may also be less likely to take on
remote international opportunities which is measured in reach as well.
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Table 3: Statistics for Average Distance to Collaborators Across Different Time Periods

1970 - 1980 1990 - 2000 2010 - 2020
Data Point Female Male Female Male Female Male
Average (km) 1042.1 1302.1 1508.7 1684.5 1633.7 1908.4
Max (km) 12741.3 15569.3 14404.0 17832.7 14979.6 15136.0
Median (km) 174.0 358.6 844.2 1026.1 1030.7 1309.8

Mode 0 km
(30.8%)

0 km
(27.3%)

0 km
(18.4%)

0 km
(17.7%)

0 km
(12.2%)

0 km
(12.2%)

Total Author
Count 909 4,994 6,436 19,013 29,694 52,272

Authors
Without
Collaborators

44 211 83 257 117 256

Figure 4: Distribution of Authors’ Average Distance to Collaborators Across Different Time
Periods

5 Conclusions and Future Work
Collegiate research has long been an important source of contribution to a wide variety of fields;
it has impacted technology, industry, policy, and so much more. It is interesting, particularly
in such an emerging field as computing, to analyze patterns in the work being done. In this
study we concentrate on the geographic distance from individual authors and those that they
have worked with. Looking at collaboration data from California public universities, we an-
alyze two separate measures of distance and find that in regard to gender, a difference lies
in the geographic reach of an author over all their publications. We acknowledge that since
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collaborations with organizations for which we do not have location data is ignored, it may be
the case that this missing data impacts some groups more than others skewing the results.

These finding are relevant to discussions surrounding university-level research objectives. Re-
finement of this work may include analyzing the two distance types for the same author popu-
lation (currently the populations overlap but are not the same) as well as excluding graduate
students who are likely to have a collaboration distance of 0 which skews the average. This can
be seen in the histograms of Figure 5 and 6 which both show a large number of authors with
a collaboration distance of 0 or close to 0. Further work could explore distance patterns of in-
ternational collaboration, distance patterns within specific subject areas, and distance patterns
between schools vs. industry.

Figure 5: Distribution of Average Distance to Collaborators for Female Authors Currently at
Base Schools
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Abstract. The term “Inter–generational Social mobility (ISM)” refers to the
change of the socio-economic situation of an individual with respect to his/her
parents.
In this study we aim to study this particular phenomenon adding to the traditional
statistical methods used in Sociology new analytical tools coming from the analysis
of human dynamics in complex systems.
In particular, our study develops in two parallel directions. We first analyze how
the geographical specificity of the territories, and furthermore the dynamics of the
spatial migration networks among the territories, impacts social mobility patterns.
Second, introducing a semantic space to better characterize the available jobs in the
job market, we embed the social-mobility network in a metric space. This operation
allow us to study ISM with scores derived from the job distance between father and
son, generational variances, and a time network weighted by distance, reaching a
resolution scale of the social phenomenon that could not be observed through the
traditional statistical methods.

Keywords. Social mobility; Spatial Inequalities; Geography; Computational
method.

Inter-generational social mobility (ISM), which explores the correlation between an
individual’s social status and that of their parents, is a longstanding matter of study
in Sociology. This phenomenon is indeed the basic ingredient for the persistence of
social inequality in our society. ISM has been a subject of extensive international
comparisons. These comparisons aim to shed light on the extent to which changes
in social mobility can be attributed to the expansion of education and the democ-
ratization of schooling [1]. More recently, significant attention has been devoted
to investigating spatial variations in social mobility within the borders of a single
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country [2, 3]. This body of work underscores the crucial role of spatial inequalities
and enables the identification of the impacts of territorial characteristics on social
mobility.

Previous research on France [4, 5] has predominantly depicted geographical varia-
tions in social mobility in a static manner, lacking an exploration of temporal shifts
in the geography of social mobility. Consequently, these studies do not provide
insights into the dynamic processes that shape territorial inequalities and the im-
pact of technological transformations and globalization. While the repercussions of
globalization and technological transformations have been extensively scrutinized in
economic studies [6] and within the realm of sociology focusing on inequalities [7],
the existing body of work on technological innovation has primarily concentrated on
understanding social inequalities rather than delving into the intricate dynamics of
social mobility.
Remarkably, in the France’s context, there is a notable gap in the research on ISM
concerning the impact of fundamental societal phenomena, like the technological
transformations and the globalization processes, that have deeply transformed the
geography of the territories and the physical mobility of society.
Filling this gap requires, first of all, to go beyond the traditional methods to analyze
ISM, based on classical statistical tools and introduce new analytical frameworks,
inspired by human mobility studies and, eventually new data sources, to integrate
the labour surveys provided by the national statistical offices. Our study is therefore
grounded in this interdisciplinary challenge to develop a novel analytical approach,
based on Complex Systems methods, to investigate the finer structure of ISM and
its temporal evolution.
In the context of this ambitious research program we first address two parallel re-
search objectives:

• To identify the social and economic characteristics of the territories than in-
fluence social mobility, and to explore the co–evolution of territorial transfor-
mations and ISM based on sociological attributes.

• To analyze ISM at a finer scale of the job-market, investigating the secondary
factors that could affect individual career choices (i.e. continue working in a
rural environment, being grown up in a geographical mobility situation, etc.)

To develop this project, we use different types of data. The central dataset comes
from the French Labour Force survey conducted from 1982 to 2022. This survey
covers millions of individuals, with detailed information on birthplace, residence,
level of study, occupation and employ of the parents.
From this survey we can build the basic objects that we manipulate in our study: the
geographical “origin-destination” tables of the individual trajectories (“social mobil-
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ity tables”, SMT), P
M/F
ij (x, t). Namely we count for each time-step, t, the number of

individuals living in x, that having a parent with a job i exert a job j (we build two
different matrices for the fathers’ and the mothers’ jobs). For each of those mobility
tables, we compute a large set of indicators, like the social mobility score (matrix
trace divided by total sum minus one), Phi score (categorical association measure),
the ‘perfect immobility’ (ideal immobility) and the dissimilarity index. The list of
these indicators,κM/F (x, t), that we name “mobility vector”, constitute the mobility
fingerprint of each matrix, allowing to identify patterns of mobility characteristics
of each region and each generation.
We identify the proximity between regions and generation by the distance between
their mobility vector, Dx,y(t) = d(κM/F (x, t), κM/F (y, t)). To measure this distance,
we use various techniques of dimensionality reductions and from complex network
analysis. This distance in patterns of mobility among geographical regions is after-
ward explained by their territorial characteristics such as economic development of
the region, degree of urbanization and the economic innovations produced in the
regions.
The dynamics of the geographical network between the regions, based on their dis-
tance according to the mobility vector, and the reorganization of its meso-scale
structure, gives a better understanding of the association between the geographical
determinants and the socio-economic drivers (associated to the transformations of
the regions) of ISM.

The second difficulty in analyzing ISM is that this type mobility is not associated to a
proper metric space: occupation categories have a hierarchical structure based on the
French classification, the PCS. This classification comes with a precises definitions
for each type of job (each type of job has a 4-digit code, for a total of 486 types of
jobs).
This classification doesn’t allow to properly identify the real distance between the
position of parents ant that of their descendants : parents can for example work as
farmers for a wine producer and their children as directors of the market for the
same company. This socio-economic progression however spams a smaller distance
respect to a case where the children were employed as directors of the market for a
car producer. Since getting this data isn’t possible (even from the INSEE site), we
first enrich the description of the PCS description with some homogeneous pieces
of information extrated with the ChatGPT4 API, for each of the 486 jobs (working
places, possible studies, level of study, rural job, etc.), considering that ChatGPT
4 has the advantage to be trained on an enormous volume of information, giving
access to ordinary information and representations of occupations in webpages and
books. Merging the definitions given in the PCS manual and the information from
ChatGPT, it is possible to create a Job’s Map based on the processing of textual
information by word-embedding with BERT. This map, represented in figure 1,
allows to embed the occupation landscape in a metric space and to perform finer
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measures of ISM.In the Maps each nodes is a PCS code where peoples are associated
with. By doing so, the maps allows to generate a list of parent(s) and offspring
for each specific job by the numerical distance, providing a numerical value and
variance between the distance of jobs parent and they child’s for each generation
gaps. This information contributes the scientific community by allow to study ISM
with a totally new level, as there is no parameter for comparison between different
types of jobs and between generations and people via the cosine distance in a two-
dimensional space, giving the possibility of weighting (through distance) the link in
a temporal network (between generations).

Figure 1: Word-Embedding with BERT about PCS category definition
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Abstract. It has been shown that computing students have a statistically significantly lower
overall sense of belongingness compared to other science students. A sense of community is
important for many reasons. For example, there are studies that show that a student’s sense
of belonging correlates with improved academic performance. Our research aims to analyze
students at a predominantly undergraduate public university in the United States for their
sense of belonging through a network science lens. We surveyed for their sense of belonging,
as well as their social network, to understand how friendships impact one’s sense of belonging.
When student responses were split by gender, males reported having a higher sense of belong-
ing than females, and females reported higher belongingness than transgender, non-binary, or
gender non-conforming individuals. The four nodes with the highest out-degree on the social
network that was constructed were all professors, indicating the importance of student-faculty
relationships.

Keywords. Graph Theory; Imposter Syndrome; Social Networks

1 Background
The imposter phenomenon (i.e. imposter syndrome) was first coined by Clance & Imes in 1978
and defined as “internal experience of intellectual phoniness” among high achieving individuals
[4]. In a study in 2018, 58% of tech employees reported they experience imposter phenomenon
[5] and a similar percentage (57%) was reported among Computer Science graduate and un-
dergraduate students when asked if experiencing imposter phenomenon in college [13].

Prior research has found that a student’s sense of belongingness has a direct correlation with
their academic success, more specifically that “positive [student] interpersonal experiences at
university increase student belongingness, and belongingness leads to student success” [15].
Related work using the Framingham Heart Study social network also shows that “people’s hap-
piness depends on the happiness of others with whom they are connected” [7]. This study was
able to determine that happiness spreads within a social network, with each person unknowingly
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impacting the happiness of others.

Mental health and belongingness have previously been studied, and researchers were able to
identify patterns between national belongingness statistics in Computer Science and students
at public universities. Prior research found that women felt more connected than men, and
86.4% of female students did not feel like typical computer scientists [16]. At a different
university, researchers found the same result: women, gender minorities, and students with
underrepresented ethnic/racial identities had a lower rate of considering themselves a typical
computer scientist [10].

This study was conducted at a public university located in California that is mainly undergrad-
uate, with the average student-to-faculty ratio being 19:1. The department that this survey
was conducted in has around 1,200 students total with 67 faculty members. The depart-
ment contains Computer Science, Computer Engineering and Software Engineering majors and
throughout the study we refer to students in this department as “computing students.” 75.2%
of computing students are male, 24.8% are female, and <0.1% are non-binary. The gender
ratio is similarly reflected within the computing faculty population: 76.2% of the departments
faculty members are male, and 23.8% are female.

This paper explores the social network of a computing department at a university with respect
to belongingness scores and demographic factors. The network is split into subnetworks by
gender identity and race and ethnicity to see how these individual factors effect a students
sense of belongingness.

2 Methodology
2.1 Survey Distribution
We conducted a survey containing questions relating to mental health, social networks, and
demographic information. The survey was sent out to all computing majors and across a variety
of platforms (described next). 40% of students responded. The survey was distributed through
a weekly department email, flyers around campus (specifically in the computing buildings), sent
in the department Discord, word of mouth (with students in this research group encouraging
peers to respond), and via asking professors to email their students. Some instructors gave
students time in class to fill out the survey, and further buy-in was garnered via sending an
email from the department chair encouraging students to fill out the survey. To give students
time to fill out the survey, we attended 35% (39 / 111) of computing classes offered in the fall
term. For the remaining 65% of sections, the professors teaching those sections were emailed
asking if they could send an announcement to their students asking them to fill out the survey.
As an incentive to fill out the survey we offered the chance to win a gift card. There were nine
raffle winners, each of whom was awarded a $20 gift card.

Social Network Questions: We constructed our social network questions to build an ac-
curate social network without causing survey burnout. The social network questions allowed
students to list up to five people they are closest to within the computing department. After
they listed an individual, they were asked questions to determine more about the relationship.
Questions included: how close they feel to the person they listed, if they usually hang out for
fun or to do school work, and if, to their knowledge, the person they listed is friends with the
other people they previously listed. After entering up to five individuals, the survey included
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an open text question for respondents to enter any other friends or acquaintances within the
department. We were cautious of the total time it would take a student to fill out the survey
and chose to limit social network questions to keep the survey under five minutes.

Belongingness Questions: The questions which focused on understanding respondents sense
of belonging were taken from prior related surveys to enable comparison. These questions were
motivated by Stewart [16] and Metcalf et al [10]. See appendix for all survey questions.

2.2 Anonymization
In order to analyze data while protecting student privacy, the data was anonym-ized to remove
student names. We use the phrase “anonymized data” to reference the data after all names
have been replaced with a unique identifier. This data is still not completely anonymized as
there is demographic data that can be traced back to individual students.

Although professors were not invited to participate in the study, students could still list them
in their social network.

Anonymization involved three steps.

1. Step 1: Professor Name Conversions We asked students to list up to five people
they were closest to within the department, but also gave them an option to list any
extra people they feel are important in their department social network. We were sur-
prised to find that many responses included professors, but the professors were listed in
a variety of versions (example: Dr. vs Professor vs Prof etc.). In order to make sure
all of the variations of a professors name referred to the same person, the first step in
the anonymization process was to create a mapping between the spellings of a professors
name and their full name. Variations within the data were then replaced with a single
full name.

2. Step 2: Find and Correct Name Misspellings We knew it was extremely unlikely
that everyone would be able to list their friends’ names without any misspellings, and
we did not want our data to reflect the same person as two different nodes. In order to
account for this, our anonymization script used fuzzy matching for all names.

Fuzzy matching uses Levenshtein Distance to compare two sequences and returns a
number indicating their similarity [6]. In our case, a high fuzzy matching score might
indicate a misspelling of a name. Any other name that had a fuzzy matching score of
over 70 was added to a list and reviewed. For example, “John Doe” and “Jonathan Doe”
produce a fuzzy matching score of 80, while “John Doe” and “Jonathan Smith” produce
a score of 45.

A human data reviewer then determined if there were any duplicated names in the
list containing misspellings. If there was a duplicated name, they were able to specify
which misspellings should be grouped together to point to one node. For fuzzy matching,
we used the ratio() function from the “fuzzywuzzy” package and used a threshold of 70
after a variety of experimentation. There was concern that setting the threshold higher
could cause the algorithm to miss out on potentially matches. Note that this step did
not change any of the data, but rather created a mapping from all names to their correct
spellings that was then written to a file.

3. Step 3: Create Unique Identifier Mapping Using the map we created from the
previous step, we took all of the values of the map to be valid names in our data. Then
we created a map from a valid name to a unique identifier using the uuid4() function
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from the uuid package. The algorithm then iterated through all the names in the data,
mapping the name to a valid name, and then to the unique identifier, which replaced the
name. The new data was written to a new file.

2.3 Network Analysis
In the network, nodes represent people and edges represent friendships. Two types of edges
exist on the graph:

1. An edge connecting a respondent and a friend which they listed
2. An edge where a respondent indicated two people they listed were friends with each other

For example, if person A listed person B and person C as two of their friends, and also indicated
that person B and person C were friends, the graph would look like Figure 1. If person B also
took the survey and listed person A and person C as friends, but did not indicate person A
and person C were friends, the graph would look like Figure 2. Only a new edge going from
person B to person A was created because the edge from person B to person C already exists.

Figure 1: Graph Snippet including
Person A’s response

Figure 2: Graph Snippet including
Person A’s and Person B’s response

To create subgraphs of the full social network, we created a graph of all respondents who
identified as the specific characteristic we want to include in the subgraph and included all
friendships that respondent listed.

We studied the social network with respect to degree distribution and clustering coefficient.
In networks, a degree distribution is defined as the probability distribution of the degree of a
specific node over the whole network [17]. The clustering coefficient of a network indicates the
measure in which nodes in a graph are likely to cluster together. Clustering coefficients can
vary between 0 and 1, where 0 indicates highly disconnected network and 1 indicates a highly
connected network.

3 Results
3.1 Overall Results
In total, we received 494 survey responses. We cleaned the data for accuracy. For example,
we found that eight students took the survey twice, two professors took the survey, and five
people did not give consent, so we omitted all invalid submissions. We also found that 12
students were not in the department, thus their data was also omitted. In total, there were 467
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valid responses, representing 38.9% of the student body. Out of these remaining responses, we
found that 342 (73.2%) respondents were male, 112 (24.0%) were female, and 13 (2.8%) were
non-binary, transgender, or gender-nonconforming.

3.2 Graph Analysis
When taking the survey, students could list up to five people who make up their social network
as well as a question allowing them to list “any other friends or acquaintances” who are a part
of their social network. For the first five friends students listed, they could indicate if any of
their friends were friends with each other. To construct the social network from the data we
collected, we used the NetworkX package. On average, students reported 4.359 friends total,
and the mode being two friends reported. The distribution of number of friends reported can
be seen in Fig 3.

Figure 3: Histogram showing the number of friends reported vs frequency
The mean of the distribution was 4.359 and the mode was 2.

The social network contained 1325 nodes and 2054 edges. The degree distribution of the social
network can be seen in Fig 4.

Figure 4: Degree Distribution of Social Network
There were 1325 nodes and 2054 edges total

The node with the highest degree is not particularly interesting because there was an option to
enter as many friends as the student wanted. This would skew the data towards someone who
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listed the most friends. Looking at a node’s out degree tells us the degree of others who listed
them as a friend. The four nodes with the highest out-degree (11, 15, 16, 17 respectively) were
all professors. While this survey was directed towards students to understand students social
network, many professors were listed for the question “List any other friends or acquaintances
in your majors department.” In total 101 different professors were listed from 110 different
students representing 23.6% of students listing at least one professor in their social network.

3.3 Gender Identity and Social Networks
When split by gender, the degree distributions for the subgraphs can be seen in figures 5, 6 and
7. The number of nodes, edges, and clustering coefficients for each graph can be found on Table
1. A higher clustering coefficient in female identified data allows us to conclude that females in
general are more closely connected than males. Although females reported lower scores on the
mental health and success questions, it is not because of their lack of community. One reason
for this might be because of active student clubs which support females in computing in this
institution. This impact can also be seen in that 64% of female respondents reported that they
were part of one of these clubs.

Figure 5: Degree Distribution for male subgraph

Figure 6: Degree Distribution for female subgraph
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Figure 7: Degree Distribution for transgender, non-binary or gender non-conforming subgraph

Table 1: Graph characteristics on networks split by gender

Gender Number of Nodes Number of Edges Clustering Coefficient
Female 427 512 0.0593
Male 1066 1054 0.0679

Transgender, Non-binary
or Gender Non-conforming 74 66 0.0679

The subgraph containing only transgender, non-binary and gender non-conforming students
has a low clustering coefficient indicating a disconnected network. There is no specific club
at the university with the sole goal to connect and provide support to non-binary computing
students. Many clubs work to be inclusive but another option could be an initiative to create
a club with the mission to support non-binary computing majors.

3.4 Typical Computer Scientist
A study in 2018 found that there are four key factors that contribute to a STEM students sense
of belongingness, one of which is science identity. Science identity can be defined with relation
to “one’s personal connection to their field”. Students with a high science identity were found
a more strong sense of belongingness [12].

When asked the survey question: “I consider myself a typical computer scientist”, 144 (30.8%)
respondents answered “Agree” or ‘Highly Agree”, while in contrast 201 (43.0%) respondents
answered “Disagree” or “Highly Disagree” and 122 (26.1%) answered “Neutral” as seen in
Figure 10. In a 2019 survey conducted at the same institution when asked the same question,
67.8% and in 2020 57.9% of students did not feel like typical computer scientists, which can be
seen in Figures 8 and 9 [16].

In the survey conducted in 2019 and 2020, respondents could only choose between “Yes” and
“No” when responding to if they felt like a typical computer scientist, while the survey in
2023 respondents could select ‘Strongly Disagree’, ‘Disagree’, ‘Neutral’, ‘Agree’ or ‘Strongly
Agree’. When “Neutral” is considered an agreement to the statement, our results show an
improvement in the students sense of belonging over time, notably, a decrease of 14% since
2020. When “Neutral” is considered a disagreement to the statement, the results show that
69.1% of students disagree. This statistic falls between the average taken in 2019 and 2020.
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Figure 8: Responses
to “Typical

Computer Scientist”
in 2019

Figure 9: Responses
to “Typical

Computer Scientist”
in 2020

Figure 10: Responses
to “Typical

Computer Scientist”
in 2024

If only ‘Strongly Agree’, ‘Agree’, ‘Strongly Disagree’ and ‘Disagree’ responses are considered,
41.7% of students agree with the statement while 58.3% of students disagree.

3.5 Gender Identity and Belongingness
When comparing male and female respondents we found a difference of 8.3%, where 40.0% of
males and 48.3% of females responding that they did not feel like a typical computer scientist.
When compared to those who identified as transgender, non-binary, or gender non-conforming,
77.2% responded they do not feel like typical computer scientists. We acknowledge this is
a small group of students. However, this is significantly higher rate of students questioning
their computing identity than the male and female students and suggests there is room for
improvement within the department for non-binary students.

For questions pertaining to mental health and success, on average males reported higher fit and
happiness. Questions pertaining to mental health and success include:

• I can be myself and still fit in in the department
• I feel happy more often than I am sad
• I consider myself a typical computer scientist
• Do you feel successful at this university?
• I have a healthy balance between my academic and personal responsibilities

On every question listed above, males agreed more with these statements on average than
females, and females agreed more with these statements on average than those who identified
as transgender, non-binary or gender non-conforming. These questions were asked on a scale
from strongly disagree to strongly agree, and when converted to a 1-5 scale (1-strongly disagree,
5-strongly agree), males ranked the question: “I can be myself and still fit in in the department”
with an average of 3.79 indicating they agree with the statement. Female identified students
ranked this question 3.43 on average, while those who identified as transgender, non-binary or
gender non-conforming on average ranked this question 2.54. It is apparent that those who do
not identify as male or female are much more likely to feel they do not fit into the department.
The distribution of responses to this question, split by gender can be seen in Figure 11.
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Figure 11: Student responses to “I can be myself and still fit in in the department” split by
gender

3.6 Race and Ethnicity and Belongingness
Figures 12, 13, 14, 15 and 16 display the same five mental health and success questions from
above when split by race/ethnicity. Race and ethnicity was split by the three most common
identities reported (White, Asian/Pacific islander, Hispanic/Latino), mixed race, and histor-
ically marginalized races and ethnicities. On average students with a mixed race identity
reported the most positive mental health scores closely followed by White students. Students
with an identity from historically marginalized race and ethnicities scored the lowest overall on
every mental health and success question compared to other race and ethnicities.

The question: “I consider myself a typical computer scientist” had the lowest score compared
to the other questions overall for historically underserved students.

All race/ethnicities besides Asian/Pacific Islander, had more than 50% of their population
disagree to the statement regarding feeling like a typical computer scientist. For students who
are members of a historically underserved race/ethnicity group, 57% of students listed that
they disagreed with the question, matching the national imposter syndrome average within the
Computer Science industry.

Figure 12: Student responses to “I can be myself and still fit in in the department” split by
race/ethnicity
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Figure 13: Student responses to “I feel happy more often than I am sad” split by race/ethnicity

Figure 14: Student responses to “I consider myself a typical computer scientist” split by
race/ethnicity

Figure 15: Student responses to “Do you feel successful at this university?” split by
race/ethnicity
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Figure 16: Student responses to “I have a healthy balance between my academic and personal
responsibilities” split by race/ethnicity

The degree distribution of the network split by race/ethnicity can be seen in Figures 17, 18, 19,
20 and 21. The number of nodes, edges and clustering coefficients can be seen in Table 2. Both
White students and students who are members of a historically underserved race/ethnicity have
high clustering coefficients, indicating their network connectedness.

Figure 17: Degree Distribution for White students subgraph

Table 2: Graph characteristics on networks split by race/ethnicity

Race/Ethnicity Number of Nodes Number of Edges Clustering Coefficient
White 661 818 0.063771162

Asian / Pacific Islander 666 805 0.044124318
Hispanic 189 177 0.026455026

Mixed Race/Ethnicity 263 264 0.037467286
Historically Underserved 67 67 0.064676617
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Figure 18: Degree Distribution for Asian/Pacific Islander students subgraph

Figure 19: Degree Distribution for Hispanic students subgraph

Figure 20: Degree Distribution for students of mixed race/ethnicity subgraph
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Figure 21: Degree Distribution for students of a historically underserved race subgraph

Note that we also analyzed the various subgraphs by year the student has been attending the
university, but no notable differences were noticed.

3.7 Threats to Validity
While our results indicate future avenues of research and notable results about various de-
mographic subgroups social networks, the potential threats to validity include selection bias.
Specifically since our methodology used as gift card incentives, and not a global requirement
for all students to fill out the survey, our 38.9% coverage of the department’s student body
could include selection bias.

4 Future Work
Since we have historical data from 2019 and 2020 about belongingness within the department,
we can continue to administer the survey to students to create a longitudinal study of the sense
of belonging within the department. Based on the results, we can implement interventions to
help increase students sense of belongingness and continue to survey students to see the impacts
and which intervention proved the best results.

This survey could easily be scaled to include bigger populations. Staying within the department,
the survey could be given out to all professors to understand how professor-student relationships
impact student success. Since many students listed professors as a part of their social network,
it would be interesting to analyze if professors list the same, or see how big of a role students
play in a professors network. A professor’s network could give us insight into how their social
network impacts their promotion history, job retention and overall well-being.

Another area of future work could be surveying other adjacent departments at the same uni-
versity (such as the Mathematics, Electrical Engineering or Statistics) for their departments
belongingness. We can use these results to find similarities and differences within the stu-
dent body. We can discover what methods other departments are using to facilitate student
belongingness, and if that is working, implement it within the department.

The survey only targeted current computing students. This population does not include stu-
dents who were one of these majors and switched out of computing or the university. If the
department has a goal of maintaining student success and belongingness, it is important to
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include the population of students who are no longer in the program.

Other network analysis measures can be used to study the built social network. This includes
studying keystone vertices to understand which types of students are essential in the network,
betweenness centrality to understand how mutual friends can be important in the spread of
belongingness, average path length to see how connected or disconnected certain groups of
students are, among other graph theory measures. We also plan to study the network in
relation to academic performance to understand which factors are most influential.
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A Survey Questions
Hosted on https://bit.ly/CSSESurvey using TypeForm Platform

Question 1: I agree to participate in this survey
(a) Yes (b) No

Question 2: What is your first and last name?

Question 3: What is your Cal Poly username?

Question 4: List the first and last name of the first person you are closest to in the CSSE
or CPE department: friends, study buddies, classmates.

Question 5: On a scale from 1-5, how close do you feel to <person listed in question 4>?
1 - we’ve had a conversation, 5 - we are close friends
(a) 1 (b) 2 (c) 3 (d) 4 (e) 5

Question 6: Are the majority of the times you hang out with <person listed in question
4> to study / in class or for fun?
(a) Study or in class (b) For fun

Question 7: Would you like to list another person? (You can list up to 5)
(a) Yes (b) No

Question 8: List the first and last name of the second person you are closest to in the CSSE
or CPE department: friends, study buddies, classmates.

Question 9: On a scale from 1-5, how close do you feel to <person listed in question 8>?
1 - we’ve had a conversation, 5 - we are close friends
(a) 1 (b) 2 (c) 3 (d) 4 (e) 5

Question 10: Are the majority of the times you hang out with <person listed in question
8> to study / in class or for fun?
(a) Study or in class (b) For fun

Question 11: To your knowledge, is <person listed in question 8> friends with <person listed
in question 4>?
(a) Yes (b) No

Question 12: Would you like to list another person? (You can list up to 5)
(a) Yes (b) No

Question 13: List the first and last name of the third person you are closest to in the CSSE
or CPE department: friends, study buddies, classmates.

Question 14: On a scale from 1-5, how close do you feel to <person listed in question 13>?
1 - we’ve had a conversation, 5 - we are close friends
(a) 1 (b) 2 (c) 3 (d) 4 (e) 5

Question 15: Are the majority of the times you hang out with <person listed in question
13> to study / in class or for fun?
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(a) Study or in class (b) For fun

Question 16: To your knowledge, is <person listed in question 13> friends with <person
listed in question 4>?
(a) Yes (b) No

Question 17: To your knowledge, is <person listed in question 13> friends with <person
listed in question 8>?
(a) Yes (b) No

Question 18: Would you like to list another person? (You can list up to 5)
(a) Yes (b) No

Question 19: List the first and last name of the fourth person you are closest to in the CSSE
or CPE department: friends, study buddies, classmates.

Question 20: On a scale from 1-5, how close do you feel to <person listed in question 19>?
1 - we’ve had a conversation, 5 - we are close friends
(a) 1 (b) 2 (c) 3 (d) 4 (e) 5

Question 21: Are the majority of the times you hang out with <person listed in question
19> to study / in class or for fun?
(a) Study or in class (b) For fun

Question 22: To your knowledge, is <person listed in question 19> friends with <person
listed in question 4>?
(a) Yes (b) No

Question 23: To your knowledge, is <person listed in question 19> friends with <person
listed in question 8>?
(a) Yes (b) No

Question 24: To your knowledge, is <person listed in question 19> friends with <person
listed in question 13>?
(a) Yes (b) No

Question 25: Would you like to list another person? (You can list up to 5)
(a) Yes (b) No

Question 26: List the first and last name of the fifth person you are closest to in the CSSE
or CPE department: friends, study buddies, classmates.

Question 27: On a scale from 1-5, how close do you feel to <person listed in question 26>?
1 - we’ve had a conversation, 5 - we are close friends
(a) 1 (b) 2 (c) 3 (d) 4 (e) 5

Question 28: Are the majority of the times you hang out with <person listed in question
26> to study / in class or for fun?
(a) Study or in class (b) For fun

Question 29: To your knowledge, is <person listed in question 26> friends with <person
listed in question 4>?
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(a) Yes (b) No

Question 30: To your knowledge, is <person listed in question 26> friends with <person
listed in question 8>?
(a) Yes (b) No

Question 31: To your knowledge, is <person listed in question 26> friends with <person
listed in question 13>?
(a) Yes (b) No

Question 32: To your knowledge, is <person listed in question 26> friends with <person
listed in question 19>?
(a) Yes (b) No

Question 33: List any other friends or acquaintances in your majors department, separated
by commas

Question 34: Out of these clubs, select the ones you’ve been a part of

(a) Women Involved in Software and Hardware (WISH)

(b) Hack4Impact Cal Poly

(c) Cal Poly Linux Users Group ( CPLUG )

(d) Cal Poly Game Development Club ( CPGD )

(e) Cal Poly App Dev Club

(f) CP Security Education Club (formerly White Hat)

(g) Cal Poly Computer Engineering Society

(h) Color Coded

(i) Cal Poly Robotics Club

(j) Cal Poly UX Club ( CPUX )

(k) SLO Hacks

(l) Society of Women Engineers ( SWE )

(m) STEM/Engineering Greek Life

(n) Computer Science and Artificial Intelligence ( CS+AI )

Question 35: Would you say you get sick more often compared to others?
(a) Yes (b) No

Question 36: On average, how many hours of sleep do you get per night
(a) 4-5 hours (b) 6-7 hours (c) 8-9 hours (d) 10+ hours

Question 37: I have a healthy balance between my academic and personal responsibilities

Question 38: My academics cause me stress

Highly Disagree(a) Disagree(b) Neutral(c)
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Agree(d) Highly Agree(e)

Question 39: I am more stressed than those around me

Highly Disagree(a) Disagree(b) Neutral(c)
Agree(d) Highly Agree(e)

Question 40: Balancing school and work is stressful

Highly Disagree(a) Disagree(b) Neutral(c)
Agree(d) Highly Agree(e)

Question 41: I am happy with where I’m currently at in life

Highly Disagree(a) Disagree(b) Neutral(c)
Agree(d) Highly Agree(e)

Question 42: I feel happy more often than I am sad

Highly Disagree(a) Disagree(b) Neutral(c)
Agree(d) Highly Agree(e)

Question 43: I consider myself a typical computer scientist

Highly Disagree(a) Disagree(b) Neutral(c)
Agree(d) Highly Agree(e)

Question 44: I can be myself and still fit in in the department

Highly Disagree(a) Disagree(b) Neutral(c)
Agree(d) Highly Agree(e)

Question 45: I frequently interact with instructors outside of class

Highly Disagree(a) Disagree(b) Neutral(c)
Agree(d) Highly Agree(e)

Question 46: How many years have you been attending Cal Poly?
(a) 1

(b) 2

(c) 3

(d) 4

(e) 5

(f) 6+

Question 47: Select your major
(a) Computer Science

(b) Software Engineering

(c) Computer Engineering

(d) Not Listed

Question 48: Are you a transfer student?
(a) Yes (b) No

Question 49: Have you changed your major at Cal Poly?
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(a) Yes (b) No

Question 50: Have you had a CS/SE/CPE related internship before?
(a) Yes (b) No

Question 51: Do you work during the school year?
(a) Yes (b) No

Question 52: Are you an international student?
(a) Yes (b) No

Question 53: Are you in the 4+1 blended program?
(a) Yes (b) No

Question 54: Do you feel successful at Cal Poly?
(a) Yes (b) Somewhat (c) No

Question 55: What is your current cumulative GPA?
(a) 1.0 - 1.5

(b) 1.5 - 2.0

(c) 2.0 - 2.5

(d) 2.5 - 3.0

(e) 3.0 - 3.5

(f) 3.5 - 4.0

Question 56: What is your sexual orientation? Select all that apply, if unlisted please spec-
ify:
(a) Heterosexual

(b) Homosexual

(c) Bisexual

(d) Pansexual

(e) Asexual

(f) Demisexual

(g) Queer

(h) Not Listed

Question 57: What is your gender identity? Select all that apply, if unlisted please specify:
(a) Male

(b) Female

(c) Transgender

(d) Non-binary

(e) Gender-nonconforming

(f) Not Listed

Question 58: Which race or ethnicity best describes you?
(a) American Indian or Alaskan Na-

tive

(b) Asian / Pacific Islander

(c) Black or African American

(d) Hispanic

(e) White / Caucasian

(f) Not Listed

B Consent Form
INFORMED CONSENT TO PARTICIPATE IN A RESEARCH PROJECT:
“Investigation of Social Networks upon Academic Performance and Mental Health”
INTRODUCTION
This form asks for your agreement to participate in a research project on building a social
network in the Computer Science and Software Engineering (CSSE) and Computer Engineering
(CPE) departments. Your participation involves filling out a survey. It is expected that your
participation will take approximately 5 minutes. There are minimal risks anticipated with your
participation. Others may benefit from your participation. If you are interested in participating,
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please review the following information.
PURPOSE OF THE STUDY AND PROPOSED BENEFITS

• The purpose of the study is to create a recurring survey of the student body within the
Computer Science and Software Engineering (CSSE) and Computer Engineering (CPE)
departments that can be analyzed and used to make improvements towards the structure
and care of both the education and well-being of students.

• Potential benefits associated with the study include helping the department gain insight
on their student body and adapt to the needs of their students. Through the data gathered
from the survey, the department will be able to adapt to encourage student success.

YOUR PARTICIPATION

• If you agree to participate, you will be asked to fill out an online survey.
• Your participation will take approximately 5 minutes.
• As an incentive, you will be offered donuts and cookies, and a chance to win a gift card

if you opt in in the survey.
• At the end of the survey there is access to a raffle entry google form. There are ten

$20 gift cards. The odds of winning are at least 1 in 1,000. Five winners will be drawn
December 3rd, 2023 and five will be drawn January 19th, 2023. If you want to enter the
raffle, but don’t want to participate, you can select “No” to “I agree to participate in this
survey” and fill out the Google Form linked.

PROTECTIONS AND POTENTIAL RISKS

• Please be aware that you are not required to participate in this research, refusal to
participate will not involve any penalty or loss of benefits to which you are otherwise
entitled, and you may discontinue your participation at any time. You may omit responses
to certain questions you choose not to answer.

• There are minimal risks anticipated with your participation in this study. For example,
disclosing your friends’ names might expose your friends’ social connections. This may
place both you and your friends at risk of negative impacts to reputation.

• Your confidentiality will be protected by anonymizing the data collected by replacing
names with unique IDs throughout the survey. Only aggregated results will be published
and there will be no way back to figuring out who a participant is once the data is
anonymized.

• Once we are ready to begin the analysis on the data we’ve collected, we plan to export
the data into an excel spreadsheet and upload the spreadsheet to OneDrive. This file
will then be shared with only the researchers of this project. Since data will be col-
lected continuously, we will infrequently re-export the data and re-upload the excel file to
OneDrive. Both the raw data and the anonymized data will be exported from TypeForm
and uploaded into OneDrive and shared only with the researchers listed on this project.

RESOURCES AND CONTACT INFORMATION

• If you should experience any negative outcomes from this research, please be aware that
you may contact Campus Health and Wellbeing at chw.calpoly.edu, for assistance.
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• This research is being conducted by Rachel Izenson, Cameron Hardy, Lauren Allen, Tony
Li, Ash Chen and Julia Ye (Researchers) and Theresa Migler (Advisor) in the Department
of Computer Science and Software Engineering at Cal Poly, San Luis Obispo. If you have
questions regarding this study or would like to be informed of the results when the study
is completed, please contact the researcher(s) at rizenson@calpoly.edu and the student’s
faculty advisor at tmigler@calpoly.edu.

• If you have concerns regarding the manner in which the study is conducted, you may
contact Dr. Michael Black, Chair of the Cal Poly Institutional Review Board, at (805)
756-2894, mblack@calpoly.edu, or Ms. Trish Brock, Director of Research Compliance, at
(805) 756-1450, pbrock@calpoly.edu.

AGREEMENT TO PARTICIPATE
If you are 18 or older and agree to voluntarily participate in this research project as described,
please indicate your agreement by checking the “I agree to participate in this survey” box in
the survey used to collect data.
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Abstract. The inherent nature of illicit networks warrants their examination as a distinct cat-
egory of networks. This analysis prompts us to examine the characteristics of the graphs used
to model them. Authors have explored the structural properties of these networks, considering
the sociological and criminological processes that shape them. For example, triadic closure is
linked to trust-building, while preferential attachment indicates individuals with many connec-
tions are more likely to be apprehended. Based on a literature review, we suggest that most
illicit networks embody a blend of three primary network models: small world, preferential
attachment, and community-based. Furthermore, we argue that three specific random graph
models effectively capture these diverse characteristics.

Keywords. Illicit networks, Random models, Spectral distances

1 Introduction
The inherent nature of illicit networks motivates their study as a distinct category of networks.
Indeed, these networks show specific structural properties emerging from the sociological and
criminological dynamics at play.

For instance, in [7] the authors claim that in covert settings, triadic closure (hence the small
world effect) aligns with trust building, allowing individuals to protect themselves through the
use of brokers to access the rest of the network. On the other hand, the degree distributions
found in illicit networks often follows the preferential attachment principle [8, 17], with highly
connected individuals being more at risks of being arrested [13]. At the mesolevel, large il-
licit networks have also displayed community structures comprised of well-defined and dense
communities [5].

Hence, the literature supports the hypothesis that illicit networks consist of a mixture of three
network archetypes: small world, preferential attachment, and community-based and we find
that three random graph models genuinely capture these distinct characteristics: preferential
attachment based on several sources [1, 14, 9], Wang’s pseudo-fractal (small world) model [18]
and a variation of Fortunato’s relaxed caveman model [11].

We furthermore back this claim with a methodology that uncovers the inner-workings of a given
illicit network by positioning it relative to instances of the three previously cited archetypes
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using graph distances presented in [20]. A careful study of the structural difference between
the archetypes (varying the parameters used in each model) allows us to get a clear picture of
the parameter space they define. We moreover investigate how key statistics in illicit networks,
such as local centralities (degree, clustering coefficient, betweenness centrality) and mesolevel
measures (participation coefficient [12] and broker score [15]), behave when the structure of
the illicit network studied changes or moves closer from one graph archetype to another. This
helps to interpret these statistics and determine their conceptual relevance based on the graph’s
underlying structure.

2 Probing the shape of a criminal network
Taking [20] as the cornerstone of our work, and employing a methodology akin to that found
in [6], we hypothesize that the structure of a graph is captured by its Laplacian or adjacency
matrix, by leveraging various metrics for network comparison.

Figure 1: 2D mapping (MDS) of network mod-
els (red labels) and specific network instances
(black labels) based on spectral distances. For
sake of completeness, the map includes two
additional models (Watts Strogatz [19], Erdos
Renyi [10]).

More precisely, given two graphs G =
(V, E), G′ = (V ′, E ′), of size N = |V | =
|V ′| one can define a distance dL(G, G′) =√∑N

i=1(λi − λ′
i) where Λ = (λ1 ≥ λ2 ≥ . . .)

(and similarly Λ′) is the spectrum (ordered
sequence of all eigenvalues) of the Laplacian
matrix L of G (resp. L′ of G′).

We may also consider the normalized Lapla-
cian matrix and define a distance dLnorm , or
opt for the adjacency matrix to define a dis-
tance dA. In practice, it is often the case
that only the first k eigenvalues are examined,
where k ≪ N , with the understanding that
the adjacency spectral distance focuses on the
largest k eigenvalues, while Laplacian spectral
distances prioritize the smallest k eigenvalues.
Note that spectral distances enable the com-
parison of graphs of different sizes, although
it is most effective when the graphs are of sim-
ilar dimensions.

To assess a graph G = (V, E) that models
a criminal network, we gauge its proximity
to examples from three random graph mod-
els that encapsulate characteristics commonly
observed in criminal networks. Specifically,
we examine:

• Scale-free graphs, which showcase preferential attachment, mimicking the degree distri-
bution of G with an equivalent node count [1, 14, 9].

• Graphs of size N = |V | created using Wang’s pseudo-fractal model, generating graphs
populated with triads [18].

• Community-structured graphs, mirroring the number of groups in G as identified by
algorithms like those in [2, 14], generated via a variant of Fortunato’s relaxed caveman
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model [11].

Furthering our understanding of this conceptual space, we conducted simulations to generate
numerous graphs from each family, measuring pairwise distances. This process enables a two-
dimensional representation of the space, offering insights into the defining features of any given
network.

These three families of graphs delineate a conceptual landscape in which any criminal network
can be positioned. Although this framework is also relevant to non-criminal networks, the
attributes it emphasizes are particularly interesting for criminal networks. Figure 1 presents a
mapping of various criminal networks in relation to the random models previously discussed,
positioning the three models as benchmarks across a continuum that encapsulates the typical
configurations found within criminal networks. Additionally, we incorporate two renowned
models for comparison: the Watts-Strogatz model as an alternate representation of small-
world networks, and the Erdős-Rényi model as an example of fully random graphs devoid of
any specific structure. Notably, Wang’s model excels, surpassing even the Watts & Strogatz
model, in its ability to capture the quintessential small-world nature of these networks. One
particular network, dedicated to Money Laundering, distinctly stands out, demonstrating a
more pronounced scale-free structure.

3 Conclusion
Our study leads to a compelling although obvious conclusion: it is crucial to distinguish the
network under study from the data describing it. This distinction is necessary because data
often accentuates certain features of the network while neglecting others – sometimes induced
from the investigation’s imperatives, thereby challenging the accurate portrayal of the network’s
full complexity. For example, attempting to analyze the network’s meso-level structure using
data alone would be ineffective if field observations lead to building a scale-free graph. In such
cases, a statistical indicator focused on meso-structure fails to provide insightful information in
a network characterized by a scale-free pattern.

(a) Comparing the degree of nodes and
their broker score [15].

(b) Comparing the participation coefficient of
nodes [12] and their betweenness centrality.

Figure 2: Pearson’s correlation coefficient between network statistics (according to network
size) across different instances of random models help discern the distinct behaviors of the
models and gain insights into the underlying mechanisms of specific criminal networks.

Our methodology serves as a diagnostic tool, evaluating the balance or the dominance of par-
ticular aspects within the data, illuminating the inherent characteristics of the network under
analysis. By employing this approach, researchers and experts in criminal science can achieve
a deeper, more nuanced understanding of the structure of illicit networks as revealed by their
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data. Additionally, it aids in assessing the relevance and impact of the network statistics used
in their analysis.

Further, we have conducted a detailed investigation of structural features to pinpoint the dis-
tinct behaviors of these models and enrich our comprehension of the forces that shape specific
criminal networks, as depicted in Figure 2.

Building on this rationale, we plan to investigate the NetSimile distance [2], a metric that as-
sesses networks based on their features for comparative analysis. By integrating both feature-
based and spectral distances, along with comparisons of features at local, global, and meso-
levels, we are in the process of developing a comprehensive framework. This framework aims
to equip criminal science specialists with the ability to swiftly categorize the networks they ex-
amine, thus streamlining the development and verification of hypotheses or theoretical propo-
sitions.
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Abstract. Network (or graph) sparsification is a non-trivial task due to the need to preserve
various (or at least representative) network properties. In this work, we propose a general
hybrid edge sampling scheme, that is a combination of the Local-filtering-based Random Edge
sampling (LRE) [Hamann et al., SNAM 2016] and the Game-theoretic Sparsification with Tol-
erance (GST) framework [Su et al., ASONAM 2022]; we call the new method LOGA for brevity.
LOGA fully utilizes the advantage of GST in preserving complex structural properties (espe-
cially the degree distribution) by preserving local node property, as well as the strength of LRE
in preserving the connectivity of a given network. Technically, this is achieved by regarding
GST as a technique to refine LRE – leading to LOGA, and by further including the preservation
of the largest connected component and the weighted average clustering coefficient – leading to
an algorithmic variant LOGAsc. In this way, LOGA / LOGAsc generalize the work on GST to
graphs with weights and different densities, without increasing the asymptotic time complex-
ity. Extensive experiments on 26 weighted and unweighted networks with different densities
demonstrate that LOGAsc performs best for all 26 instances, i.e., they preserve representative
network properties better than using state-of-the-art sampling methods alone.

Keywords. Graph sparsification; Edge sampling; Hybrid sampling

1 Introduction
It is well known that one can speed up graph analyses by sparsification. Sparsification removes a
large proportion of possibly redundant edges in a given network or graph G = (V, E, W ) without
the aggregation of nodes; G is therefore compressed into a sparser graph Ĝ by sparsification.

Sparsification requires the preservation of structural properties of G in Ĝ in a scaled manner.
Preserving various structural properties of G is still a non-trivial problem. A pragmatic solution
is to preserve representative ones (see Fig. 1). By doing so, we can expect other properties to
be preserved to some extent, due to the correlations between different properties [3, 9, 10, 11].

When doing sparsification, time consumption is an important aspect to consider. For this, edge
sampling without access to the entire network is often preferred [8, 7, 4, 6, 12, 5, 11]. Still,
preserving a set of representative properties by edge sampling is also non-trivial, because it is
hard to define an appropriate sampling objective characterizing well the selected representative
properties. A practical option is to combine different edge sampling methods.
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Figure 1: A schematic view of sparse subgraphs Ĝ preserving structural properties of a
given graph G. Shapes are sparse subgraphs of the same network density. Assuming the largest
connected component, community structure, and degree distribution are selected representative
properties, two sparse subgraphs in diamond are ideal choices for preserving these properties.

Therefore, we propose a hybrid sampling scheme LOGA, as a combination of two edge sam-
pling methods: LRE [4] and GST [11]. Technically, we first improve GST by initialization
optimization; that is, we provide GST with a good initialized sparse subgraph G∗ using LRE,
leading to a hybrid edge sampling LOGA. Then, we include constrained update in LOGA by the
preservation of the largest connected component and the weighted average clustering coefficient
based on G∗, leading to an algorithmic variant LOGAsc. Thus, the contributions are as follows:

• We propose a hybrid edge sampling scheme LOGA and an algorithmic variant LOGAsc

for graph sparsification.
• LOGAsc maintains representative properties better than the state of the art for functional

climate, real-world, and synthetic networks (on average).
• We recommend using LOGAsc

2,3,w in practice, where subscripts ‘2’, ‘3’, and ‘w’ represent
that LOGAsc preserves the expected degrees of nodes, the expected number of triangles
(i.e., closed wedges), and the expected number of non-closed wedges associated nodes.

Table 1: Summary of the performance of sampling methods, i.e., LOGA vs {GST, LD, LJS,
RE, LRE, and CN}, out of 26 unweighted and weighted networks with different densities. The
shooting score counts the number of data sets for which different methods perform better.

Method GST2,3 LD LJS RE LRE CN
Score 8 14 0 10 25 0
Method GST2,3,w LD LJS RE LRE CN
Score 10 13 0 11 23 0
Method LOGA2,3 LD LJS RE LRE CN
Score 21 6 0 6 20 0
Method LOGA2,3,w LD LJS RE LRE CN
Score 22 6 0 5 20 0
Method LOGAsc

2,3 LD LJS RE LRE CN
Score 23 4 0 5 18 0
Method LOGAsc

2,3,w LD LJS RE LRE CN
Score 26 4 0 5 19 0

2 Hybrid Edge Sampling Scheme
Initialization optimization. The idea of optimizing initialization for GST stems from the
existence of multiple equilibria in GST, which is not indicated in Ref. [11]. Due to this, it is
natural to ask how to steer an algorithm to find a good optimum. One established strategy is
to use a good starting solution, that in our context, already preserves representative properties
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reasonably well. Therefore, we propose LOGA first by using LRE as an initializer optimizing
GST due to the best performance of LRE in our preliminary study.

Constrained update. For GST, initialization optimization is not sufficient to ensure that, the
representative properties preserved by the initialized sparse subgraph G∗ can still be preserved
after sparsification. For this, we preserve the largest connected component and the weighted
average clustering coefficient during sparsification. These two structural properties are chosen,
because they can be used for characterizing network resilience [2, 1].

The experimental evaluation is given in Table 1. The shooting score computes the number of
data sets for which each method has relatively better performance. For example, LOGAsc

2,3,w

achieves a shooting score of 26, indicating that it performs relatively better in all 26 networks.
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Abstract. This article is a summary of a paper accepted for presentation at the conference
ECG2024 [Ara+24]. We focus on graph reduction using machine learning techniques to preserve
distance in the graph. Either by grouping similar nodes or edges or sparsifying, removing less
important edges for the downstream task. We propose a method that combines both approaches,
first a sparsification step followed by an aggregation step.

Keywords. Reinforcement Learning; Graphs; Reduction

1 Introduction
Graphs or networks are used to model interaction between different types of entities. In many
domains, complex data can be represented by graphs. Popular examples are social networks or
protein-protein interactions. Most of these graphs are so large and complex that their study
can be very challenging. To resolve this problem, one solution is to simplify the input graph by
reducing its size. The objective is to get a smaller graph while keeping some of its properties.
These properties depend on the downstream task at hand. There are two main types of methods
for simplifying a graph, the first one is graph coarsening where the objective is to reduce the
size of the graph by grouping similar nodes. For example, one can group nodes with the same
neighborhood or nodes with the same features, etc. This creates a smaller graph where each node
can be represented as an aggregation of several nodes. There are also sparsification methods
that remove edges that are less important for the downstream task.

We will consider in this paper methods of reduction of graphs which preserve distance. In
other words, two nodes at a distance d in the initial graph, are at the same distance with a
multiplicative or additive factor in the simplified graph. The objective of preserving the distance
is for example to be able to approximate path queries in the graph. The proposed algorithm
will combine both sparsification and aggregation in order to build the smallest graph possible.
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2 Preliminaries
Graph and path: A graph G = (V, E) is composed of V a set of nodes (or vertices), and E
a set of edges (or links), such that E ⊆ V × V . The vertices u and v are neighbours if the edge
{u, v} ∈ E. A leaf is a node linked to only another node, called its parent. A path is a sequence
of nodes such that two subsequent nodes in the sequence are neighbours. The length of the path
is its number of edges. The distance between two vertices u and v, denoted by dist(u, v), is the
length of the shortest path between the nodes. If no such path exists, the distance is considered
to be dist(u, v) = ∞. A graph is connected if there exists a path between each pair of nodes. A
cycle is a path where the first and last vertices are equal. A tree is a connected graph without
any cycle. Let G = (V, E) be a graph, T = (V ′, E ′) is a k-dominating subgraph of G if T is a
subgraph of G (i.e., V ′ ⊂ V and E ′ ⊂ E) and ∀v ∈ V, ∃u ∈ V

′ such that dist(u, v) ≤ k in G.

Reinforcement learning: The principal objective of Reinforcement learning (RL) is to
maximize a long-term reward [SB18]. In RL, the learner (the one who makes decisions) is called
the agent. To maximize the reward, first it must explore the space of actions by making random
decisions to discover which action gives the highest reward. Once he has explored enough,
he will exploit his discovery by taking the best action. The problem will be represented as a
Partially observable Markov decision process (POMDP) where only partial information about
the current state is available to the agent. Solving POMDP problems is undecidable in general,
but if we restrict ourselves to maximizing the cumulative reward, it can be solved using an
approximation method. In our case, we will use Deep Learning because it has shown positive
results in a similar context [WZL21].

3 Graph reduction using Reinforcement Learning
In this part, we will present our new distance-preserving graph reduction method inspired by
SparRL [WZL21] and called HyRed. Let G = (V, E) be a graph and T = (V, E ′) the compressed
graph of G such that |E ′| ⊆ |E|. The distances are preserved if it exists a k ∈ R such that for
every pair of nodes u and v in G, dT (u, v) ≤ k · dG(u, v). This means that we can retrieve the
distance in G from the distance in T up to the multiplicative factor k. Formally the distortion
is:

Distortion = 1
(|V |

2
)

∑

u,v∈V

distT (u, v)
distG(u, v) . (1)

The sparsification algorithm: The goal is to choose a set of edges to remove from the graph
while minimizing the distortion. The first step is to learn to select an edge to remove, taking into
account a set of observations about the current subgraph. At the beginning of each training episode,
we build a partial environment by removing random edges from the initial graph to obtain a partial
environment. Then, we compute a minimum spanning tree (MST). Edges of this tree will not be
removed ensuring the subgraph will remain connected. Then, we select a subgraph Ht induced by EH
edges which do not belong to the MST, in order to reduce the computational cost. The edge to remove
is selected within Ht using a set of observations dHt (degrees of nodes), ηt (ratio of degrees) and Nt

(One-hop neighbourhood) which give a belief of the current state. From the past experiences, the agent
will learn by trying to minimize the error between the true reward and the expected reward.

The k-domination algorithm: Intuitively, the algorithm recursively removes leaves until they
are at a distance k from an already removed node. To achieve this, it constructs an associative array
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which, for each parent node, maintains the distance at which the node was removed. The nodes of the
resulting k-dominating tree are super-nodes that aggregate all the nodes attached to them and are not
part of the k-dominating tree.

Figure 1: An example of HyRed applied to a graph which involves the following steps. Initially,
red edges are removed because they are considered less important. From the resulting spanning
tree, we then apply the 3-dominating algorithm. The resulting nodes are highlighted in gold,
and the aggregate nodes are enclosed within the red clusters.

4 Experiments
A description of the datasets and algorithms used is given in the original paper [Ara+24]. The results
are shown in Tables 1, 2 and 3.

Algorithm 50 edges † 150 edges † 225 edges 300 edges
BFS 1.930 1.919 1.847 1.997
Petal 1.883 1.910 1.949 1.940
Controlled Random 2.358 2.748 2.711 2.757
CKS 2.457 1.936 1.860 1.929
HyRed 1.168 1.768 1.944 2.332

Table 1: Average distortions over 10 executions for synthetic graphs using Watts-Stroggatz
model. † indicates |EH| = |E|. We consider graphs with 20, 50, 75, and 100 nodes.

algorithm 184 edges 184 edges † 284 edges 284 edges † 384 edges 384 edges †
BFS 1.864 1.820 1.791 1.847 1.820 1.732
Petal 1.821 1.792 1.929 1.859 1.880 1.868
Controlled Random 2.735 2.569 2.668 2.591 2.811 2.708
CKS 1.696 1.696 1.667 1.667 1.696 1.696
HyRed 1.699 1.637 2.183 1.896 2.369 1.603

Table 2: Average distortions over 10 executions for synthetic graphs using Barabási–Albert
model. † indicates |EH| = |E|. We consider graphs with 20, 50, 75, and 100 nodes.
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Algorithm 51 edges 84 edges 120 edges 133 edges
BFS 1.597 1.382 1.660 1.703
Petal 1.443 1.297 1.596 1.643
Controlled Random 1.631 1.616 1.875 1.829
CKS 1.567 1.377 1.523 1.341
HyRed 1.013 1.202 1.405 1.222

Table 3: Average distortions over 10 executions for graphs of dataset ENZYMES. We consider
graphs with approximately 100 nodes.

5 Conclusion and Discussion
HyRED is a hybrid method of graph reduction combining a step of sparsification followed by a step
of aggregation. It obtains overall the best results on the considered graphs, and more specifically on
Enzymes dataset. We notice that it becomes very challenging for the agent to act optimally when
the graph size is large. In addition, even if the variance is high, we observe that there is often one
run of HyRed that outperforms the results of all other methods. In the end, this work opened several
perspectives: (1) The current task is non-markovian as the edge removed at timestep t will influence
the future action and outcome. Thus it would be interesting to integrate the history of actions and
observations in the embedding for better decisions at the current step using the previously discussed
method. (2) To limit the training time, approximating the distortion could be interesting at the cost
of a slight deterioration in performance.

Acknowledgement: For the research leading to these results, the authors received funding from
Agence National de la Recherche (ANR) under Grant Agreement No ANR-20-CE23-0002.
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Abstract. The dynamics of large scale transportation systems result from: i) traffic flow in
the system, a strongly nonlinear process, ii) traffic assignment, i.e. the route/departure time
choice of travellers. Route and departure time choice occur on different time scales, real time
and day-to-day. Travellers make their choices based on their assessment of their travel costs.
Traffic assignment impacts the congestion patterns, thus retroacts with the travellers’ choices.
Available information and learning play a crucial role in this process. The aim of the paper is
to analyse the day-to-day dynamics of the transportation system on a medium time scale. The
questions of interest are: existence and unicity of equilibria, periodic orbits, possibly complex
dynamics.

Keywords. Nonlinear dynamical systems; infinite dimensional system; complex system; fixed
point; equilibrium; dynamic traffic assignment; traffic flow model; GSOM model

1 Introduction, setting the problem, aims.
In this contribution we consider the transportation system at a regional level, and focus on
vehicular traffic, which contributes to the bulk of passenger transportation in most regions.
The question addressed is: what is the evolution of the transportation system over a time
range of a month to a year, and specifically does the system reach an equilibrium, and if yes,
how is the equilibrium reached, is it unique, is it stable, do other dynamics eventually occur?
The dynamics of networks are the result of the process of Dynamic Traffic Assignment (DTA),
that is to say the choice by travellers of their route and their departure time. DTA modelling
constitutes an essential tool for analysis, planning and management of the transportation system
at the regional level. The reader is referred to [5] and [24]

Following Wardrop ([25] the general behavioral assumption for DTA is that travellers make
their choices by minimizing their travel cost in order to achieve the object of their trip. In
the case of DTA the travel cost includes mainly travel time and penalty for late/early arrival
with respect to the desired arrival time, and possible financial costs (tolls). Travellers’ choices
have an obvious impact on the supply side of the transportation system. If many travellers
chose a route because of its attraction (low travel cost) then this route becomes congested
and its attraction diminishes. A similar process applies to departure time choice. Hence the
fundamental question: does the system reach an equilibrium, and if the answer is positive, is

French Regional Conference on Complex Systems
May 29-31, 2024, Montpellier, France

1339



J.P. Lebacque et al. Day-to-day Dynamics of Transportation Systems

this equilibrium unique, is it stable, what are the day-to-day dynamics. All this questions have
a direct impact on managing the system and on its planification.

In the case of static single mode traffic and monotonous diagonal travel costs (i.e. costs in-
creasing with demand) the problem is well understood and the path flows can be obtained as
the solution of a fixed point (or variational inequality) problem, which guarantees the existence
of an equilibrium. The reader is referred for instance to [21, 22, 23]. Nevetheless it can be
shown in some simple configurations that chaotic behaviour is liable to occur, depending on
the assumptions made on the learning behaviour of travellers [6, 16, 4].

Analysis of the dynamic case is much more difficult. One reason is that models of very large
transportation networks need to be both very fast and precise. Another reason lies with the
innate complexity of the problem, the setting of which is a graph (the network) times a time
interval (containing the possible departure times). Thus the natural functional setting is an
infinite dimensional space. Many models have been considered for DTA: point queue models
[12], simple and efficient, cellular automata (with a large-scale application in the NordRhein-
Westphalen region [18]), hydrodynamic models [17], MFD (macroscopic fundamental diagram)
based models [1], 2D (bidimensional) models [20, 10] which are emerging for addressing very
large scale DTA problems, microsimulation/multiagent models [8, 2, 3] which constitute the
core of simulation-based applications (MATSIM [7], commercial softwares such as AIMSUN,
PTV, CALLIPER).

The present contribution uses a model of the GSOM family [15, 13, 14]. These models rely
on the hydrodynamic paradigm for traffic modelling: they approximate the flow of traffic as
a flow of liquid in a network and are well-suited for traffic on large networks. The approach
outlined in the contribution also takes into account the evolution of technology which impacts
directly DTA. Indeed, crowd sourcing, internet services and V2V (vehicle to vehicle) or V2I
(vehicle to infrastructure) communicationprovide an increasing fraction of travellers with real-
time information on the totality of the network. We will use the term ITT (instantaneous
travel time) to designate the result of this real-time information. One important aspect of our
approach is that travellers in DTA make choices at two different levels and time-scales. They
base their route choice in real time on ITT, but base their departure time choice on a day-to-day
basis on PTT (predictive travel times). Predictive travel times result from past experienced
travel times (ETT) by a learning process. The learning process can also affect the route choice.

Three factors add to the complexity of the system. i) ITT is not a good motive for route choice,
as traffic conditions change while the traveller moves along his route, which leads to suboptimal
route choice and network dynamics [9, 11]. ii) The two different time-scales necessarily interact,
especially since learning (a day-to-day process) can also impact route choice. iii) The learning
behaviour of travellers is likely to retroact adversely on the dynamics of the system and may
induce chaotic behaviour as shown in the static/quasi-static case [16, 4]. In [19] suggestion of
possible chaotic behaviour has been shown with a simplified point queue model.

The contribution aims to extend these ideas with the more precise GSOM model, by considering
various learning strategies in the iterative process of day-to-day dynamic assignment. We will
analyze in this context the questions of multiplicity of equilibria, of the convergence and stability
of the equilibrium reaching process, as well as possible bifurcation phenomena occurring in this
process.
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2 Outline of the traffic assignment process
The main data of the problem is Dta

w : the travel demand (number of trips per unit of time)
of OD (origin-destination) couple w ∈ W of travellers with desired arrival time ta ∈ Ta. The
main unknows are:

i) the distribution of departure times ϕtaw (t)dt ∀w ∈ W , ta ∈ Ta with respect to departure time
t ∈ Td. Thus

(K)
∣∣∣∣∣

∫
td∈Td

ϕtaw (td)dtd = 1 ∀w ∈ W ,∀ta ∈ Ta
ϕtaw ≥ 0 ∀w ∈ W ,∀ta ∈ Ta (1)

ii) the fraction $ta
p (t) of travellers departing at time t ∈ Td, with desired arrival time ta, using

path p ∈ Pw to complete their w OD trip. Pw denotes the set of plausible sets joining the OD
w ∈ W . Thus the fraction $ta

p are positive and satisfy:
∑

q∈W
$ta
q (t) = 1 ∀ta ∈ Ta, t ∈ Td

Let us note by f tap (t) the flow of travellers departing at time t ∈ Td, with desired arrival time
ta ∈ Ta, using path p ∈ Pw to complete their trip joining the OD couple w ∈ W . By the above
definitions:

f tap (t) = ϕtaw (t)$ta
p (t)Dta

w ∀w ∈ W , p ∈ Pw, ta ∈ Ta, t ∈ Td
The f tap (t) constitute the input of the GSOM traffic flow model. The output of this model
includes: the instantaneous and experienced travel times and costs, and the predictive travel
costs, after resolution of the Wardrop optimality conditions.

The late/early arrival time penalty takes the form L(ta − TA) where TA denotes the arrival
time and L denotes a convex function which admits a minimum at L(0) = 0. Thus if the
instantaneous travel time of path p at time t is ITTp(t) then the corresponding instantaneous
travel cost ITCta

p (t) is obtained by ITCta
p (t) = ITTp(t) + L (ta − t− ITTp(t)). Note that the

instantaneous travel times are additive and express ITTp(t) ≈
∫
p dξ/V (ξ, t) where V denotes

the velocity (an output of the GSOM model). The Wardrop principle applied to route choice,
i.e. to the calculation of the fractions $ta

p (t) can be expressed as

$ta
p (t).

(
ITCta

p (t)− min
q∈Pw

ITCta
q (t)

)
= 0 ∀p ∈ Pw, ta ∈ Ta (2)

which must be solved at any departure time t ∈ Td and for all OD couples w ∈ W .

The GSOM model also yields experienced travel times ETTp(t) for all paths p ∈ Pw, w ∈ W and
arrival times t. Note that the experienced travel times are not additive but satisfy a semi-group
property. They are estimated on each path p ∈ Pw by keeping track of the departure time of
travellers. Departure time is a traveller attribute which is advected by the traffic flow and thus
is easily calculated in the GSOM model. The first step consists in inverting the experienced
travel times in order to obtain the predictive travel times PTTp(t) with t being the departure
time: PTTp(t) = ETTp(t + PTTp(t)). Then the predictive path travel cost is obtained by
PTCta

p (t) = PTTp(t) + L (ta − t− PTTp(t)). Finally we obtain the predictive OD travel costs
as the expectation of the predictive path travel costs:

PTCta
w (t) =

∑

q∈Pw

$ta
q (t).PTCta

q (t) ∀ta ∈ Ta, t ∈ Td

The Wardrop principle applied to the departure time choice can be expressed as
∫

t∈Td

dt
[
ϕtaw (t).

(
PTCta

w (t)−min
s∈Td

PTCta
w (s)

)]
= 0 ∀w ∈ W , ta ∈ Ta, ϕ ∈ (K) (3)
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where ϕ must be constrained by (K).

3 Implementation, concluding remarks.
Let us consider the resolution of (3) in a day-to-day process. We denote by τ the day index.
(3) can be viewed as a fixed point problem (a natural functional setting would be a L2 space
of square integrable functions with respect to t ∈ Td):

ϕ = PK [ϕ− PTC(ϕ)] (4)

Here ϕ denotes the vector of OD costs, PK the projector on (K) and PTC the vector of OD
costs, which can be considered as a function of ϕ because (2) must be solved with respect to
$ given ϕ. Various schemes are conceivable in order to solve (4), for instance

ϕτ+1 = (1− βτ )ϕτ + βτPK [ϕτ − ατPTC(ϕτ )] (5)

Here the coefficients ατ and βτ express learning behaviours of travellers. ατ expresses the
sensitivity to expected OD travel costs whereas βτ would designate the fraction of travellers
who actually react to OD travel costs. These coefficients can also depend on the day.

Preliminary results show various patterns: simple convergence, periodic orbits, lack of conver-
gence suggestive of possible chaotic behaviour, depending on the learning strategies and on
the demand level which appears also as a critical parameter. These results are consistent with
previous results reported in the literature for the static/quasi-static case.
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Figure 1: Non convergence. Left: Total network travel cost as a function of time, right: demand
f for one path and desired arrival time, as a function of τ (iteration) and departure time
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Figure 2: Left: the system converges towards an orbit of period 4, right the system converges
to an equilibrium (index: total network travel cost as a function of iteration τ)
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Abstract. Catastrophic events can be captured through mobile phone data as people react in
real time to virtual information. We investigate how mobile phone application usage patterns
vary across apps in the aftermath of a catastrophic event. This is explored temporally by
characterizing patterns on the day of and after the fire of the Notre-Dame cathedral. This is
further explored spatially by examining the relationship between physical distance and virtual
information spread. Our methods and findings give insight into how information spreads during
a catastrophe in both time and space.

Keywords. Mobility; Data Science

1 Introduction
Understanding how information propagates during and after catastrophic events is an active
field of investigation [4, 10, 6, 9]. Social media and online resources have been used to track
the length and intensity of responses to breaking news stories [9, 5], or to categorize types of
responses from the population [6]. Mobile phone data provides deep insight into the intricacies
of human behavior, with high granularity on both temporal and spatial scales. These data-sets
enable large-scale data driven analysis applied to a wide range of areas including social network
analysis [3], population dynamics [2], and urban structure [7]. In this work, we analyze mobile
phone data to understand how the temporal and spatial usage of different applications are
perturbed in the aftermath of an unprecedented event. To this end, we use the NetMob2023
Data Challenge dataset [8] which provides mobile phone usage data for several cities in France
for a range of applications over a 3 month period of time in 2019, at a spatial resolution of
100m2 and a time resolution of 15 minutes. We investigate dynamics caused by one of the most
extreme events occurring during this period: the burning of the Notre-Dame cathedral in Paris
and the collapse of its historic spire. We analyze the spread of information before, during, and
after the fire, using volume of app traffic as a proxy for information transfer.

We first study the timeseries of app traffic per city for a select subset of the available apps.
This allows us to characterize apps and look at application-function based differences, as well
as user preferences across cities. Second, we analyze how traffic spikes were distributed spa-
tially throughout the city of Paris. We consider if there is an association between information
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spread, in both time and intensity, and the distance from the epicenter of the catastrophe. We
discuss the dependency on radius from epicenter of catastrophe, quantitatively addressing the
relaxation of an approximate radial spread of information over time.

Thus, we provide a thorough description of how the catastrophic event of the fire of the Notre-
Dame cathedral perturbed the temporal and spatial patterns of app usage traffic. The methods
utilized can be extended to other contexts to characterize mobile phone user response to un-
planned catastrophic events, giving insight into how information spreads during a catastrophe
in both time and space.

Next day

Twitter 

traffic time series


ρ(t, d )
μ(t)
2σ(t)

a)

b)

Spire collapsesSmoke is visible

Twitter spatial propagation of above-baseline traffic 

Figure 1: Graphical introduction: a) This panel shows the time series evolution of the
application Twitter over a time period ranging from 18 : 00 to end of day on the day of the fire
and 7 : 00 to end of day the day following the fire. The traffic on the day of the fire, ρ, is given
in blue, with the mean traffic of previous weeks and two standard deviations from this mean
also shown. b) The spatial evolution of application traffic of Twitter is shown in time on the
outline of the city of Paris, with intensity of app traffic from an established baseline displayed.

2 Spatio-Temporal Methods
In order to indicate abnormal traffic spikes, we define the distance from baseline at time t as,

D(t) = ρ(t) − (µ(t) + 2σ(t))
µ(t) + 2σ(t)) , (1)

indicating the value of traffic volume in relation to two standard deviations from the baseline
mean of traffic. We then represent the traffic time series of each app on the day of and after the
fire as two features vectors of length 5, normalizing each vector by the maximum and minimum
values for spiking apps within each feature for that day.

• (sstart
i , send

i ): the starting and ending times of the ith spike
• sduration

i : the duration of the spike
• smax

i : the maximum value of D(t) during the spike
• saggregate

i : The sum of all D(t) values during the spike
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Finally, we perform a k-means clustering of the feature vectors, clustering applications in Paris
separately from all other cities in order to investigate changes in behavioral patterns between
city the of incidence and other cites. We choose number of clusters k = 5 by computing the
Sum of Squared Errors over values of k and manually inspecting the curves.

We now turn our attention to spatial considerations, defining the tile-wise distance from baseline
at time t using the same form as Equation 1 for each 100m2 spatial tile in the city of Paris. We
compute this distance on each tile for the app Twitter from t =18:45 on April 15th, the day of
the fire, until t =24:00.

Taking inspiration from [1], we construct concentric squares of increasing radial size centered
on the epicenter, with radius being the diagonal of each square, and measuring the distance
from the epicenter in km’s. We sum the total anomalous traffic, ∑

i∈r Di(t), within the square
of radius r. For subsequent squares, we now subtract the total anomalous traffic of the previous
square, resulting in a measure that gives the change in volume of application traffic as a function
of the radius [1],

∆D(r) =
∑

i∈r

Di(t) −
∑

j∈r−1
Dj(t). (2)

We posit that a ‘perfect’ radial spread outward from the epicenter would be represented with
Eq. 2 by an exponential decay curve. The authors in [1] generally consider change in anomalous
traffic volume from the epicenter aggregated over some time period, giving the course-grained,
general behavior of the response to catastrophe. Since we are interested in how the radial
spread of information relaxes, we also consider the ‘instantaneous’ function of Eq. 2 at each
measured time point. This more fine-grained approach to understanding radial spread shows
how radial patterns evolve over time, relaxing from perturbation, and also ensures that the
response of one measured time does not dominate the interval of measurement.

3 Results and Conclusions
We identify applications that present abnormal traffic in response to the fire, consistent with
the assumption that human activity spreads across social-media as people react to catastrophic
events. We also find that spiking patterns are observed for applications across all cities included
in the analysis (Paris, Lyon, Marseille, Montpellier, Rennes, and Strasbourg). Interestingly, the
applications spiking in cities other than Paris are always a subset of the applications that spike
in the French capital, the city of incidence.

We find that applications with the same ‘function’, such a social media platforms, can exhibit
very different response patterns. One might have better success in predicting app response
patterns by a more fine grained type such as, messaging, broadcasting, image sharing, live
video, etc. We also note that patterns of application traffic, and abnormal traffic in general,
are prevalent the day of the fire but quickly relax and may be undetectable the day after the
fire. The city of incidence experiences the most persistent abnormal application traffic, with
traffic in other cities generally returning to normality.

While there are slight variations between the types of app behavior in Paris and behavior in
other cities, there are notable similarities in user usage for applications in response to catas-
trophe. For example, in all cities, the live video streaming app Periscope is characterized by a
very large, yet brief, spike in usage, taking place shortly after the start of the fire.
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We also find that apps that spike in multiple cities tend to cluster together, for example,
Facebook Messenger clusters together for all the cities. However, there is some slight variation
of app usage based on within-city user behavior. This is evident in that there are apps that spike
in some cities, and not others. Furthermore, there is some slight variation in which cluster an
app can appear in for different cities. These results suggest the strong effect of user-preference
on app traffic.

Finally, we investigate the association between information spread, in both time and intensity,
and the distance from the epicenter of the catastrophe. We aim to identify and quantify
spatial patterns of above baseline traffic volume and their evolution over time. We detect an
approximately radial spreading pattern, emanating outward from the Notre-Dame Cathedral.
Such a pattern appears to persist until the end of the day, relaxing over time in both intensity
and traveled distance. This result is surprising in that the intensity of the spread appears to
decay radially with the distance from the epicenter of the catastrophe, which is not immediately
evident given that the means of communication being investigated, in principle, does not rely
on physical distance.
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Abstract. As climate impacts become more frequent and drastic, the importance of under-
standing how they will affect migration is growing. However, the complexity of migration
dynamics means it is difficult to make conclusions about these effects. In this study, we focus
on South Africa because there is a high prevalence of internal migrants, it is the most unequal
country in terms of income, and it faces a high frequency of climate change impacts with long
periods of droughts followed by intense floods, expected to get worse over time. These climate
effects are affecting the country’s infrastructure, productivity, human capital, and water re-
sources, which in the absence of intervention, makes it one of the countries most likely to be
negatively affected by unplanned climate migration. The challenge lies in understanding po-
tential climate migration dynamics and designing effective policies to mitigate negative effects,
from which other countries could learn from too. We will build a spatial agent-based model,
exploring the decision making process behind migration and identify the hot spots of migration
dynamics. That is, which are the sending places, where are people going to, what are the
most salient patterns of people’s movements within the country, and where do these overlap
with climate risk. The goal is to use the agent-based model to study the differences between
mitigation and adaptation policies for climate change migration, as well as economic growth
and inequalities, especially those related to gender.

Keywords. Climate Change; Migration; Agent Based Model; Public Policy; Spatial Networks

1 Introduction
Climate change affects peoples’ livelihoods both directly and indirectly through economic, po-
litical and social channels. One strategy that can be used to cope with its effects is to migrate
[32, 15, 21]. As droughts and floods are becoming more frequent in time, internal migration to
mitigate or adapt to these changes will become a central policy issue over the coming decades,
especially so for developing countries. By internal migration we understand people’s movement
within a country’s borders which is not necessarily from rural areas to urban ones, but also the
reverse or even between cities [23, 32, 26, 28, 39].

If market forces are left to act, the impact of climate change on migration can lead to the
unplanned growth of cities causing an increase in poverty, social divisions and general unrest
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[23, 28, 40]. The Internal Displacement Migration Center [18] estimates that around 32.6 million
people were displaced due to floods, windstorms, earthquakes or droughts in 2022. By 2050, it
is expected that around 216 million people will be considered internal migrants due to climate
change around the world. Of these, 86 million will be in Sub-Saharan Africa alone [31]. So,
there is a clear need to better understand migration dynamics related to climate change and
how these can be affected and managed by different socio-economic drivers and policy makers
[40, 28].

Even though the number of publications on the effects of climate change on migration has
increased exponentially in the past 10 years, there are many questions that remain to be
answered [30]. The migrating process is considered a multi-causal complex phenomenon which
makes isolating the environmental effect on it a challenge for researchers [4, 27, 2, 6, 28, 21,
30]. This is why many people have little confidence on current global estimates of climate-led
migration [5, 34, 16, 17, 12, 21]. The effects go from climate having a small, indirect impact
on migration to a direct large one [10, 25, 7]. What is more, each country is different, where
similar shocks can result in different migration patterns, may be, due to the different frictions
individuals face when it comes to moving within the country as climate impacts do not affect
all people, households and communities in the same way [30, 32, 14, 26].

This is especially true for the African continent which is considered to be one of the most
vulnerable regions to climate change, given its vast semiarid areas, rain-fed agricultural system
and low adaptive capacity [7]. In fact, it is still not clear if migration should be seen as a
symptom of climate change or an adaptive strategy to it, as it is only available to those who
can afford it, tying the poor to a place where they are not able to support their livelihoods [30].
Finally, it is known that climate change has serious effects on women’s physical and mental
health [33, 9, 11]. However, it is not clear the implications that migration due to climate
change may have for them, as they might see themselves tied to a place due to different social
expectations, for example [32, 30].

1.1 An Agent Based Model on climate change and migration in
South Africa

1.1.1 Model purpose

This study aims to explore the effects of on-set climate change on internal migration in South
Africa using a spatial agent-based model (ABM). The main goal is to identify hot spots and
characteristics of internal migrants. I will use the definition of hotspot as a “geographical
area where a strong climate event is combined with a large concentration of vulnerable and
marginalised people”, given the general characteristics of the area of study ([36]: p784.). That
is, we will be looking at the hotspots of risk and vulnerability and given the occurrence of
climatic events, forecast where people might decide to move to, as well as how often will we see
these kinds of shifts. That is, at what point will people decide to leave a climatic affected area
towards another, and what characterises a receiving place. Given that migration is a complex
process, the model will require validation; based on the different climate scenarios that we will
be basing our analysis upon, we will identify the particular surges of migration that may occur.

This research idea is based on the Groundswell reports by the World Bank [32, 31]. They
build a gravity model, introducing environmental factors, in order to obtain four main results
on migration: the number of climate change induced migrants, the share that these migrants
constitute over the total number of people that migrate within and outside the country, maps
of the hot spots of climate in-and out-migration. Then they estimate net in- and out-migration
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for three areas: rural livelihood zones, coastal zones and urban areas. Gravity models aim to
simulate aggregate human behaviour based on Push-Pull theories [24]. The relative attractive-
ness of a location relative to the un-attractiveness of the place of origin plus the distance is
what drives the decision to migrate [13, 32, 24]. In this sense, they reduce human decision to
depend on distance and the number of intervening opportunities without giving further insight
on the mechanisms that push people to take the decision to move [13, 32, 22]. What is more, as
[24] explains, factors in the destination area include not only jobs and social services available,
but also social networks, or migration networks in the sending area, which are not possible to
include in gravity models as well as the decision theory behind the decision making process.

ABMs are more flexible, as they allow us to include heterogeneous agents, who interact with
each other, and make decisions based on the theories of choice, action, and social interactions,
in order to have them react to the main drivers of migration flows: economic, political, demo-
graphic, social and environmental [24, 1, 32, 22]. As they also allow to incorporate networks,
we can control for one of the strong determinants of where people decide to migrate [22]. In
a nutshell, ABMs enable transitions to be determined by causal mechanisms, which are built
from the bottom up. That is, macro level structures that stem from micro-level interactions.
They also allow us to explore ‘what-if’ scenarios: you have a model that you can shock and
provides the effect of if for different situations we create [22].

In summary, for this paper, we will build a spatial ABM that can identify the hot spots of where
people are migrating to, and what the characteristics of those who are migrating to these places
are, by exploring the different heuristics that people use to come to the decision to migrate,
especially when affected by climate change.

1.1.2 Key inputs and data

As a first step, we will generate a realistic and spatially explicit synthetic population. For
this, we will use NIDS data, as well as the population distribution and insights on the main
predictors of migration and their effect on the time that it takes the individual to migrate,
obtained from a previous data analysis [8, 35, 37].

The project will also rely on future climate scenarios - Representative Concentration Pathways
(RCP) which is a greenhouse gas concentration trajectory adopted by the Intergovernmental
Panel On Climate Change (IPCC) and the Shared Socioeconomic Pathways (RCP) presented
by [20] and [29] which provides national-wide estimates of population, GDP and urbanization.
We will test first the a situation in which we have “business as usual” and no policy is imple-
mented. Then we will run the model including the SSP effects for population growth, GDP
and urbanization. Finally, we will run it including the SSPs as well as the different scenarios of
the RCP. The differences in results from the model with SSPs and the one that has both SSPS
and RCP, we will attribute to the effects of climate change [32, 31].

1.1.3 Model design

When modelling human interaction and decision-making with an ABM, it is necessary to set
up the rules that are going to determine how agents arrive to their outcome of choice; in this
case, to migrate or not. As Arthur (1994) [3] argues, beyond a certain level of complexity,
human reasoning is subject to bounded rationality. That is, humans tend to use heuristics -
inductive rather than deductive methods - of thinking and reaching a conclusion when faced
with a complex problem. When looking at the literature on the subject, the use of ABMs to
study migration is a fairly unexplored topic.

We will adapt Jager, et al (2000) [19] cognitive processing models, adapting them to the case
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of migration. These set of heuristics summarise in a parsimonious way how humans see the
world and make decisions simplifying the complex situations in which they find themselves.
Individuals will use heuristics to decide based on the levels of need satisfaction and uncertainty
they are facing [19]. Following table 1, if the individual has a low degree of uncertainty and
their needs are satisfied, then they will repeat their past behaviour. Only when their needs stop
being satisfied (i.e. they lose their crop three seasons in a row) and they cannot sustain their
livelihood anymore, they will become deliberate. That is, they have low uncertainty about their
future, because they know what the best adaptive strategy at hand is, and they will do this in
order to maximise their needs again. There are many adaptive strategies someone could take.
In this particular case, some examples could be for the whole family to migrate, for a young
adult to migrate to the city in order to diversify their income in case another crop fails, the
government implements a loan system for farmers to get irrigation, etc. If the individual has
high uncertainty but their needs are satisfied they will imitate another person who is similar
to them, i.e. get irrigation for their corp because their neighbour did. But, if the individual is
not able to afford this, then they will compare their own previous behaviour with that of their
neighbours with similar characteristics, to then select the behaviour that would give them the
highest need satisfaction: i.e. by choosing an alternative adaptive strategy like migrating.

Table 1: Dimensions of social processing and reasoned behaviour

Needs Satisfied Needs Not Satisfied
Low uncertainty Repetition Deliberation
High uncertainty Imitation Social comparison

We will also connect agents within a spatial social network, in which they will have stronger
ties to those who live near them [22, 38]. Following, Valdano, at al (2021) [38] and Xiao, et
al (2022) [40] we will use the additive and multiplicative effects model for networks (AMEN)
with a Poisson distribution, because it allows to control for the spatial auto-correlation, already
mentioned, and control for unobserved variables. Another important point to consider, and that
can be tested with this methodology, is the fact that migration can happen at the household
or the individual level. This is something that is presented in the New-Economics of Labour
Migration Theory, which highlights that migration can be used as a strategy by the household
to diversify its income sources and reduce its hardships and risks [32].

I will then use the model to explore migration outcomes under a range of different climate
change and development scenarios presented in Jones and O’Neill (2016) and O’Neill et al
(2014) respectively [20, 29] . These scenarios provide estimates of population, GDP and adap-
tation for each Shared Socioeconomic Pathway (SSP). A SSP is a different situation based on
two indicators: challenges to adaptation to climate change, and challenges to mitigation of cli-
mate change. An adaptation measure is migration, for example, while a mitigation measure is
reducing the amount of gas emissions into the atmosphere. For example, ‘SSP1 - sustainability’
is a shared socioeconomic pathway in which the challenges to both adaptation and mitigation
are low, while ‘SSP5 - conventional development’ is one in which the challenges to adaptation
are low but the ones for mitigation are high. These information is available through the SSP
database [32].
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puter Science Department

Rachel Izenson 1✓, Julissa Hernandez 1 and Theresa Migler 1
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✓ Presenting author

Abstract. This visual represents the biggest connected subgraph of a social network in
the Computer Science department at a predominantly undergraduate public university in the
United States. We conducted a survey for students within the department to answer questions
pertaining to their mental health, social network, and demographic information. When look-
ing at the diagram, edges represent a friendship between two nodes, colored nodes represent
students who took the survey, while gray nodes represent other students or faculty who did
not take the survey but were listed by someone who did. The colors are a representation of
how long the student has been attending the university for and flow in rainbow order. Red
represents the students who have been attending the university for 1 year all the way to purple
representing the students who have been attending the university for 6 or more years.
The image was created through building a graph in Networkx and importing the graph into
Cytoscape. Cytoscape was used to visualize the graph and color nodes based on the amount of
time a student has been attending the university.
The social network is interesting when colored by year as the colors are not randomly distributed
throughout the graph. We can see that 3rd year students are very central to the graph, while
1st years are closer to the outside of the graph. It’s also interesting to see that while the similar
years of students attending the university tend to group together, it is not a strict cluster as
many students of different years have overlap and similar neighborhoods.
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✓ Presenting author

Abstract. There are a large number of methods for comparing sets of strategies. Among
these, evolutionary models offer remarkable relevance and robustness. These images illustrate
two remarkable models derived from evolutionary theory: the communitarian model in which
an individual does not fight members of his own family (left), and the individualistic model
in which an individual fights everyone. It is applied here to the famous iterated prisoner’s
dilemma with different well-known strategies, in four different situations. Each corner of a
polygon corresponds to a proportion of the population. This population then evolves according
to the rules of the chosen model, forming a complex system. Each of the two models shows
an incredible phenomenon of convergence independent of the initial distribution, which occurs
almost systematically, either towards a single attractor (on the left) or towards an axis of
mutual cooperation (on the right). Each figure corresponds to a barycentric representation in
which each point corresponds to a certain proportion of invividuals. The lines correspond to
the evolution of this initial population. For example, in the first figure, we can see that starting
with a lot of Probers and AllDs will lead to exactly the same point as starting with a lot of
AllCs and Tfts, which is remarkable! This figure shows 720 evolutionary trajectories.
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Abstract. Mapping of Cirad (Agritrop) publications 2016-2023. Network Properties: Number
of nodes: 9812, Number of links: 48580. Mapping complex research systems to the Sustain-
able Development Goals (SDGs) using publications as an indicator of research activity. The
approach is applied to analyse the research focus of CIRAD, a French agricultural research
organisation, by mapping its publications to the SDGs. The article highlights the challenges
associated with mapping publications to the SDGs, including the complexity of research sys-
tems, ambiguity in classifying the SDGs and data availability. The methodology uses advanced
search functionalities and data extraction techniques from Agritrop databases, followed by visu-
alization tools such as Gephi to explore publication trends, collaboration networks and thematic
priorities. The analysis reveals that CIRAD’s research is aligned with several SDGs, with a
primary focus on food security and nutrition (SDG 2), sustainable agriculture and rural devel-
opment (SDGs 1 and 8), biodiversity conservation and environmental sustainability (SDGs 13
and 15) and gender equality and women’s empowerment (SDG 5). This research offers valuable
insights into the potential of mapping publications to understand the contribution of research
institutions to the SDGs and guide evidence-based decision-making aligned with sustainable
development.
Interact Version : https://metroteach.com/SDG/index.html
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Cat’s Cradle of Pain: Exploring Connections in Chronic
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✓ Presenting author

Abstract. This visual depicts a cat playing with a ball of yarn. The cat is a word cloud
of chronic pain symptoms, treatments, and factors. The ball of yarn is a graph consisting of
nodes (in a circle) that represent chronic pain patients where two patients are connected if
they share a similar pain characteristic: pain duration (green), pain frequency (blue), and pain
intensity (yellow). The densely connected graph is reflective of the complexity of chronic pain
diagnosis and treatment. The yarn is representative of how these individuals are now connected
by their shared experiences of chronic pain. The cat playing with the ball of yarn is symbolic
of how chronic pain "toys" with people’s lives. We hope that our research will make it easier
to untangle the complexity of chronic pain, by first effectively predicting treatment / support
groups.
The graph was implemented in NetworkX which was then exported into Cytoscape to visualize
the graph. The word cloud was generated with an online word cloud generator.
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Abstract. This work presents a montage of images inspired by our previous article: "Com-
pression Principle and Zipf’s Law of Brevity in infochemical communication". After training
with the article, the images are generated by Bing’s Copilot generative AI, selected for their
beauty and representation of complexity in chemical communication. The montage juxtaposes
these AI-generated images with the figures from the original article, emphasizing the infinite
generative capacity of AI and raising questions about the role of AI in scientific creativity.
The visual represents the complex interplay of chemical communication within ecosystems,
highlighting the role of infochemicals in shaping ecological communities. Results in artistic
creation still contain errors but can produce beautiful and plausible images. But doesn’t genetic
replication or the generation of chemicals in organisms also cause errors? However, this is not
the case for chemical science, despite there are research groups working on the automatic
generation of proteins, following language models and physical constraints.
Admire these invented figures, and don’t be frightened by chemical elements that don’t exist,
if any doubt: could they exist? How would they change our universe?
The complexity of chemical communication impacts research by challenging scientists to un-
derstand the nuances of these interactions and their implications for ecological dynamics. The
montage reflects this complexity through its combination of scientific figures and AI-generated
images, sparking contemplation on the potential future applications of AI in scientific discov-
ery. We want it to be understood as a metaphor: can the AI errors of today, the inventions of
formulas and chemical elements, be a reality tomorrow, can they inspire researchers for future
work?
We invite viewers to admire the invented figures, stimulating curiosity about how AI could
reshape our understanding of our universe. Maybe AI can give you the idea for your next
paper?
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Dandelion Distance Network

Andrew Estrada1✓

1 California Polytechnic State University ; aestra46@calpoly.edu
✓ Presenting author

Abstract. This graph represents a sample of the collaboration network for the authors of
California Polytechnic State University - San Luis Obispo (Cal Poly), a primarily undergrad-
uate serving, master’s-level California public university. It was created using publication data
available in Scopus and was used to analyze patterns in geographic collaboration distance.
Nodes represent authors either associated with Cal Poly (green nodes), or authors who have
collaborated directly with a Cal Poly author (yellow nodes). Edges connect a Cal Poly author
and a collaborator – there are no edges connecting yellow nodes since distance information
was only calculated for specific California public university authors. Edge lengths, however,
are not representative of geographic distance. Cal Poly is just one of several schools whose
publication data was used to investigate differences in collaboration distance between male and
female authors. The program Cytoscape was used for the visualization of the network. Smaller
components were omitted for aesthetics and simplicity.
The network resembles a bed of dandelions, which is fittingly symbolic – researchers are seeds of
knowledge, and just as dandelion seeds are carried on the wind to spread, so too does knowledge
as researchers collaborate and relocate across varied distances. We hope that our research
provides some insight and encourages further analysis of patterns of geographic collaboration
distance among academic researchers.
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Map of the Complexity Sciences

Brian Castellani1✓

1 Durham University ; brian.c.castellani@durham.ac.uk
✓ Presenting author

Abstract. Moving from left to right, the map is read in a roughly historical fashion. The
history of the complexity sciences is developed along five major intellectual traditions: dynam-
ical systems theory (purple), systems science (BLUE), complex systems theory (YELLOW),
cybernetics (GREY) and artificial intelligence (ORANGE). Placed along these traditions are
the key scholarly themes and methods used across the complexity sciences. A theme’s colour
identifies the historical tradition with which it is “best” associated, even if a theme is placed on
a different trajectory. Themes were placed roughly at the point they became a major area of
study; recognizing that, from there forward, researchers have continued to work in that area,
in one way or another. For example, while artificial intelligence (AI) gained significant momen-
tum in the 1940s and therefore is placed near the start of the map, it remains a major field of
study as of the 2020s. Themes in (BROWN) denote content/discipline specific topics, which
illustrate how the complexity sciences are applied to different content. Finally, double-lined
themes denote the intersection of a tradition with a new field of study, as in the case of visual
complexity or agent-based modelling. It is important to point out that the positioning of schol-
ars relative to an area of study does not mean they are from that time-period. It only means
they are associated with that theme. Connected to themes are the scholars who “founded” or
presently “exemplify” work in that area. In other instances, however, “up-and-coming scholars”
are listed – mainly to draw attention to scholars early in their work. There was also an attempt
to showcase research from around the world, rather than just the global north. Also, while
some scholars have impacted multiple areas of study, given their position on the map only a
few of their contributions can be visualized.
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Pseudo-Fractals: Construction by stage-dependent rules

Andrew D. Irving1 and Ebrahim L. Patel2✓

1 Freelance Researcher ; a_irving@btinternet.com
2 University of Greenwich ; e.patel@greenwich.ac.uk
✓ Presenting author

Abstract. What makes a Fractal a Fractal? A rule of construction perhaps, one which deter-
mines each generation of structure. By convention, the same rule is applied to each generation.
Our images adhere to this convention, each one guided by its own rule. Unconventionally
though, each such rule is a function of g, the generation. Such an approach invites many lines
of enquiry.
Inspired by von Koch’s snowflake construction, we add a ‘protrusion’ to each line in our struc-
ture. Here, we use Asterisk-shaped seeds, some with just 3 prongs. As a first example, we
add protrusions that are less symmetrical than von Koch’s triangles. By adding a rhombus to
the lines of our seeds, the result resembles a child’s windmill toy. But what if the protrusion
evolves from slanting 45 degrees ‘to the left’ to slanting 45 degrees ‘to the right’?
Top left: We add a parallelogram protrusion to the central third of each line. Each protrusion
makes an angle of π/4 + (g − 1)π/6 radians with that line (g = 1 on the left, g = 4 on the
right).
It is instructive to apply similar rules to simpler seeds.
Top right: Each parallelogram protrusion makes an angle of 2π/18 + 6gπ/18 radians (left) and
5π/18 + gπ/18 radians with a line (right).
What if our rule of construction were cyclic?
Bottom left: We add a parallelogram protrusion to the central third of each line. Each pro-
trusion makes an angle of 7π/18 + ((g − 1) mod 2) 4π/18 radians (left) and 11π/18 − ((g −
1) mod 2) 4π/18 radians with that line (right).
A rule of construction leads to a sequence of actions, one action at each generation. What
would happen if such a sequence were reversed?
Bottom right: We add a rectangular protrusion to the central third of each line at each stage.
This protrusion has length (3π/12) + 2(g − 1)π/12 (left) and length (9π/12) − 2(g − 1)π/12
(right). Going forwards, we wish to explore the dimensions of such structures.
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Sarudango, selforganisation of extralarge huddling clus-
ters in macaques

Cédric Sueur1✓

1 Université de Strasbourg ; cedric.sueur@iphc.cnrs.fr
✓ Presenting author

Abstract. Huddling behaviour is observed across various mammalian and avian species. Hud-
dling, a behaviour wherein animals maintain close physical contact with conspecifics for warmth
and social bonding, is widely documented among species in cold environments as a crucial ther-
moregulatory mechanism. Interestingly, on Shodoshima, Japanese macaques form exceptionally
large huddling clusters, often exceeding 50 individuals, a significant deviation from the smaller
groups observed in other populations (Arashiyama, Katsuyama, Taksakiyama) and climates.
Our project aims to uncover the mechanisms behind the formation and size of these hud-
dling clusters, proposing that such behaviours can be explained by simple probabilistic rules
influenced by environmental conditions, the current cluster size, and individual decisions. Em-
ploying a computational model developed in Netlogo, we seek to demonstrate how emergent
properties like the formation and dissolution of clusters arise from collective individual actions.
We investigate whether the observed differences in huddling behaviour, particularly the larger
cluster sizes on Shodoshima compared to those in colder habitats, reflect variations in social
tolerance and cohesion. The model incorporates factors such as environmental temperature,
cluster size, and individual decision-making, offering insights into the adaptability of social
behaviours under environmental pressures. The findings suggest that temperature plays a cru-
cial role in influencing huddling behaviour, with larger clusters forming in colder climates as
individuals seek warmth. However, the study also highlights the importance of joining and
leaving a cluster in terms of probability in the dynamics of huddling behavior. Social networks
also play an important role. This study contributes to our understanding of complex social
phenomena through the lens of self-organisation, illustrating how simple local interactions can
give rise to intricate social structures and behaviours.
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Bruno Vianna1✓

1 CITM - Universitat Politècnica de Catalunya ; bruno.caldas@citm.upc.edu
✓ Presenting author

Abstract. This piece is inspired by the paper written in 1948 by Warren Weaver, named
"Science and Complexity", which is one of the founding works of the complexity science.
This work is presented as a triptych where we have three panels reflecting the classification
proposed by Weaver on his paper. On the left-hand side I depict what he calls "problems of
simplicity", which is about classical mechanics and physics, like finding out the trajectory of
objects and how they can be calculated using simple equations with few dimensions. The image
shows circles that were moved randomly through the space. Whenever they bounced off each
other, the color would change to purple. The trajectory of the circles is identified by the tracks
that they leave.
The middle piece is on disorganized complexity, as Weaver says, which are problems that he
proposed to be treated with statistical methods. I chose a simple and close subject to portray
in these statistics, which is the memory of my computer. I took a snapshot of a random
moment of the memory in my computer, made a dump of it, I analyzed the contents of 30,000
chunks approximately, The darker the circles, the more the chunks contain zero. Other integers
distributions are represented by the intensity of the purple.
The last piece, the one on the right, reflects organized complexity. Again we have the circles
running around and leaving tracks, but the difference is that these circles are not independent
of each other anymore. They have behaviors, they are attracted to each other in some cases and
repelled in some other cases, and that is what creates these intricate tracks which are represented
in this image. They don’t collide as in the first panel, because they can overlap. That would be
the kind of science that was identified as organized because there are interdependent variables,
and their relations will affect the final results.
I used the OpenProcessing platform for this work. The analysis of the memory dump was done
in Python.
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