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Foreword

Welcome to the French Regional Conference on Complex Systems (FRCCS 2024). It is our
great honor to present these conference proceedings, which showcase the pioneering work of
researchers dedicated to the study of complex systems.

This year’s conference features an exceptional lineup of invited speakers, each a leader in
their respective fields. Petter Holme from Aalto University, Finland, contributes his extensive
expertise in network science and the dynamics of complex networks. Sonia Kéfi from Université
de Montpellier, France, offers her profound insights into ecological networks and ecosystem
resilience. Natasa Przulj, representing both the Catalan Institution for Research and Advanced
Studies (ICREA) in Barcelona and the Supercomputing Center at University College London,
brings her renowned research in computational biology and integrative data analysis. Boleslaw
K. Szymanski from the Network Science and Technology Center at Rensselaer Polytechnic
Institute shares his influential work in social networks and algorithmic solutions. Lastly, Ingmar
Weber from Saarland University, Germany, presents his cutting-edge research on computational
social science and digital behavior analytics.

The city of Montpellier, with its rich heritage and dynamic cultural scene, serves as an ideal
location for FRCCS 2024. Known for its picturesque medieval streets, vibrant university atmo-
sphere, and proximity to the Mediterranean, Montpellier offers a unique blend of history and
modernity. The surrounding region, famous for its beautiful wetlands, is home to the charming
flamingos—though we assure you, no flamingos have been enlisted for conference duties!

We express our sincere gratitude to the University of Montpellier for hosting this event, pro-
viding us with outstanding facilities and support. Our heartfelt thanks go to our esteemed
publishers, Springer Nature and Frontiers, for their invaluable support in disseminating high-
quality scientific knowledge. We also thank the EGC association, CIRAD and INRAE Research
Organisations, Paul Valéry University, and the LIRMM Laboratory for their generous sponsor-
ship and contributions.

The abstracts within this book reflect the exceptional quality and diversity of research pre-
sented at FRCCS 2024. Each contribution, rigorously reviewed, promises to foster insightful
discussions, inspire new ideas, and promote collaborations among researchers worldwide.

Thank you for joining us in Montpellier. We wish you an enriching and enjoyable conference
experience.

Sincerely,
Bruno Pinaud and Roberto Interdonato
The General Chairs
French Regional Conference on Complex Systems (FRCCS 2024)
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Petter Holme
Aalto University, Finland

Petter Holme is a Professor of Network Science at the Department of Computer Science, Aalto
University, Finland, and a Research Fellow at The Center of Computational Social Science,
Kobe University, Japan. Formerly, Holme held faculty positions at the Tokyo Institute of
Technology, Japan, Sungkyunkwan University, Korea, and Umea University and the Royal
Institute of Technology, Sweden. His research covers a broad scientific ground in the borderland
between the social and formal sciences. Among many other things, Holme pioneered the study
of temporal networks.

Keynote: Understanding the world from structures in time

Just like the graph structure of social networks can tell us much about social organizing and
dynamic social processes, so can structures in the times when things happen. This also gener-
alizes to other types of networks, so please replace « social » with your favorite topic. I will
review the last two decades’ research on temporal networks of human interaction and relate it
to earlier thoughts about temporal structure in the social sciences and beyond. I will discuss
why it is so hard to generalize concepts from static network analysis to temporal networks and
the grand challenges of the future in this area. This topic also happens to be a point where
many philosophical topics collide: the nature of time, the form of scientific explanations of
complex systems, structuralism vs. universality, etc., so time permitting, I will also discuss
those topics.

French Regional Conference on Complex Systems 11
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Sonia Kéfi

Université de Montpellier, France

I am a researcher at the CNRS based in the BioDICée team at the Institut des Sciences de
I'Evolution de Montpellier (ISEM), France.

In an era of global change, my research aims at understanding how ecosystems persist and
change under pressures from changing climate and land use. What makes ecosystems resilient
to changes and what makes them fragile?

I combine mathematical modeling and data analysis to investigate the role of ecological interac-
tions (in particular facilitation) in stabilizing and destabilizing ecosystems, but also to develop
indicators of resilience that could warn us of approaching ecosystem shifts.

Keynote: The stability and resilience of ecological systems

Understanding the stability of ecological communities is a matter of increasing importance in
the context of global environmental change. Yet it has proved to be a challenging task. Different
metrics are used to assess the stability of ecological systems, and the choice of one metric over
another may result in conflicting conclusions. While the need to consider this multitude of
stability metrics has been clearly stated in the ecological literature for decades, little is known
about how different stability metrics relate to each other. TI’ll present results of dynamical
simulations of ecological communities investigating the correlations between frequently used
stability metrics, and I will discuss how these results may contribute to make progress in the
quantification of stability in theory and in practice.

French Regional Conference on Complex Systems 12
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Natasa Przulj

Catalan Institution for Research and Advanced Studies
(ICREA), Barcelona

Supercomputing Center, University College London

Academician Professor Doctor Natasa Przulj holds a prestigious Catalan Institution for Re-
search and Advanced Studies (ICREA) Research Professorship at Barcelona Supercomputing
Center and is also a Full Professor of Computer Science at University College London.

She is a leader in network science and Artificial Intelligence (Al) algorithms for biomedical data
analysis and fusion applied to precision medicine. She published 86 peer-reviewed journal and
18 peer-reviewed conference papers in the most prestigious venues, including four in Science,
also 13 peer-reviewed book chapters and 2 books. Her research has been cited over 13,000 times,
h-index=50, 110-index=78 (Google Scholar), and supported by over €25 million in competitive
research funding. Notably, she received three prestigious, single PI, European Research Council
(ERC) grants: Consolidator (2018-2025), Proof of Concept (2020-2023) and Starting (2012-
2017). She has been elected into several academies: The European Laboratory for Learning
and Intelligent Systems — ELLIS, in 2022; The Serbian Royal Academy of Scientists and Artists
(SKANU), in 2019; Academia Europaea, The Academy of Europe, in 2017; and Fellow of the
British Computer Society (BCS) Academy of Computing, in 2013. In 2014, she received the
BCS Roger Needham Award, sponsored by Microsoft Research, in recognition of the potential
her research has to revolutionize health and pharmaceutics. She obtained a PhD in Computer
Science from the University of Toronto in 2005.

Acad. Prof. Dr. Przulj initiated utilization of non-negative matrix tri-factorization based Al
/ machine learning (ML) methodologies for fusion of heterogeneous, systems-level, molecular
(multi-omics) networked data (the subject of her ongoing ERC Consolidator Grant) to aid to
the development of personalized, or precision medicine. In addition, she initiated extraction of
biomedical knowledge from the wiring patterns (topology) of omics network data to complement
the genetic sequences as a source of new biomedical information (subject of her ERC Starting
Grant). She is best known for introducing graphlets in 2004, a methodology now widely utilized
to produce feature vectors capturing network topology, that are used as input into many AI/ML
algorithms for network data analytics in various domains; graphlets are subject of around 21,400
research papers and 300 patents according to Google Scholar.

Keynote: Multi-omics network data fusion for enabling precision medicine

Increasing quantities of heterogeneous, interconnected, systems-level, molecular (multi-omic)
network data are becoming available. They provide complementary information about cells,
tissues and diseases. We need to utilize them to better stratify patients into risk groups, discover
new biomarkers, re-purpose known and discover new drugs to personalize medical treatment.
This is nontrivial, because of computational intractability of many underlying problems on
large graphs (networks), necessitating the development of algorithms for finding approximate
solutions (heuristics). We develop a versatile data fusion (integration) machine learning (ML)
framework that utilizes the state-of-the-art network science methods to address key challenges

French Regional Conference on Complex Systems 13
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in precision medicine from these multimodal network data: better stratification of patients,
prediction of biomarkers, and re-purposing of approved drugs to particular patient groups,
applied to cancers, Covid-19, Parkinson’s and other diseases. Our new methods stem from
graph-regularized non-negative matrix tri-factorization (NMTF), a machine learning technique
for dimensionality reduction, inference and co-clustering of heterogeneous datasets, coupled
with novel network science algorithms. We utilize our new framework to develop methodolo-
gies for improving the understanding the molecular organization and diseases from the omics
network embedding spaces.
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Boleslaw K. Szymanski
Network Science and Technology Center, Rensselaer Poly-
technic Institute

Dr. Boleslaw K. Szymanski is the Claire and Roland Schmitt Distinguished Professor, was
the Director of the ARL Social and Cognitive Networks Academic Research Center and is the
Director of the Rensselaer Network Science and Technology (NeST) Center. He received his
Ph.D. in Computer Science from Institute of Informatics of National Academy of Science in
Warsaw, Poland, in 1976. He published over 600 scientific articles, is a foreign member of the
National Academy of Science in Poland and an IEEE Fellow and was a National Lecturer for the
ACM. In 2009, he received the Wilkes Medal of British Computer Society, in 2003, William H.
Wiley 1866 Distinguished Faculty Award from RPI and Service Award from Network Science
Society in 2021. His current research interests focus on computer networks and technology-
based social networks.

Keynote: Political polarization at the the age of social media

By now, it is common knowledge that social media has changed the way information spreads
around the internet, but there is paucity of research on how exactly this new spread works. In
this talk, we will start by discussing the new patterns of data flow and new roles for users in
spreading information that coexist with remnants of the classic two-level propagation. Then,
using statistical physics models, we discuss how the presence of social media increases polariza-
tion. The model reveals asymmetric hysteresis trajectories with tipping points that are hard to
predict and that make polarization extremely difficult to reverse once the level exceeds a crit-
ical value. Political scientists have documented increasing partisan division, finding extremist
positions to be more pronounced among political elites than among voters, raising the ques-
tion of how polarization might be attenuated. In this talk, we introduce a general model of
opinion change to see if the self-reinforcing dynamics of influence and homophily may enable
tipping points that make reversibility problematic. The model applies to a legislative body
or other small, densely connected organization, but does not assume country-specific institu-
tional arrangements that would obscure the identification of fundamental regularities in the
phase transitions. We also introduced exogenous shocks corresponding to events that create a
shared interest against a common threat (e.g., a global pandemic). Phase diagrams of political
polarization reveal difficult-to-predict transitions that can be irreversible due to asymmetric
hysteresis trajectories. We focus on social media, which has been transforming political com-
munication dynamics for over a decade. Using a billion tweets, we analyzed the change in
Twitter’s news media landscape between the 2016 and 2020 U.S. Presidential elections. We
then identify influencers, users with the top ability to spread news in the Twitter network. The
more influential 2016 users were, the higher was their rate of remaining active and keeping
their level of influence in 2020. We also analyze changes in influencers’ real-world affiliations,
political biases, and in Twitter users’ choices as to which influencers to retweet and which ideol-
ogy to subsequently support. Despite the noted decrease in extremely biased content and fake
news on Twitter, these results show increasing echo chamber behaviors and latent ideological
polarization across the two elections at the user and influencer levels.
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Ingmar Weber

Saarland University, Germany

Ingmar Weber is an Alexander von Humboldt Professor for Al and holds Chair for Societal
Computing at Saarland University. His interdisciplinary research combines (i) computing of
society, i.e., using non-traditional data sources and computational approaches to measure and
understand societal phenomena, and (ii) computing for society, i.e., working with non-profit
stakeholders to use technology to strengthen social development.

Keynote: From Screen to Sky: Monitoring Migration and Mobility Using Innova-
tive Data Sources

What can advertising data tell us about cross-border mobility? And how can satellite imagery
be used to monitor displacement during periods of war? In this talk, I'll present work from
the last 10+ years on using innovative data sources to help monitor migration and mobility,
in particular during humanitarian crises. First, I'll show how so-called “audience estimates”
from Facebook’s advertising platform can be used to nowcast cross-border migration, before
extending this work to monitor country-internal displacement. In the second part, I'll show
how different types of satellite imagery can be used to pick up on a particular signature of
mobility: shifts in the geographic distribution of cars. The presented research is joint work
with colleagues at the Qatar Computing Research, the Max-Planck Institute for Demographic
Research, the University of Oxford, UNICEF Innovation, and others.
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Epidemics, Rumors
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Exploring Epidemiological Dynamics in a Social Dilemma

Francesco Bertolotti'Y, Niccoldo Kaddera!, Luca Pasquino' and Luca Mari'

L School of Industrial Engineering, LIUC Universita Cattaneo, Corso G. Matteotti 22, Castellanza
(VA), Italy ; foertolotti@liuc.it, ni26.kadera@stud.liuc.it, u28.pasquino@stud.liuc.it, Imari@liuc.it.

' Presenting author

Abstract. This paper presents a novel epidemiological extension of the El Farol Bar problem,
utilizing an agent-based modeling simulation technique and exploring the interplay between
social decision-making and epidemiological dynamics. The model simulates individual agents
making binary decisions—to visit a bar or stay home—amidst an epidemic. Our study shows
that even basic models can reveal complex dynamics in disease-spreading scenarios when the
social dimension is also introduced.

Keywords. Agent-based modelling; El-farol bar problem; Social dilemma; Epidemiological
modelling

1 Introduction

The advent of Covid-19 sheds new light on the spread of epidemics in social systems, which has
ascended as a research imperative [45]. The pandemic has underscored the intricate interplay
between disease dynamics and socio-behavioral patterns [34]. Consequently, understanding
and strategizing against the spread of epidemics in interconnected social systems have become
paramount to safeguarding global health and socio-economic stability.

Mathematical models [31], and subsequently, simulation models [5], have long been pivotal tools
in the realm of epidemic management, offering the capacity to predict [18], analyze [17], and
strategize [29] against the spread of infectious diseases. The computational implementation of
an epidemiological model enables the analysis of disease transmission dynamics [39] through
the systematic examination of epidemiological variables, even when they are not analytically
tractable [12]. In this perspective, simulations can serve two main interrelated goals, although
a more precise taxonomy can be defined [22, 21]. First, by incorporating real-world data
and multifaceted parameters, simulations provide a computational platform to assess possible
outcomes and interventions in real-world systems [10, 9]. Second, simulations can be employed
to assess the reliability of hypotheses and to refine the objectives of empirical studies and
treatments [24, 7, §].

The El Farol Bar problem [2], a seminal example in complexity science [15], exemplifies the use
of toy models to study the unpredictability of the dynamics of seemingly simple social systems
[6]. In the original form of the problem, multiple agents all face the same binary decision, that
each of them has to make without the possibility to agree or to share information with the
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others: either to visit a bar with limited capacity or to stay home, where a threshold is set and
known to all agents above which they no longer find it enjoyable to visit the bar. The binary
outcome — either the visit was enjoyable if the bar was not too crowded or viceversa — is known
to each attending agent after the event, and the time series of the outcomes of repeated events
is the basis for predicting the next outcome and a decision of each accordingly. This dilemma
can be coupled with the challenges posed by epidemiological scenarios, where individuals must
decide whether or not to engage in social activities amidst a contagious disease outbreak, as the
Covid-19 pandemic showed [33]. The interactions between the underlying mechanisms of social
decision-making and the epidemiological dynamics in such scenarios are largely unexplored [37].

This paper presents an epidemiological extension of the El Farol Bar problem and aims to
contribute to the understanding of the intertwined nature of the social and epidemiological
facets of some systems. The model is implemented using the agent-based modeling (ABM)
simulation technique, a computational approach that simulates individual agents and their
interactions within a defined environment [13]. This methodology embodies a bottom-up ap-
proach, allowing for the representation of heterogeneous behaviors and leading to the emergence
of complex system-wide phenomena [43]. This methodology is widely employed across multiple
fields, including ecology [27], economics [3], social sciences [35], and epidemiology [45].

The model behavior suggests that even a seemingly simplistic model can exhibit profoundly
intricate dynamics. Specifically, our analysis demonstrates that a simple setting, where each
agent has only two states, is sufficient for a limit cycle, and therefore a dynamic attractor,
to emerge within the state space of infection rate and event attendance. This observation
underscores the potential for considerable complexity in real-world scenarios, emphasizing the
need for more extensive investigations to improve how social systems should be managed during
the spread of a disease.

This paper is structured as follows: The agent-based model is first introduced and a detailed
description of its components provided. The model exploration process is then outlined, em-
phasizing the methodology employed to generate the results. Finally, we present and discuss
the outcomes and draw conclusions from our research.

2 Related works

Social dilemma exists with the purposes of improve the understanding regarding how people
interact in a resource-bounded environment [49], especially were there is a conflict between
bounded rational entities which are metabolically dependent from a shared environment [48].
At the best of our knowledge, [20] was the first to introduce the concept of social dilemma,
describing it as a scenario where individual decision-makers possess a dominant strategy that
leads to non-cooperation and, if everyone adopt this dominant strategy, the outcome would be
universally poorer, leading to a suboptimal equilibrium. The final rate of cooperation usually
depends on the payoff structure [40]; even then, it is an approximation and usually requires a
certain number of iterations to be reached [14].

Social dilemma are present in many fields. The literature on the use of social dilemmas in
economics encompasses a range of perspectives and findings, such as investigating the difference
between rational behaviour and social norm [50, 11]. Also, social norms have been employed
for addressing environmental policies [16], conflict management strategies [44], social learning
[36], and knowledge sharing [41]. Ecology has a long tradition of using social dilemmas [23,
52], especially in light of the pervasive presence of cooperation in natural species [26]. Social
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dilemmas help in understanding the origin of sociality [38] or group foraging strategies [4].
Also, social dilemmas have been employed as the border between ecology and social sciences,
to study how success in species conservation depends as much on individuals can collaborate
to a common purpose [19] and to use classic economic concepts such as signaling and contract
theory to interpret evolutionary biology [1].

Although the fields of epidemiology and social dilemmas have not traditionally intersected ex-
tensively, recent years have seen a burgeoning interest in the interplay between these disciplines,
particularly highlighted by global health crises such as the COVID-19 pandemic [47]. The ap-
plication of social dilemma frameworks has proven insightful for examining the relationship
between individual behaviors and collective outcomes, notably in the context of vaccination
rates within populations [46]. These analyses utilize various models to illuminate the impact
of factors such as replicator dynamics [30], social efficiency [30, 32], and diffusion structures
[51] on vaccination uptake. Furthermore, empirical studies highlight how pro-social behaviors
may be amplified by the accelerated transmission of disease [42]. Additionally, the exploration
of oscillatory behaviors within social dilemmas reveals how perceived infection risks can drive
a collective shift towards more cautious approaches to social interaction, such as increased
adherence to social distancing measures [25].

3 Methodology

In this section an agent-based model of an epidemiological version of the El Farol Bar problem
is described and the method employed to explore the model is presented.

3.1 Agent-based model

In this section an agent-based model of an epidemiological version of the El Farol Bar problem
is described and the method employed to explore the model is presented.

In addressing how epidemics affects the social dynamics in the El Farol Bar problem, agent-
based modeling serves for two compelling reasons: as an approach traditionally employed to
address social dilemmas, it is an effective means of communication within the scientific com-
munity; and it is particularly well-suited for capturing individual behaviors and their effects on
an overall epidemic spread. This enables to get insights from the global co-effect of individual
(i.e., agent-related) epidemic and social variables.

At each time step t, the model orchestrates a sequence of actions, as depicted in the flowchart
(see Figure 1). These actions are divided into two sets. The first is about the decision-making
process on bar attendance: evaluating agents’ memory of past attendance, estimating the
expected crowd level, and making a decision accordingly. The second is about the dynamics of
infection as induced by the interactions among the agents given their health states, where an
infectious pathogen could be transmitted to those who decide to attend the bar, influenced by
the density of the crowd and the duration of exposure.

Together, these two sets of actions capture a dual aspect of agent behavior: social decision
making influenced by past experiences and the epidemiological implications of these social
choices. The model thus provides a framework for examining the interplay between individual
decision making based on memory of previous states and the collective outcomes in terms of
disease transmission, offering insights into how individual behaviors aggregate to impact public
health.
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Figure 1: Scheduling process of the model.
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3.1.1 Social dilemma

This model includes a single kind of agents, representing the individuals that could decide to
attend the bar in any given week (the time step of the model) and thus possibly be infectious.
The agents’ behavior is modeled according to the hypotheses of the original El Farol Bar
problem. First, the only decision each agent can make each week is whether to attend the
bar, and the decision is always executed. Second, agents like to attend the bar, if it is not
too crowded, and do it as much as they can: hence, each agent decides each week whether to
attend the bar depending upon its expectation of the total number of agents who will attend.
Third, agents interact with each other only at the bar, and therefore when their decision to
attend has been already made.

The proposed model incorporates several hypotheses concerning agents’ behavior. First, agents
take a binary decision, as they can either choose to attend a bar or not; no other actions are
included in the model, to focus on a specific aspect of social behavior. Second, agents inherently
enjoy attending the bar and will do so as much as they can, but their preference is tempered
by the bar’s occupancy; agents are averse to overcrowding. Therefore, the decision to attend
the event is influenced by their expectations regarding how crowded the bar will be. In time,
this introduces a feedback loop where the average attendance of the bar inversely affects its
attractiveness while it is directly influenced by it; a dynamic seen in many real-world social
scenarios. Third, agents’ interaction is solely defined by the shared presence in the crowded
space of the bar, and there are no interpersonal communications or relationships affecting their
attending decision.

The information about past attendance plays a crucial role in shaping agents’ expectations, as
it is used to estimate the number of agents likely to attend the bar in the subsequent week, as
follows. For agents attending the event, the new value is the actual number of agents at the bar,
while for agents that did not attend the new element of the memory is a random value, which
stands for an educated guess made by agents which can not communicate with each other.

The agent’s decision whenever to attend or not the bar is taken comparing an attendance
threshold and the expectation regarding the future attendance. The attendance threshold ¢, is
a parameter of the model that depicts venue saturation level above which agents would consider
unpleasant to be in the bar, consequently not attending the event.

Each agent i (where i goes from 1 to n, the total number of agents) generates an expectation
regarding how many agents will attend the bar at the next time step memorizing the number
of agents present at the bar the last m times it attended the bar, with m being the memory
length, and weighing it to generate a prediction. In cases where the agent does not attend the
bar, the value saved in memory is the one hypothesized by the agent, namely, the one generated
with the ’expected attendance’ Let s; be the k-th element of the memory of agent i (with
k € {0,1,...,t}) and w the list of weight w; used to the define importance of each memory
element, which increases with k. So, the attendance — which is the number the agent 7 expects
to be at the event at time ¢ + 1 — is therefore given by:

B aji] =D sipwk (1)
=1 k=1

where a; is the participation of the agent j to the event at time ¢ 4+ 1, >°7" a;;11 is the total
attendance at time ¢t + 1 and E; [Z;L aji+1] is the expectation of the total attendance from
agent ¢ at time ¢ + 1. Consequently, from the expected attendance is possible to determine also
the expected filling f of the venue at the time t + 1
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where ()., is the maximum capacity of the place. Given the expected filling, at each time step
an agent ¢ attends the event whenever E;[f;11] < 4.

3.1.2 Epidemiological transmission

In epidemiological models, each agent is typically into one of three states: susceptible, in-
fectious, or recovered, a classification central to the SIRS (Susceptible, Infectious, Recovered,
Susceptible) model of disease transmission dynamics. These class of models accounts for the
possibility of waning immunity after an infection, and eventually become susceptible again,
modelling diseases where immunity, either natural or vaccine-induced, can be acquired and
diminishes over time.

The epidemiological dimension of this model is based on several key modeling hypotheses.
Firstly, the contagion process is assumed to be uniform across all agents, characterized by a
consistent duration and a uniform initial level of infectiousness. This simplification negates
individual variations in disease progression and response to infection. Secondly, the model
posits that the disease in question is non-lethal; agents cannot die as a result of contracting
the illness. This assumption is critical as it focuses the model on the dynamics of disease
spread rather than mortality rates, and the overall number of individual in the system remains
the same. Furthermore, the model assumes the absence of long-term physical or psychological
effects post-infection. Recovered agents are not hindered in their ability to participate in
normal activities, such as attending a bar, indicating that the disease does not cause lasting
health impacts. Psychologically, the model assumes that agents do not experience fear or
behavioral changes as a result of the infection. They continue to frequent the events without
any alteration in their behavior due to the experience of being infected. Finally, a crucial aspect
of this model is the agents’ ignorance of the epidemic. Agents lack information about the total
number of infected individuals and do not consider the risk of infection in their decision-making
process. This implies a lack of adaptive behavior in response to the epidemic, which significantly
influences the model’s predictions about disease spread. By ignoring potential changes in social
behavior and risk assessment, the model strictly focuses on the mechanical spread of the disease
under constant behavioral patterns. This approach simplifies the modeling process but may
overlook important dynamics present in real-world scenarios where awareness and behavioral
adaptations play a crucial role in disease transmission.

Agents can get infected only by participating to an event. So, the epidemic transmission
happens solely at the bar, and only if at least an infectious is attending. The number of new
infected agents i, at time ¢ is

"8,
N
where ¢; is the level of contagion of each agent attending the bar (which is 0 when agents are
not infectious) and S; the number of agents in susceptible state attending the bar at time ¢.
Notable, the contagious level is taken into account only for the n; agents which are contagious

enough, which is ¢; > ¢..

In the proposed model, social relationships among agents are not considered, leading to a
uniform infection probability for all individuals attending the bar at time ¢. Consequently, the
selection of new 4; infected agents at each time step is randomized from those present, not
considering individual interactions or relationships.
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Figure 2: Decourse of contagious level for each agent

Whenever an agent become infected, the infection follows this dynamics. Initially, the conta-
gion level of the newly infected agent ¢ is set to ¢; = 1. Given an infection duration d;, the
contagiousity of agents decreases linearly by 1/d; at each time step.

In the progression of the disease modeled, two critical thresholds, ¢, and t., play pivotal roles in
influencing agent behavior and the spread of the infection. The first threshold, ¢, represents the
infection level at which an agent exhibits sufficient symptoms to deter them from attending the
bar. The second, t., indicates the infection level beyond which agents can spread the infection
The spread of the infection is most influenced by the agents with t. < ¢; < ts, so with a
contagious level between these two thresholds. This is because it encapsulates the period when
agents are infectious but may not have anymore the level of symptom severity or self-awareness
to avoid social gatherings, thereby contributing to the disease transmission dynamics.

In the modeled scenario, infected agents undergo a recovery process after a duration of ¢; time
steps. Upon recovery, these agents are conferred a temporary immunity lasting ¢, time steps.
However, this immunity is not permanent; after the elapse of ¢, time steps, the agents once again
become susceptible to infection. This cyclical pattern of recovery and renewed susceptibility
underscores the transient nature of immunity in the context of the model.

3.2 Model exploration

The model exploration consists of a grid sampling exploration of the parameter space, to collect
the model outputs from different parameters’ combination. Grid sampling from a parameter
space involves systematically selecting a finite subset of parameter values that aims at compre-
hensively represent the entire parameter space. The idea underlying the use of this technique
is to facilitate the exploration of system behavior across distinct parameter combinations, es-
pecially in cases where not a specific behaviour is expected or researched. Table 1 presents
the parameters tested in the simulation and their explored ranges. The data are collected by
simulation 10’000 times the agent-based model.

From each simulation, two time-series were collected: A, which is the number of attending
agent at each time-step ¢, and I, the number of infected agents at each step of the simulation.
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Table 1: Description of model parameters
Parameter ‘ Description

ta Threshold of share of expected agents above which an agent does
not attend the event

ts Threshold of infection above which the infected agents have symp-
toms and do not attend the bar

te Threshold of infection below which an agent can not transmit the
disease anymore

Wi_q Weight of the last memory in the decision-making process of agents
t; Duration of the infection
t, Duration of the immunity

TN
~

cty e owy :> Agent-based :> : g%f
® tS ® tC mOdel . AFT[A]
o o

Figure 3: Black box diagram of the experimental setting

Each time-series was computed before to be stored, to extract two output of interest: the mean
value of the series E[A] and E[I], which are used to assess the overall status of the system in
time, and the autocorrelation AFC[A] and AFC[I]. The autocorrelation is a statistical tool
that quantifies and visualizes the degree of correlation of a given time series with its own past
and future values as a function of time lag, and it is used to perceive seasonality in time-series.
Specifically, for each simulation the higher value of the correlation between lagged sub-time-
series is collected, and the lag windows used to computed it. Figure 3 depicts a black-box
representation of the experimental setting. Even if the model is stochastic, each simulation was
initialized with a specific random seed, that was stored as well. Consequently, the results were
replicable later, and the time-series of each configuration of interest was observable.

The model, the exploration code and the data analysis are all implemented in Python 3.11.
The code and the results are available upon reasonable request.

4 Results and discussion

In Figure 4, the output of the simulation is visualized, demonstrating the infection probability
for each individual at the end of simulations. This figure is of interest for two reasons. Firstly,
it is necessary to clarify whenever parameters affects the behaviour of the model. Secondly, the
figure reveals how even in a simplified model, nonlinear effects become evident, particularly in
the context of parameters such as ¢, and w;_1.

The parameter t,, which in here is taken as example, provides a compelling example of this
nonlinearity. A low value for ¢, results in limited attendance, restricting the spread of infection
to a smaller subset of agents. This, in turn, curtails the progression of the epidemic, as per the
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Figure 4: Probability for the infection to last until the final time step t = 200 for different
parameter values, measured in shared of simulations in which the infection survives.

modelling hypothesis that infection transmission occurs exclusively through event participation,
and, if insufficient numbers attend, the contagion cannot disseminate effectively. Conversely, a
high ¢, value implies near-universal attendance at events, leading to simultaneous infection of
a larger agent population. This synchronous infection increases the likelihood of a concurrent
rise in immunity, thus diminishing the likelihood that the infection lasted until the simulation
end. Such dynamics underscore the critical role of parameter settings in shaping the outcomes
of the model and highlight the complex interplay between individual behavioral patterns and
the broader epidemiological trends in this simulated environment.

Upon establishing that social parameters significantly influence infection dynamics, it became
pertinent to investigate whether these interrelated behaviors lead to the emergence of non-
punctual equilibrium states, commonly referred to as limit cycles in two-dimensional scenarios.
This exploration is crucial for understanding the temporal evolution of the system under varying
social conditions. The presence of limit cycles in such a system suggests a cyclical pattern of
infection spread and containment, influenced by social parameters, even in absence of any
central control. Identifying and understanding these limit cycles can provide deeper insights
into the long-term behavior of the infection, offering valuable perspectives for understanding
and predicting the impact of social behavior on disease dynamics.

The investigation into the existence of periodic fluctuations focused on the relationship between
the main epidemiological output, denoted as I, and the principal social output A. This analysis
was predicated on the hypothesis that an increase in the number of attendees (A) at social
gatherings might correlate with a rise in infection rates (I). While this relationship aligns with
the conceptual underpinnings of the model, it can be considered an emergent phenomenon,
arising from the complex interactions and decision-making processes of the agents within the
model, without being explicitly encoded either in the micro nor the macro behaviour of the
model. This emergent behavior holds profound implications for the management of infection
spreading in scenarios influenced by social behaviors. Specifically, the possibility that social
dynamics, driven by individual decision-making processes, could inherently lead to cyclical
patterns of infection rates is a significant insight.
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Figure 5: Scatter plot of the maximum values of auto-correlation for the time-series A and [
for each simulation

The existence of a limit cycle is assessed by computing the maximum autocorrelation values
for both time-series of the epidemiological output I and the social output A. The rationale
behind this approach was to detect potential cyclic patterns within the data. A high maximum
autocorrelation value in a time-series is indicative of cyclic behavior, signifying points in the
series where periodicity or seasonality is pronounced. For the purposes of this study, a thresh-
old value of 0.7 was established, above which autocorrelation is considered significantly high.
The detection of high maximum autocorrelation values in both I and A time-series would be
indicative of a non-punctual equilibrium within the system. Such a finding would imply that
the dynamics of the system do not converge to a fixed point but rather exhibit ongoing cyclical
fluctuations.

From the observation of Figure 4, which depicts the results of this analysis, three groups of
simulation outcomes can be identified:

1. simulations S,, that include all the results;

2. simulations S;, that include all the simulations in which I does not go to 0 at the end of
the 200 simulated time-steps;

3. simulations S., that include the results in which a limit cycle between A and I appears,
so that the maz(AFC[C]) > 0.7 and max(AFCI[I]) > 0.7.

Analyzing Figure 4, which presents the results of this analysis from our simulation study,
allows for the categorization of the simulation outcomes into three distinct groups based on
their characteristics and behaviors. These groups are as follows:

1. Simulations S,: This group encompasses all the simulation results, serving as a compre-
hensive dataset to which to make confrontations. It includes the entire range of outcomes
observed during the study, providing a holistic view of the simulation’s potential behaviors
under various conditions.

2. Simulations 5;: This subset includes those simulations where the epidemiological output
I remains non-zero at the conclusion of the 200 simulated time-steps. The persistence of
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Table 2: Mean parameters values per each scenario

Elpar|Sc]—E[par|Sa]

par | El[par|S,] | Elpar|S;] | E[par|S,] E[parg[g;ﬂf ]‘”‘S al Foarls ]
ta 0.505900 | 0.582962 | 0.627943 0.152327 0.241241
ts 0.506058 | 0.178483 | 0.140284 -0.647308 -0.722791
te 0.499642 | 0.594004 | 0.323688 0.188858 -0.352160
wy_q | 0.504864 | 0.445740 | 0.511489 -0.117108 0.013123
t; 5.047981 | 5.895795 | 6.687943 0.167951 0.324875
r 5.552979 | 4.515539 | 4.652482 -0.186826 -0.162165

I beyond this duration indicates scenarios where the infection continues to be present in
the system, suggesting incomplete containment or ongoing transmission dynamics. This
category is crucial for understanding the conditions under which the infection sustains
itself over extended periods.

3. Simulations S.: The final group comprises simulations where a limit cycle between so-
cial output A and epidemiological output I is evident. This is characterized by both
maz(AFC[C]) > 0.7 and maz(AFC[I]) > 0.7, indicating significant autocorrelation
and, thus, the presence of cyclical patterns in both social behavior and infection rates.
This group is particularly significant as it highlights the dynamic interplay between social
behaviors and epidemiological outcomes, manifesting as cyclic fluctuations over time.

These categorizations provide a structured approach to analyzing the simulation data, enabling
a clearer understanding of the different dynamics at play.

Table 2 depicts the mean parameters values for each of the scenario. The analysis of table
shows that the most influential factor in the emergence of limit cycles in model’s outputs is
the contagiousness threshold t., the value above which individuals become infectious, since it
is consistently lower in S, than in S;. This suggests that the observed seasonality in the model
is at least partially driven by maintaining a low threshold for contagiousness. Additionally, an
high the duration of contagion t; is observed when cyclicity appears. This implies that within
a socio-epidemiological context, a prolonged period of contagiousness might be a prerequisite
for establishing stable oscillatory behavior in the whole population. It stresses the complex
balance between the duration of infectiousness and the propensity to spread the disease, both
significantly contributing to the emergence of limit cycles in this agent-based model.

Another influential parameter is t5, which stands for the degree of health discomfort that
prompts individuals to decide against attending the bar. Our findings suggest a difference
in system behavior based on this parameter. Specifically, infections manifest without any
noticeable cyclicity with an higher than average t;.

Finally, a trend observed is the presence of cycles in scenarios where individuals better consider
information from multiple past periods before making a decision, which in this model is given
by an higher value of w; i, especially compared to the case in which infection is present.
Essentially, when individuals incorporate a broader spectrum of historical data in their decision-
making process regarding attendance, the system more frequently exhibits cyclical patterns.
This suggests that the depth of historical context plays a significant role in shaping the system
dynamics when there is an interplay between a social and an epidemiological dimension. By
relying on a more extensive set of past data, individuals inherently introduce a delayed response
mechanism. This delay can lead to periodic oscillations as individuals react to older information,
causing a ripple effect in their collective behavior. The presence of these cycles underscores
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Figure 6: Two examples of simulations presenting a periodical behaviour (time-series and state-
state)

the importance of understanding the temporal depth of decision-making processes in socio-
epidemiological models. It indicates that not just the immediate past, but a more extended
historical context, can have profound implications on the emergent dynamics of such systems.

Finally, Figure 6 presents two examples of simulations in which a cyclical equilibrium appeared.
In both cases, it was considered more appropriated to present both the time-series represen-
tation and the behaviour on the state-space. The jagged nature of the observed cycles can
be attributed to the high temporal granularity chosen for the study. As a consequence of this
granularity, many discontinuities are apparent, which are not observed in classic limit cycles
derived in continuous functions or in continuous time simulations. However, the very fact
that we observe such sharp-edged cycles indicates the underlying dynamics generating these
non-static equilibria are notably robust. In essence, despite the coarse temporal resolution
introducing apparent irregularities, the inherent stability of the system’s dynamics is evident.
This robustness provides assurance in the reliability of the observed patterns, and suggest that
an analogue real-world system could have a given resilience to external perturbations, given
for example by policy-maker interventions or epidemiological setting variation. Nevertheless,
further mathematical analysis and simulations are required to quantify the precise nature and
stability of this limit cycle.

5 Conclusions

The results of this paper demonstrate how an intertwined socio-epidemiological toy model
can be utilized to enhance the understanding of how individual behavior and its thresholds
impact the spread of infections in socio-epidemiological models. More precisely, it shows that
a non-stable equilibrium can exist in this type of system, and that these cycles are significantly
influenced not only by the epidemic aspect of the system but also by the social aspect, even in
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conditions where there is no central authority to implement controls and make decisions, and
where the agents exhibit greediness without considering potential consequences.

The limitations of this work include a strong reliance on specific modeling assumptions, such
as agent homogeneity and the specific rules of behavior, including when to attend the bar in
case of infection levels above or below a certain threshold, or agents’ inability to estimate the
number of infected individuals who will attend the bar the following week. Furthermore, the
results should be validated in more realistic scenarios.

Future developments entail the introduction of a social network to assess how the presence
of specific relationships that determine when an agent attends the bar affects the intertwined
relationship between the social and epidemiological components of the system. Additionally, the
model could be employed to study potential healthcare policies, such as mandatory reductions in
capacity at public places or awareness campaigns for citizens. Finally, an analytical treatment
of the model could be performed to gain a better understanding of the oscillatory behavior
observed in the model’s output.
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Abstract. The study investigates the spread of Peste des Petits Ruminants (PPR), a highly
contagious disease in small ruminants in Nigeria, where livestock movements are crucial for
trade and production. The main objective of this study is to identify sentinel nodes and their
characteristics to improve PPR surveillance. As the data collected represents only a fraction of
all existing links, we have reconstructed a network using the hierarchical random graph (HRG)
method, which predicts the missing links. Simulations of PPR spread were conducted using
a stochastic SI-weighted model, considering various transmission probabilities. Sentinel nodes,
crucial for early epidemic detection, were identified, and contagion clusters were extracted
using a novel community identification algorithm. Then, the optimal set of sentinel nodes’
structural, socioeconomic, and environmental characteristics was assessed. In the predicted
network, additional links led to higher prevalence and shorter outbreak duration. The number
of sentinel nodes varied with transmission probabilities, peaking at Pinf = 0.01. Interestingly,
socio-economic attributes played a more significant role than structural ones in sentinel node
characteristics. Sentinel nodes and their characteristics remained consistent, but more emerged
in the predicted network. Community analysis revealed geographically dispersed communities
in both observed and predicted networks. The study underscores the imperative need for an
integrative approach that merges field data, network analysis, and epidemiological modelling.
This approach is essential for implementing targeted surveillance and effective control strategies,
particularly in regions susceptible to PPR like Nigeria.

Keywords. Mobility network, livestock diseases, Sentinel node.

1 Introduction

Peste des Petits Ruminants (PPR) is a highly contagious disease affecting small ruminants,
spreading primarily due to livestock mobility. In sub-Saharan Africa, livestock movements are
essential for trade and production. Consequently, movements encompass several hundred kilo-
metres, generating complex mobility patterns. Understanding these mobility patterns is vital
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to developing efficient PPR surveillance systems. Useful epidemic detection relies on identifying
a subset of nodes that could deliver accurate and timely insights into the spread of the disease
(sentinel nodes)[2]. For PPR, this corresponds to identifying markets where infected animals
could reach the epidemic’s beginning. However, pinpointing these sentinel nodes is a complex
task, contingent on various factors, including the availability and incompleteness of detailed
data on animal mobility. In PPR-endemic countries like Nigeria, the disease seroprevalence
varies geographically, ranging from 11Western Area[3]. Although the impact of PPR on live-
stock is widely recognized, no livestock identification system is currently available in Nigeria.
Therefore, movement data, on which the present study relies, were collected using market sur-
veys. In this work, we simulate the diffusion of PPR through the market network of three
Nigerian states (Plateau, Bauchi and Kano) and their surroundings to describe diffusion pat-
terns, detect communities (contagion clusters), and identify possible sentinel nodes and their
characteristics.

2 Materials and methods

We used market survey data collected in the framework of the Lidiski project. A total of ten
markets across three Nigerian States (Plateau, Bauchi, and Kano) were chosen for sampling:
six markets were surveyed in Plateau, and two markets were sampled in both Bauchi and
Kano States. The collected data included information on the origin and destination of animal
movements and the number of animals involved. Using this dataset, we reconstructed the
mobility network, referred to as the reference network, where nodes represent Wards (third-
order administrative unit), and links indicate animals exchanged between two nodes weighted
by the number of exchanged animals across the period. Market data collection is limited
to specific regions and periods of the year. We have bolstered our conclusions by analyzing
uncertainty and predicting missing links to gauge how incomplete data affects epidemic spread.
To improve the reconstruction of the animal mobility network, we tested various methods,
like neighbourhood-based predictors and the Structural Perturbation Method (SPM). Among
these, the Hierarchical Random Graph (HRG)[1] method stood out with an AUC value of 0.9,
indicating its suitability for prediction. HRG method reconstructs the network by exploring
potential dendrograms, aiming to represent its hierarchical structure accurately. We simulated
the spread of PPR disease through animal movements between the Wards of the three Nigerian
States using a stochastic SI-weighted type model, where the cumulative probability for a Ward
i of getting infected is:

(1)

Pi = 1- (1 - Pinf)"®J

Pinf represents the probability that a single infectious animal from an infected Ward could
transmit the disease to other animals in susceptible Ward i. Wi, j represents the number of
animals moved from node j to node i. We tested several values for the Pinf, from 0.0001 to
0.3. We identify the sentinel nodes from simulation results, i.e., those likely to get infected
before the epidemic peak. Following Nath et al.[4], we extracted contagion clusters, groups of
nodes with potential mutual infection during an epidemic, using a new community identification
algorithm based on the dynamical characteristics of the network instead of using Modularity
maximization. Based on Shannon and Moore’s reliability, the algorithm involves an edge rank-
ing algorithm that scores edges based on their contribution to overall reliability[4]. Edges are
sequentially removed based on their importance until the largest strongly connected compo-
nent exceeds a specified size. The algorithm terminates when the maximum Strongly Connected
Component (SCC) size remains within the desired limit. Then, we examined whether or not
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the sentinel nodes identified previously are located within the same communities. Finally, we
sought to understand our identified optimal set’s structural, socioeconomic, and environmental
characteristics using a Random Forest Classification. To assess the role of network structure
and the interplay with transmission probability in identifying sentinel nodes, contagion clusters,
and the extension of the epidemics, we ran simulations on both the reference and reconstructed
network.

3 Results

The reference network comprises 233 nodes and 335 links. The HRG approach predicted 4670
additional links. The differences in network structures are also reflected in the dynamics of
epidemics. In the predicted network, the prevalence of infected nodes is higher across all
transmission probabilities compared to the reference network (figure 1A), and the duration of
outbreaks—measured as the time taken to reach the maximum number of new infections—is
shorter in the predicted network. This rapid spread can be attributed to supplementary links,
introducing new pathways between nodes and facilitating the fast propagation of the epidemic.
According to different probabilities, 1 and 11 sentinel nodes were identified in the reference
network. Only one sentinel node was identified when Pinf was equal to 0.0001. The number
of sentinel nodes increases to reach the maximum at Pinf = 0.01 before decreasing to 5 at
Pinf = 0.1 and Pinf = 0.3 (figure 1B). This behaviour could be related to the fact that by
increasing the transmission probability, the epidemic peak occurs very early, affecting only the
most vulnerable nodes. During the disease simulation on the predicted network, we consistently
identify the same set of nodes, and their behaviour remains unchanged (figure 1B). However,
there is an increase in the number of additional sentinel nodes observed during the simulation.

A | 1e04 | 0001 [ 001 |[ 04 || 03 |

200

Predicted Network

o
3
of Vulnerable Nodes

Reference Network

Number

Network Pinf

Figure 1: A represents the final size of the simulated epidemic, where the average was computed
across all iterations. B illustrates the count of vulnerable nodes within the reference (sky blue
colour) and predicted network (salmon colour).

Eight communities were identified in the reference network and 11 in the predicted network.
The community sizes in the reference network range between 5 and 15, whereas those in the
predicted network vary from 2 to 15 nodes (figure 2). Nodes forming the communities are
geographically dispersed in the two networks. Although some communities overlap between
the two networks, it is noteworthy that none of the identified sentinel nodes were part of these
communities either in the predicted or in the reference network and often proved isolated.
Analysis of sentinel node characteristics highlighted the role of socio-economic attributes over
structural ones. The common vulnerable nodes between the two networks shared the population
of animals as the most important characteristic, followed by the human population. Dry Matter
Product (DMP) and eigenvector centrality ranked third in importance.
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Figure 2: Location of communities of each network on a map (the yellow zone represents the
Lidiski area, and each colored dot represents a community)).

4 Discussion

This work allowed for identifying vulnerable nodes from reference and simulated networks ow-
ing to sentinel node characteristics and revealed the existence of groups of nodes capable of
infecting each other. It would be interesting to explore whether removing bridges connecting
these communities could be a complementary prevention measure to enhance surveillance. Fur-
thermore, this study considers a static network and an SI model, indicating that once infected,
nodes could continue infecting for the duration of the study. Future work should include net-
work evolution in time and using SIR models. Nevertheless, two dynamics could affect sentinel
node characteristics. The network dynamics could change the propagation pattern and reduce
the probability of reaching a particular node. At the same time, the SIR-like model could
better recreate the long-term behaviour of the dynamics when nodes could lose their ability
to infect (recover). Exploring the temporal behaviours becomes imperative to comprehensively
understand the impact on the evolution of cluster structures and sentinel nodes over time. This
step opens the way to an integrative approach, which could be fed with more exhaustive data
collection. Combining field data, network analysis, and epidemiological modelling offers the
opportunity for evaluation of the position of these nodes in the transmission chain and control
strategies through targeted surveillance.
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Abstract. Separate social networks may be aligned via their shared users, and further, many
users share friends between networks. This information presents an opportunity for modeling
information flow between networks and other inter-network analyses. In this paper, we propose
an unsupervised topological approach aimed at identifying cross-network associations among
users. Our methodology leverages within-network link prediction techniques alongside cross-
network alias detection. Empirical findings based on real-world social network data demonstrate
that our proposed method outperforms baseline algorithms, highlighting its effectiveness in
capturing inter-network relationships.

Keywords. Cross-Network Alignment; Social Networks; Unsupervised Machine Learning;
Generative Adversarial Network

1 Introduction

In the modern era, online social networks have become an integral part of society, with their
prevalence extending across diverse demographic groups and geographic regions. From personal
relationships to professional networking, social networks serve as spaces for social interaction,
information sharing, and community engagement. Further, many users seek a diverse array of
platforms to satisfy various needs and often maintain multiple profiles across multiple social
media networks simultaneously. This multi-platform presence creates a rich environment of
interconnected digital footprints, offering a wealth of data for analysis, modeling, and integra-
tion.

By leveraging techniques such as data fusion, cross-network association, and user profiling, re-
searchers can harness the collective information dispersed across multiple platforms to gain a
more comprehensive understanding of user behavior, preferences, and interactions. Addition-
ally, the integration of data from multiple social networks enables the construction of models
of social dynamics such as information diffusion, facilitating the development of applications
like personalized recommendations. The abundance of users across multiple social networks
not only underscores the complexity of contemporary digital ecosystems but also offers ample
ground for interdisciplinary research and innovation in network analysis.

However, these social networks are inherently uneven and heterogeneous which poses difficult
challenges when attempting to compare and merge network data. Unlike controlled experi-
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Figure 1: A visualization of the cross-network alignment problem, where red edges between
networks representing the same entity are what we are hoping to uncover.

mental settings where sample test networks may exhibit perfect isomorphism, not all users are
present in every social network, leading to incomplete and sparse data. Users will also engage in
content and form relationships in connected but not identical ways depending on the function
of the specific social network. To make matters more complex, researcher’s tools for gathering
social network data also often result in incomplete data captures of the networks due to space
limitations and potential privacy settings.

In this paper, we consider the problem of cross-network association. Informally, the classic
formulation of the cross-network association problem is that there are multiple graphs that
represent similar or related data, and the goal is to associate nodes between the graphs. A
simple example of this is a graph of Facebook users and a graph of Twitter users where our
goal is to discover a partial mapping between accounts on these social networks. This mapping
would indicate that for a pair of users in the map, the Facebook account is an alias for the same
user on the mapped Twitter account, as shown in Fig 1. Successful cross-network alignment
can provide a wider picture of a user and their network, and it has important applications to
ad recommendations, modeling the spread of information across-networks, and surveillance for
security threats.

Despite the difficulty of the problem, it has been a topic of interest in graph theory over the
last two decades and significant advances have been made. There are three common categories
of approaches to the problem: 1) A spectral approach where the output of the algorithm is a
score for each pair of nodes. Some examples include REGAL [7], FINAL [15], IsoRank [14],
MAD [9] and BigAlign [8]. 2) Algorithmic or combinatorial approaches which are often greedy
and rely on neighborhood similarity and semantic data such as username scores such as UTA
[3], the work of Buccafurri et. al. [2], and FRUI [18]. 3) Graph embedding approaches which
attempt to align the vector space of the graphs, typically with machine learning techniques.
Examples of this technique include PALE [11], IONE [10], Deeplink [17], and COSNET [16].

A common limitation of some of these algorithms is that they rely heavily on semantic data,
which may be unreliable if the user is attempting to conceal their identity or if semantic data is
unavailable. Additionally, many of these aforementioned methods are supervised meaning they
rely on ground truth data for analysis, which is not often available in practice.

In this paper, we consider the problem of cross-network alignment from an unsupervised lens,
with no semantic data and no ground truth during training. In this view, we are truly looking
at a network alignment solution based solely on the connections present in the underlying graph
structure. We employ a node embeddings approach enriched by a link prediction algorithm.
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Figure 2: a) This graphic represents the embedding spaces of the two networks before mapping,
and we can see that they are incomparable based on standard distance metrics and thus difficult
to align. b) The result post-mapping the green network’s embeddings to the orange network’s
embedding space. Now we can directly compare them for cross-network entity resolution.

Finally, we utilize a Generative Adversarial Network (GAN) [4] to create an initial mapping
between the two network’s embedding spaces. A GAN is a type of deep learning framework
comprising two neural networks, a generator and a discriminator, engaged in a competitive
process. The generator creates synthetic data samples, in this case mapped embeddings to the
other network’s vector space, while the discriminator evaluates whether these embeddings are
genuinely sampled from that network or generated by the model. Through iterative training, the
generator learns to produce an increasingly realistic mapping, while the discriminator becomes
more adept at distinguishing between real and mapped embeddings. This adversarial process
will theoretically drive the model to generate a high-quality mapping between the two spaces
in an unsupervised setting, as shown in Figure 2.

The benefits of this approach are that it is less reliant on access to high quality labeled data
to train the model, and is able to find anchor pairs of aliases within the network on its own,
without needing seeds to act as anchors to explore the network and expand the alias set.

2 Dataset

Table 1: Overview statistics of the two networks used in this analysis

Network‘ Nodes ‘ Edges

Flickr | 215,495 | 9,114,557
Last.fm | 136,420 | 1,685,524

Throughout this project we used the COSNET dataset [16], which is a large dataset that
contains a variety of social network data among many platforms. It contains within network
friendship edge information between five social networks: flickr, lastfm, likedin, livejournal, and
myspace, as well as truth data for edges which link the same user between social networks. It
contains a large number of nodes, and the nodes are well connected, leading to a rich topological
landscape. This fact along with the rare inclusion of cross-network truth data cements it as a
popular choice for this problem. In this paper, we primarily focused on the flickr and lastfm
datasets, details of which can be observed in Table 1. In many of the experiments, we used a
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sampled version of the dataset generated from random walk sampling of size 5000 nodes and
approximately 100,000 edges. The dataset contains 510 pairs of known aliases which we use for
evaluation purposes.

3 Method

3.1 Problem Definition

We consider the problem of aligning exactly two social networks by predicting alias anchor
pairs with an unsupervised model. Let a social network graph be denoted G = (V, E') where
V is the set of N nodes, or users, and £ C VaV is the set of within-network edges, or
friendship links. For this paper, we will assume that the graph is undirected meaning that
(u,v) € E — (v,u) € E. Each vertex v; € V will have a representation in d-dimensions
R; € R?, where R is a matrix containing all of the representations of V.

Here we consider two networks, a source and a target network which we will denote as G; =
(Vi, Eq) and Gy = (Va, Es) respectively. For each node in the source graph, we want to find its
alias in the target graph assuming that it exists, which manifests as a mapping M : u € V; —
veVaU{d}.

3.2 Overview

The approach proposed in this paper follows three main steps: 1) We learn node embeddings
for each network with a single network link-prediction by performing random walks on both
networks to learn node embeddings for G; and G5 independently. 2) Then we topologically
align those embedding spaces using a Generative Adversarial Network (GAN) to approximate
a mapping M. 3) Finally, we select anchor pairs based the cosine similarity of the mapped
embeddings from M to the source graph embeddings.

3.3 Link Prediction

Table 2: The result of our link prediction model on the COSNET dataset

Network ‘ F-Measure ‘ AUC

Flickr 0.78 0.90
Last.fm 0.86 0.94

The link prediction technique utilized in this study draws its foundation from Word2Vec [12],
where embedding vectors are learned for each word in a corpus. By setting a window size within
which words frequently appearing in similar contexts are positioned closely in embedding space,
Word2Vec facilitates semantic similarity representation. Node2Vec [5] applies the concepts from
Word2Vec on graph structured data, but instead of a window of words, a random walk in the
graph is used as the context. This process allows relational similarities between nodes traversed
in these walks to be captured and consequently, nodes that frequently occur in the same random
walk are close in the embedding space. We use a Multi-Layer Perceptron (MLP) model with
the embeddings as input to predict future edges for link prediction. The advantage of this
approach is that it provides an edge-centric view of the graph via link prediction which will be
valuable for cross-network association.
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For this paper, we used the method developed by Google Research [1] which learns node embed-
dings and MLP weights simultaneously. This approach demonstrated superior performance over
various conventional link prediction methods, particularly with smaller embedding dimensions.

To apply the Google Research [1] method to the COSNET [16] data, we create a test set by
removing edges randomly while maintaining connectivity in the graph. After the edges in the
test set are removed and stored, the remaining graph is the training set. To create negative
edges for training, random edges are proposed and checked to ensure they were not already
in the edge set. For training we made 50% of the edges positive and 50% negative examples.
Random walks are then conducted on the training graph, with the resulting train/test sets and
random walks serving as inputs to the MLP.

This embedding method achieves high link prediction accuracy for all COSNET networks, as
seen in Table 2.

3.4 Cross-Network Topological Alignment

After computing embeddings enriched by the link prediction technique, we then attempt to
align the networks using only the learning embeddings based on structural features of the
graph as apposed to semantic features such as username and biographical data.

For this step, we utilize a Generative Adversarial Network (GAN) [4] as the model to align the
network’s embedding spaces. The GAN consists of models: a generator and a discriminator.
The generator takes as input embeddings from the source graph G; and attempts to output
corresponding embeddings in the embedding space of G5. The generator uses the following loss
function, that it learns to minimize during the course of training:

L= —]1[ ;lag(l — D(G(r}))

Where D is the output of the discriminator and G is the output of the generator.

Concurrently, the discriminator evaluates the authenticity of these mapped embeddings com-
pared to true embeddings from G5. Through iterated training, the generator refines its output
to produce a more realistic mapping and the discriminator becomes increasingly adept at dis-
cerning real and generated embeddings. It is trained with the following loss function that it
wants to minimize:

L= > log(D(1) + log(1 — D(G(r)

The first term refers to the probability of incorrectly classifying real embeddings as fake and
the second is the case where generated embeddings are classified as genuine.

Details of the architecture of the model can be seen in Figure 3. This adversarial learning
format facilitates mutual improvement.
3.5 Association and Alias Prediction

Given a node v; € G; and its mapped embedding M (r;) our goal is to find a corresponding
vy € Gy that could represent its alias. To achieve this, we identify the embedding in R, that is
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Figure 3: The architecture of the Link Prediction and GAN system for cross-network associa-
tion.

closest to it. We tested with the Frobenius norm:

ming, ||M(ry) — re||, 72 € Ra

as well as the cosine similarity:

min,,cos(M(ry),rs), 79 € Ro

We then take the top k scoring pairs of nodes in the network based on an experimentally
determined threshold to assign aliases. Alternatively, using these same metrics rather than
simply taking the top score, we can generate a list of the top scoring aliases for each node to
narrow exploration depending on the application.

4 Experiments

To evaluate our model for cross-network alignment we compared it to baseline methods on the
COSNET dataset for Flickr and Last.fm. We used the metric of Precision@N based on the
aliases discovered by the algorithm which is defined as follows.

>7 (success@k(i))
q

PQN =

where success@k(i) is a binary variable representing whether or not the true alias of user i is
within the top-k scoring candidates and ¢ is the number of pairs for which we have ground
truth evaluation data available.

We chose unsupervised methods of comparison including:

o Degree-Based Alignment: A trivial baseline where users in networks are aligned by
relative degree rank.

« Embedding Distance Alignment: A baseline computed by applying closest distance
matching to align the networks using the embeddings after link prediction without the
GAN model that maps the embedding spaces. We used the cosine similarity for evaluation
because it consistently performed better experimentally for the mapped embeddings.
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« MAD [9]: A spectral approach to cross-network alignment that matches nodes via sin-
gular value decomposition, another comparable unsupervised model to predict aliases.

We also tested two different distance measures for the mapped embeddings of G; to G5 embed-
dings as discussed in the previous section:

e Frobenius Norm
e Cosine Similarity

Finally, we tested the last.fm vs flickr alignment as well as sampled last.fm vs sampled last.fm
with 80% common edges to test alignment in a less challenging setting.

4.1 Evaluation

In our first experiment, we aimed to assess the cross-network association by comparing random
sampled versions of the Last.fm network. This setup ensures ample overlap in the graphs, in
this case 80%, resulting in a test set that maintains equal core structure and similar char-
acteristics while introducing variability and disrupting the isomorphism. By conducting the
analysis on these sampled versions, we sought to evaluate the performance of our method in
a more structured environment. For this experiment, we used Precision@1, Precision@5, and
Precision@10. We chose such low values for k due to the heavy overlap resulting in the task
being easier for the model.

The results of this experiment can be found in Table 3. It is evident that our method, Link
Prediction + GAN outperforms both baseline methods- embedding and degree rank- for all
tested cases. The substantial gap in performance in particular between the embedding and
our full method demonstrates the power of the GAN model in aligning the two embedding
spaces. We observe that the cosine similarity metric and the frobenius norm have very similar
comparable results. This is expected, due to the fact that they operate on the same mapped
embeddings. Consequently, the metrics are making the same decisions in most cases, leading to
closely aligned scores. We do see that cosine similarity consistently slightly edges out the frobe-
nius norm, which is an interesting result, indicating that the cosine similarity better captures
the similarity of the embeddings. The MAD approach does beat our method for Precision@10
but their results are much worse for Precision@1 and comparable for Precision@5.

Table 3: Performance comparison between baseline methods for predicting aliases between
sampled Last.fm and Last.fm networks with 80% overlap.

Model Metric ‘ P@1 ‘ P@5s ‘ P@10
Embedding Cosine Similarity | 0.0092 | 0.0379 | 0.1242

Degree 0.0081 | 0.0341 | 0.1039

MAD 0.1508 | 0.4040 | 0.6905

LP + GAN  Frobenius Norm | 0.3009 | 0.4733 | 0.5704
LP + GAN Cosine Similarity | 0.3056 | 0.4884 | 0.6005

The results of our next experiment are summarized in Table 4. These results were generated
from the alignment of the Last.fm and Flickr data with Flickr being mapped to the Last.fm
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embedding vector space, meaning Flickr is the source network and Last.fm is the target network.
In this experiment, we considered Precision@10, 20, and 30 to accommodate the more difficult
task. Across all metrics, our method surpassed all other tested approaches in the cross-network
alignment task, outperforming degree rank by the largest margin. We do observe for the first
time, the frobenius norm performing better than the cosine similarity for one particular case.

Table 4: Performance comparison between baseline methods for predicting aliases between
Last.fm and Flickr social networks.

Model Metric | P@10 | P@20 | P@30
Embedding Cosine Similarity | 0.0506 | 0.1021 | 0.1262
Degree 0.0339 | 0.0975 | 0.1128
MAD 0.1341 | 0.1962 | 0.2870

LP + GAN Frobenius Norm | 0.1734 | 0.2742 | 0.3162
LP + GAN Cosine Similarity | 0.1767 | 0.2499 | 0.3214

Overall, these strong performances compared to baseline demonstrate the value in the LP +
GAN approach proposed in this paper. Given that the method is wholly unsupervised, the
results are especially strong. We suspect that supervised methods would likely result in higher
performance, but labeled training data is seldom available in real world networks. Additionally,
the best pairs found by this unsupervised method could be used as a seed set or training set
for other supervised methods.

5 Future Work

There are many potential avenues for further growth of the method presented in this paper.
First, the aliases found by this method are not necessarily internally consistent, meaning that
multiple nodes in G; can be mapped to the same node in GG, and vice versa if we only con-
sider top scoring aliases. We could implement a measure for global consistency derived from
considering the set of distances in a systematic, non-greedy fashion.

In order to improve accuracy we could also experiment with additional embedding techniques
including DeepWalk [13] and GraphSage [6]. We could alternatively attempt to link the em-
bedding model to the alignment model and implement an iterative approach where we refine
the original embeddings based on the mapping found by the GAN. The embeddings could be
trained in tandem with the GAN to represent the graphs for the specific task of cross-network
alignment.

Additionally, we are interested in investigating extensions and applications of this research.
For example, the application to community detection within cross-network datasets. In each
graph, only a subset of users in the entire multi-network are represented. More broadly, we can
imagine identifying specific communities. Some may be friends on slack, some may connect on
LinkedIn, but not everyone in the community is present on both networks. In this case, the
community is most completely defined as the union of the sets within multiple social networks.

We could also extend this research for multiple networks, not just pairs. Currently to accommo-
date additional networks, a mapping would have to be trained pair-wise for every combination
of two networks in the set. We would then have to assert global consistency in the results,
making this scheme much more complex but very intriguing and potentially powerful.
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6 Conclusion

This result has broad impacts and important consequences due to its practical application to
real-world data sets such as social networks and its adaptability. The graph-based data model
of social networks is commonly used in modern computer science research. This model is useful
because it allows people’s profiles, activities, and information to be directly related with links,
represented by edges. In these virtual societies, relationship links (such as friendship, following,
commenting /reposting, or any other valid form of engagement) are the main form of expression
individuals use to participate in the community. Studying social networks can allow us to track
events, activities, information flow, and values within a community. However, social networks in
the modern age are becoming increasingly complex. They are neither isolated nor independent;
a user will generally have accounts on multiple different websites and engage in content and
form relationships in connected but not identical ways. These various social networks are not
the same, each may have different main functions or provide a space for niche content and we
need to consider the entire story to perform in-depth analysis. An obvious example is if we
are tracking a target of interest and we know their account on one social network, we could
use this technology to discover their corresponding accounts on other social networks, allowing
for increased surveillance of activity. Alternatively, if our goal is to track the spread of some
information of interest, considering multiple networks is necessary because the information is
going to be spread among different social networks potentially by the same users their followers.
In general, we can use this association for increased accuracy and performance in our models.
The implications of this research have a strong impact especially in the field of defense and
security. In addition to being used directly in analyses for downstream tasks, the discovered
aliases from the method proposed in this paper could be used as seed sets for alternative cross-
network alignment algorithms that take advantage of additional features but require ground
truth for training.
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Abstract. The objective of this research is to examine the emotions conveyed in comments
within online cooperative contexts that rely on asynchronous textual interactions, and to iden-
tify the factors that contribute to their emotional intensity. To achieve this, the study relies
on Appraisal and Communication Accommodation theories to explore the interaction between
the individual, the context, and the outcome of this interaction in the comments posted on
Wikipedia’s Talk Pages. It has been found that the context has an impact on the emotions
expressed by users. Specifically, the thread level has a greater impact compared to wider or
narrower levels of analysis. Additionally, we highlight that emotion intensity varies due to the
context around a baseline which is the emitting subject’s one.

Keywords. Sentiment Analysis; Wikipedia; Commons

1 Extended abstract

In recent years, organisations have implemented various approaches to improve their virtual
team working efforts for knowledge production. Team members increasingly work indepen-
dently and communicate through digital infrastructures such as Team Communication Plat-
forms (TCPs) like Slack, Wiki systems, or version control systems such as Github. This shift
entails several challenges. For example, the technical characteristics and the affordances of such
infrastructures can enable certain collective actions while limiting others in the coordination of
collaborative work [1].

If the platform and the text produced by interacting users can signal to others what needs to be
done through stigmergic mechanisms, it has also been proven that more complex actions, such
as decisions on how things should be done or negotiations on certain content, require explicit
communication [3].

Communication is not only important for its content, but also for its form, including the emo-
tions and social cues with which it is enriched. Research has highlighted the impact that the
expression of certain emotions can have on the effectiveness of cooperative efforts. Affective ex-
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pression is used to communicate information on the goals, beliefs and intentions of an individual
towards social exchange [8].

The expression of emotions in a cooperative context is influenced by two major categories of fac-
tors. The first group pertains to the subject’s demographics, while the second group examines
the subject’s context and their reaction to it. Research on computer-mediated communica-
tion (CMC) in online environments has demonstrated that individuals communicate primarily
through asynchronous text. This text-only interaction omits typical social clues used by a
group to interpret the messages, such as the demographics or social roles. The given textual
corpus is the sole source of contextual information and has been found to constitute a set of
tacit guidelines to which users tend to adhere [7]. Considering the significance of expressed
emotions in a working group, it is crucial to comprehend the role that context plays in the
expression of emotions in cases where context is reduced to the bare essentials, i.e. to the
text of asynchronous interaction. In particular, considering the aggressiveness witnessed in
online communities, it is important to understand the factors that influence positive or nega-
tive expressed emotions. This understanding can help improve comprehension of cooperative
dynamics in CMC environments.

We will thus focus on the second group that encompasses theories such as appraisal, mimicry,
and Communication Accommodation Theory (CAT). Appraisal theory suggests that an indi-
vidual’s expressed emotion is a result of their reaction and evaluation of an external stimulus,
which is influenced by their personal beliefs and values. Mimicry theory argues that individuals
tend to imitate the vocabulary, emotions, and expressions of those around them. According to
CAT, the ultimate goal is to signal shared appraisals and values [2].

This research aims to investigate the factors that influence the emotions expressed by users
through text in Wikipedia Talk Pages. Specifically, we aim to examine the relationship between
individual emotional tendencies and their reactions to the context in which they interact, using
the concepts of Appraisal and Communication Accommodation theory. Our decision to use
Wikipedia as a research setting is motivated by three factors. Firstly, users are responsible
for managing conflicts themselves as there is no hierarchical conflict resolution mechanism
[6]. Secondly, users voluntarily choose to participate in the collaborative process as there
are no standard incentives such as financial or career benefits [5]; furthermore, there are no
hierarchical obligations, such as job requirements, that force users to moderate their tone or
reach an agreement [6]. Finally, the interactions can be traced as the whole history of comments
and modifications is publicly available, providing a significant amount of data. In contrast to
previous studies on Wikpedia talk pages[4]|, and for the reasons given above, this research
will focus on the contextual characteristics of the comments rather than the socio-demographic
characteristics of the subjects. The aim is to understand how the context influences the emotions
expressed in the comments. Specifically, this study will use the dataset developed by [9] to
examine two emotional dimensions: valence and arousal. The first term denotes the degree of
pleasantness of the word, while the second term denotes its emotional charge, whether positive
or negative.

The aim of this research is to investigate the effect of the contextual valence (and arousal)
on the emotional expression of a new comment posted in that context. In addition, we aim
to explore the relationship between a subject’s emotional tendencies and the context in which
they discuss by examining the effect of perceived valence (arousal) on emotional expression.

The analysis was conducted on 1.2 million comments gathered from 312.000 Wikipedia arti-
cles. Our strategy for selecting articles aimed to create a sample that represented a variety
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of subjects, team sizes and levels of conflict. Each observation - a comment posted on a talk
page - is enriched with contextual characteristics at the level of the page, thread, and the pos-
sible previous relationships between sender and receiver. Additionally, characteristics of the
overall activity of the comment author are taken into account. In line with [4], we employed
two techniques, namely Word Frequency Averaging (WFA) and Word Embeddings (EMB), to
assess the emotions conveyed in each comment and its surrounding context. The purpose of
using these techniques was to address any potential data sparsity in the dataset created by [9].
Logistic regression models were employed to analyse comments with exceptionally high or low
valence (arousal) and identify the contextual or behavioural factors that may have contributed
to the expression of extreme emotions. During the analyses, we considered three contextual
levels of analysis, 7.e. the discussion page, the thread and the dialogue between the author
and the receiver of the observed comment. The results support the hypothesis that the va-
lence (arousal) of the context positively influences the likelihood of an extremely high valence
(arousal) comment. The thread level appears to have a greater effect than other levels. It is
suggested that this is because authors must take into account previous comments in order to
participate in the discussion. The limited impact of the dyadic level may be due to its limited
occurrence in the dataset. A similar approach was utilized for the study of the variation of the
comments authors’ valence (arousal) compared to their usual valence (arousal). The analysis
yielded similar results. There is indeed an overall positive impact of the context on the varia-
tion. The thread level appears to have the stronger impact compared to the other contextual
levels.

There are limitations to this research. On the one hand, only two emotions are considered,
which limits the scope of the managerial implications of this study. On the other hand, the
setting is limited to a single project, with the risk of context-specific effects. But it proposes
a new method to investigate, among other things, the emotional discrepancy between the
subject’s idiosyncratic emotional tendency and the emotion conveyed in the context that can
be transposed to other context. The data set can also be reused with other, more complex
emotion analysis tools.
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Abstract. The purpose of this presentation is to introduce attendees to our
forthcoming book, The Atlas of Social Complexity (June 2024, Edward Elgar,
https://www.atlassocialcomplexity.org), which maps the latest advances in the study of so-
cial complexity — including five major transdisciplinary themes and 24 leading-edge areas of
research — based on what we see as the new social science turn in the complexity sciences.
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Figure 1: Map of the Complexity Sciences.
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1.1 The Challenges of Studying Social Complexity

As Figure 1 shows, the complexity sciences have evolved over the past several decades into an expansive
field of study that crosses over just about every major area of academic research. It also presently
involves almost all of the latest advances in method and multi-methods, particularly computational
modelling (e.g., Mitchell, 2009).

Within the social sciences, the complexity sciences have had an impact on social inquiry, going all the
way back to the Macy Conferences and the emergence of systems theory and second-order cybernetics
— or, in some ways, even further, with the work of Pareto and Spencer. Still, the most recent and
longstanding impact started with the complexity turn in social science research in the late 1990s (Byrne
and Callaghan 2022; Urry 2005).

Since then, while the complexity sciences have done much to advance social science, over the last
decade the field has run into some considerable situations — thirteen to be exact. As shown in Figure
2, examples include complexity scientists ignoring social science; privileging computational modelling
over qualitative inquiry; failing to address issues of power and inequality in social-ecological systems;
and being tone deaf about the real world. These situations prevent the study of social complexity
from becoming the disruptive, transdisciplinary field it originally sought to be in the 1950s and, more
recently, the 1990s when the complexity turn in the social sciences took place.

Situation

Characteristics

1. No philosophy of complexity

2. A failure to engage the wider social sciences
3. Reinventing the wheel

4. Old words, new words

5. Obscurantism and mystification

6. Forgetting multilevel thinking and modelling
7. Technique in the absence of theory

8. Learning tools vs. predictive machines

9. Minor role of qualitative research

10. Methodological closing of social scientific mind

11. The dire sound of technicalities
12. Being tone-deaf about the real world

13. Practice does not make perfect

Few attempts to define an epistemology and ontology for
social complexity

Assumption that the social sciences can be ignored because
the complexity sciences would offer superior insights
Reinventing existing insights from the social sciences that
are then presented as new insights

Rebranding existing insights using terms from the
complexity sciences

Scientific overreach and complicated jargon combine to
suggest that life’s biggest questions are uncovered

Despite the transdisciplinary approach of social complexity,
almost all research focuses on a single level of analysis.
Focus on computational methods and big data pushes social
theory out of sight

The ability to learn from simulations is replaced by a desire
to predict and control social complexity

Dominance of quantitative research and quantification of
data established a blind spot for qualitative data and
methods

Shying away from advances in computational methods sees
many social scientists becoming illiterate with such
methods

Going into a spiral of ever-smaller technical refinement
while losing the bigger picture out of sight.

Advanced analyses are coupled to crude recommendations
that fail to appreciate the complexity in the target domain
Pragmatic and rushed adoption of the complexity sciences
by practitioners constitutes verbal detritus

Figure 2: The Thirteen Situations of Social Complexity Research.

1.2 The Social Science Turn in Complexity Studies

Fortunately, a small but growing global network of scholars are charting new territories for the study
of social complexity. We call this the social science turn. This ‘turn’ fosters a transdisciplinary, social
complexity imagination that, in one way or another, addresses the field’s thirteen situations to create
new areas of disruptive and highly innovative social inquiry. The Atlas of social complexity charts
this new territory.
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1.3 The Future History of Social Complexity

The Atlas of social complexity organises the future history of social complexity research into six major
themes — (1) understanding the history of social complexity research and its current 13 situations; (2)
Cognition, emotion and consciousness, (3) Dynamics of human psychology, (4) Living in social systems,
(5) Advancing a new methods agenda, and (6) The unfinished space. Within and across these themes,
the Atlas surveys over twenty-four leading-edge research areas (some still under construction) that
readers can variously combine and develop to pursue their own work. As shown in Figure 3, which
highlights the research covered in Theme 4, topics range from immune system cognition and network
theories of psychopathology to configurational and intersectional social science to the complexities of
place and governance to resilience and economics in an unstable world.

CHO5: Theme 2 Introduction
CHO6: Autopoiesis and Cellular Cognition THEME 4: LIVING IN SOCIAL SYSTEMS
CHO7: Bacteria and the Brain

CHO8: Immune System Cognition CH1 7: Theme 4 Introduction
CHO09: Brain-Based Cognition, Emotion and Consciousness
CH10: The Self

CH11: Human-Machine

CH18: Complex Social Psychology

CH19: Collective Behaviour, Mass

THEME 3: DYNAMICS OF HUMAN PSYCHOLOGY PSyChOIOgy and Social Movements

CH20: Configurational Social Science

CH21: The Local and the Global:
Complexities of Place

CH12: Theme 3 Introduction
CH13: Human Psychology as Dynamical System
CH14: F of Mental Di:

CH15: Healing and the Therapeutic Process
CH16: Mi ination and Ci

CH22: Socio-Technical Life

THEME 4: LIVING IN GLOBAL-ECOLOGICAL

SOCIAL SYSTEMS CH23: Governance, Politics and

Technocracy
CH17: Theme 4 Introduction
CH18: Complex Social Psychology CH24: The Challenges of Applying
CH19: Collecti iour, Social Complexity
and Mass Psychology
CH20: Configurational Social Science CH25: Economics in an Unstable World

CH21: The Local and the Global: Complexities of Place
CH22: Socio-Technical Life
CH23: Politics and T

CH26: Resilience and all that Jazz

CH24: The Challenges of Applying Complexity
CH25 Economics in an Unstable World
CH26: Resilience and all that Jazz

_____________________________

Figure 3: Theme 3: Living in Social Systems.

For those looking to get past the normalising conventions of the complexity sciences (particularly
postgraduate students and early career researchers) in search of new ideas and new ways of working,
the tour taken by the Atlas should prove of some value.

1.4 Current Presentation

The purpose of our presentation is to introduce attendees to The Atlas of Social Complexity. We cannot
obviously survey the entire book, so instead will focus on a brief introduction to the 13 situations and
then introduce the five major themes, focusing in on Theme 4 (Living in social systems), which is the
most congruent with the focus of FRCCS2024.

1.5 Endorsements for the Atlas of Social Complexity

The Atlas of Social Complexitywas peer reviewed. Here are endorsements by leading figures in
social complexity research:
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‘Many have observed that in the social sciences, everything is connected to everything else but so
far we have been singularly unsuccessful in attempting to explain the richness and diversity of this
interconnected world. Glimpses of such explanations have come from the sciences of complexity but
much of this reasoning has been contained within the traditional straitjacket of the physical sciences.
What Castellani and Gerrits have done is to produce an Atlas of this world, through a series of maps
that guide the reader to a great array of disciplines that can be informed by a multitude of ideas that
they define as social complexity. This is a remarkable commentary on our progress in dealing with
complex systems in all their guises and it is essential reading for everyone who seeks an understanding
of our interconnected world.” — Michael Batty, University College London, UK

‘This book is not just an invaluable Atlas to the extensive and fascinating literature on social com-
plexity, but also an opinionated (in the best way) tour of the landscape, its heights and its depth
and its quirks. The authors have read widely, thought carefully and explained clearly a broad sweep
of research and practice on the idea of complexity and its application in the social, psychological
and economic sciences. The book will be invaluable to academics, researchers, and policy analysts
intrigued by how a social complexity approach might aid in the understanding of our complex world.
— Nigel Gilbert, University of Surrey, UK

‘An inspiring read for believers and non-believers. Whether or not you agree that complexity is what
it is all about, this book formulates a great set of challenges to spark renewal in the interdisciplinary
social sciences. Covering a wide terrain from cognition to ecology and intersectionality, it charts a
set of adventurous routes through recent research to show how a sociologically informed complexity
science can meaningfully address the questions that matter.! — Noortje Marres, University of Warwick,
UK

‘This is a superb review of the development of social complexity in the social sciences and is a must
read for anyone interested in cutting-edge social theory. Castellani and Gerrits convincingly show that
this set of concepts is being transformative of social science thinking across multiple disciplines, even
if it is developing too slowly. — Sylvia Walby, Royal Holloway, University of London, UK

”This book stands as a formidable achievement, a true tour de force wherein the authors delve into our
complex social world. They unravel the intricacies from the molecules comprising our cells to those
shaping our bodies and ultimately forming us as conscious individuals. These individuals, in turn,
have pioneered, discovered, and advanced technologies such as electronics, thinking robots, nuclear
power, the contraceptive pill, and antibiotics. Collectively, they shape a complex society that, with an
accelerating pace of change, achieved remarkable feats like landing a man on the Moon, eradicating
smallpox, and establishing the World Wide Web. And, yes, also a society that kills its brothers and
sisters and destroys its own natural environment much faster than it can reason about it. A profound
sense of urgency emerges to comprehensively grasp these intricacies of our human society, considering
its multifaceted interactions. Much like the Greek Titan, this Atlas bears the weight of the world and
its remarkable inhabitants, and — guided by the science of complexity — offers new qualitative and
quantitative avenues to make sense of this amazing world we live in.” — Peter Sloot, University of
Amsterdam, the Netherlands
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Abstract. Predicting the dynamics of chaotic systems is crucial across various practical do-
mains, including the control of infectious diseases and responses to extreme weather events.
Such predictions provide quantitative insights into the future behaviors of these complex sys-
tems, thereby guiding the decision-making and planning within the respective fields. Recently,
data-driven approaches, renowned for their capacity to learn from empirical data, have been
widely used to predict chaotic system dynamics. However, these methods rely solely on histori-
cal observations while ignoring the underlying mechanisms that govern the systems’ behaviors.
Consequently, they may perform well in short-term predictions by fitting the data, but their
long-term predictive reliability is compromised, particularly in chaotic systems, where slight
initial variations may result in substantial differences in a finite number of time steps. To ad-
dress this challenging issue, in this paper, we propose a novel Physics-Guided Learning (PGL)
method. The proposed method aims to synergize observational data with the governing phys-
ical laws of chaotic systems to predict the systems’ future dynamics. By fusing data-driven
insights with physics-guided principles, this method utilizes a deep neural network architec-
ture to enhance prediction accuracy. Empirical validation on four dynamical systems, each
exhibiting unique chaotic behaviors, demonstrates that PGL achieves lower prediction errors
than existing benchmark predictive models. The results highlight the efficacy of our design of
data-physics integration in improving the precision of chaotic system dynamics forecasts.

Keywords. Physics-Guided; Data-Driven; Chaotic Systems; Dynamics Prediction.

1 Introduction

Chaotic systems are ubiquitous, from academic research in physics [1, 2] and chemistry [3, 4]
to real-world domains such as epidemiology [5, 6] and climatology [7, 8]. By predicting the
dynamics of these systems, we can gain valuable insights into their future behaviors, which can
not only help us understand the underlying mechanisms of these systems but, more importantly,
effectively inform and guide the decision-making process in real-world problems within the re-
spective fields. For example, forecasting the dynamical behaviors in the spread of epidemics
can help us uncover the disease transmission patterns and, accordingly, deploy effective inter-
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vention strategies to control the infectious diseases [9]. Predicting the dynamics of variables
in the climate system, such as temperature and precipitation, can help us be well prepared for
extreme weather events [10].

In recent years, with the availability of large amounts of data and the advancement of computing
power, many studies have utilized data-driven approaches to analyze and predict the dynamics
of chaotic systems. These methods generally utilize the given data to learn the mapping
function between historical observations and the future value of the target variable, and then
use the learned mapping function to conduct the prediction. Typical data-driven methods
that have been widely used in chaotic system dynamics prediction include long short-term
memory networks(LSTM) [11, 12], reservoir computing [13, 14], etc. The above methods have
been proven to be effective for the short-term prediction of chaotic systems, demonstrating an
ability to capture the instantaneous dynamics [15]. However, their ability to make long-term
predictions is limited, especially for those rapidly evolving chaotic dynamical systems, where
even a slight initial variation can result in significant differences as the evolution over time [16].
The reason could be that such data-driven methods rely solely on historical observations during
the learning process but ignore the underlying mechanisms of chaotic systems, which are, in
fact, of great importance in characterizing the systems’ dynamical behaviors.

To overcome the limitations of data-driven models in predicting chaotic system dynamics, we in-
troduce a novel method in this paper, designated as Physics-Guided Learning (PGL). Inspired
by a recently developed physics-informed neural network (PINN), which was originally de-
signed for solving forward and reverse problems in nonlinear partial differential equations [17],
our PGL method seeks to synergize observational data with the governing physical laws of
chaotic systems. Specifically, the architecture of PGL is composed of three integral compo-
nents: a data-driven component that learns the dynamical patterns and mapping functions
from historical observations, a physics-guided component that exploits and represents systems’
governing mechanisms, and a nonlinear learning component that integrates the output from
the data-driven component and that from the physics-guided component in a proper way. The
objective functions of these three components will be jointly optimized to achieve the desired
goal of chaotic dynamics prediction.

The remainder of this paper is organized as follows. Section 2 outlines the proposed method-
ology, with a detailed explanation of its core principles, architecture design, and learning pro-
cesses. In Section 3, we present the settings and results of our experiments on four typical
chaotic systems, which are designed to validate the effectiveness of the proposed method in the
task of chaotic dynamics prediction. Finally, we conclude our work in Section 4.

2 Methodology

In this section, we will outline the formalism and computational mechanism of the proposed
PGL method. We begin by defining the learning problem and providing an overview of the
method. Subsequently, we present the mathematical definition and formulation of the proposed
method for chaotic system dynamics prediction, which integrates data and physical understand-
ing. To enhance the clarity, we detail the method’s structure, workflow, and objective function.

2.1 Problem Statement

First, we state the definition of chaotic system dynamics prediction. For a chaotic system with

N state variables, we represent the system’s state observations at time t as X; = [z}, 22,..., 2]
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Figure 1: Illustration of the architecture of the proposed method PGL, which is composed of
three core components: a data-driven component (DDC), a physics-guided component (PGC),
and a nonlinear learning component(NLC).

Xi pi1e = [Xeopy1, Xeop1o, - - -, Xy] denotes the historical data containing L time steps. Mean-
while, the time point sequence Ty_p 414 = [t—L+1,t—L+2,---t] corresponding to the system’s
state value sequence X;_y 1. is also recorded. The target of chaotic system dynamics prediction
is to learn the underlying state transition function and the potential dynamics of the system
based on the historical data and governing physical laws, and then forecast the subsequent
state of the chaotic system, denoted as X,,1. To achieve this goal, we devise a PGL method
that makes use of both the observational data and the underlying dynamical mechanism of
the chaotic system. Specifically, the proposed method comprises three core components: a
data-driven component (DDC), a physics-guided component (PGC), and a nonlinear learning
component (NLC). In the subsequent section, we will furnish a more detailed exposition of our
design.

2.2 Physics-Guided Learning

Figure 1 illustrates the architecture of the proposed method PGL, consisting of DDC, PGC and
NLC. For the DDC, we use a three-layer LSTM with 20 hidden units each, followed by a dense
layer. For the PGC, we refer to the PINN configuration [17], using a 10-layer neural network
with 32 neurons in each layer. The structure of the NLC is a multilayer perception (MLP) [18]
with two layers: one input layer and one output layer. Next, we will elaborate in detail on how
these three components work together to predict the dynamical behaviors of chaotic systems.

Data-Driven Component Firstly, we obtain the prediction of the data-driven branch for
the next time step, denoted by Xfff” = DDC(Xy_r+14). We expect the long short-term
memory (LSTM) structure in the DDC to capture both short-term and long-term temporal
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dependencies in the historical state sequence through its unique gating mechanism and make
predictions for the next time step.

Physics-Guided Component Afterward, we extend the T, 1., turning it into T;_ 111441,
which is further fed into the PGC. The PGC generates the system state predictions that are of
equal length to the extended time sequence T, 1 1.4 r. This process is shown in the following
equation:

XM o =PGC(t— L+ 1,t—L+2,...t+ L), (1)

(2 ? K3

PGC can learn the dynamics of the system and assist the entire model in making predictions.
Note that the design of PGC is general and can be used in various chaotic systems. Here, for a
better explanation, we use the typical Lorenz system [16] as an example to show how the PGC
works. The only information that we have is the form of the system’s equations shown in the
following Eq. (2), and we do not know the crucial initial values and system parameters.

where XP" = [:Ep Y Py P hy]. We expect that, with the guidance of physical knowledge, the

d

d—fza(y—x%

dy

il (2)
Cci;:xy—bz.

Following the work of physics-informed neural networks in [17], we utilize the automatic differ-
entiation tools within the deep learning framework PyTorch [19] to compute the derivative of
the PGC’s output XffyLH:HL with respect to its input T;_p41.441, yielding the following:

h h h h
aX?—%-{-l:t—f—L — aXf—?i—i-l 8Xf—?i+2 L. aXf—l—% (3)
ot oo ot 77 ot |’
XPhy oxP™ Byl.’hy 2PMY . . .
where —3i— = | = —, =4—, —4—|. We expect that the approximate derivatives conform to the

definition of the Lorenz system, and therefore, we have calculated the residuals with respect to
the physics-guided component, as shown below.

losspny = Ailoss, + Asloss, + Asloss.,
t+L phy 2
ox;

loss, = Z 5

i=t—L+1
t+L phy
dy;

lossy = Z T

i=t—L+1
t+L phy
0z;

loss, = Z BT

i=t—L+1

~ (. phy phy
—a(yi - T )

Y

i (4)

Y

=~ .phy phy phy _phy
_<C9Ui —Y T T A

2

(2 Y

hy phy 7 _ph
— (J}p Yy — 2P y)

where A1, Ao, and A3 are hyper parameters, @, b, and ¢ are trainable parameters of the model.
Note that the true parameters of the chaotic systems remain unidentified for the PGC and
for the proposed PGL model, a scenario that is typical in real-world applications. It is our
expectation that the proposed model is capable of learning and characterizing the systems’
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dynamics even in the presence of such uncertainties. Additionally, since we have the ground
truth X;_; 11,4, we conduct supervised learning by minimizing the following (05Sgqs4:

t
0SS data = i > ‘thy - X;

i=t—L+1

2

(5)

By incorporating penalty terms based on physics and data, we hope that the PGC can rely on
known physical knowledge and work in collaboration with the DDC to predict chaotic systems.

Nonlinear Learning Component Next, a nonlinear learning component will balance the
predicted X¢¢{* and Xfff’l’ from DDC and PGC to provide the final prediction X;,; for the
system at the time step £ + 1. The loss is formulated as follows:

2

Xirr = Xopa| (6)

lOSSNLC =

where X,y = NLC (concatenate (ijﬁtla,XfT{)), and X;;; denotes the ground truth value
of the system’s state variable at time step ¢ 4+ 1, which serves as the label in our supervised
learning. It is important to note that the data for X;;; in Eq. (6) is exclusively accessible
during the training phase. This information is not available during the testing phase, where
the model must predict X;,; without the aid of ground truth values.

In our implementation, the NLC utilizes the Rectified Linear Unit (ReLU) activation function
to capture the nonlinear dependencies inherent in the data. The architecture is intentionally
designed to be straightforward to affirm the feasibility of the proposed idea of integrating data-
driven and physics-guided components. It should be noted that real-world data often exhibit
more complex nonlinear relationships. Our model is designed with flexibility, allowing for the
incorporation of more sophisticated neural network architectures to accommodate and adapt
to these higher levels of complexity.

Objective Function The final optimization objective function, which takes account of both
data and physics, is given as follows:

min(w1l038NLC + w2l033data + w3l033phy)a (7)

where wq, wy, and w3 are hyper parameters.

3 Experimental Results

In this section, we use four dynamical systems with different chaotic behaviors, i.e., the Rossler,
Lorenz, Chua, and Chen systems, which are widely used in chaotic systems dynamics predic-
tion [20-24], to validate the performance of the proposed PGL method in long-term forecasting
of chaotic dynamics. We also perform an ablation study to analyze the contributions of different
components of the proposed method to the chaotic dynamics prediction.

3.1 Descriptions of Chaotic Systems

Rossler System In 1976, Otto Rossler proposed the well-known Rossler system, which ex-
hibits chaotic phenomena and nonlinear dynamical behavior. The system is defined by the
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following differential equations [25]:

o,

dt_ y I

dy

7:.T_a/, 8
b7 Y (8)
%*b—i- —

dt_ xrz Cz.

Lorenz System In 1963, Edward Lorenz discovered the existence of a peculiar “butterfly
effect” in meteorological systems when studying convective instability. The Lorenz system can
be described by the following equations [16]:

d

d—j:a(y—x),

dy

L =cx—y— 12, 9
7 Y (9)
d

d—i:xy—bz.

Chua System In 1986, Chua et al [26] introduced the Chua system, marking an advancement
in the study of chaotic systems by linking chaos and nonlinear circuits. The equations of the
Chua system are given as follows:

dr _
dt
d

%Zx_y+za

dz

=
dt y?

Gz)=cr+ (d+c)(|z+ 1| — |z —1]).

aly —x — G(x)),

(10)

Chen System In 1999, Chen et al [27] identified a chaotic attractor that bears similarities to
the Lorenz system, but is topologically distinct in their research on chaotic control. The Chen
system can be described by the following equations:

d

% :a(y—l'),

d

a% =(c—a)r —xz + cy, (11)
d

d—'z =xy — bz.

All the above four dynamical systems have nonlinear and chaotic behaviors, posing great chal-
lenges for long-term prediction. We use the fourth-order Runge-Kutta method with a step
size of 0.01 to obtain the chaotic time series containing 10,000 steps, which are divided into
training, validation, and testing datasets in a ratio of 6 : 2 : 2. Specifically, we utilize the
data from the initial 6,000 time steps for training purposes. This is followed by the subsequent
2,000 time steps, which are designated for the validation process. Finally, we employ the data
from the concluding 2,000 time steps to test the performance of our model. Table 1 provides
the details of system parameters and initial values.
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Table 1: The system parameters and initial values of four chaotic systems used in our study.

System Parameters Initial values

Rossler a=0.2,0=0.2,¢=5.7 (0, Yo, 20) = (1.0, 1.0, 1.0)
Lorenz a=10.0,b=8/3,c=28.0 (%0, Yo, 20) = (1.0,1.0,1.0)
Chua  a=15.6,b=25.28c=—0.75,d = 0.47 (¢, Yo, 20) = (0.1,0.1,0.1)
Chen a=35.0,b=3.0,c =28.0 (0, Yo, 20) = (0,1.0,0)

3.2 Comparison Models and Evaluation Metrics

We select four representative methods as the baselines for performance comparison in our
experiments. They are the long short-term memory (LSTM) [11], the echo state network
(ESN) [28], the next generation reservoir computing method (NG-RC) [29], and DLinear [30].
Here, LSTM is a classic recurrent neural network model for time series prediction; ESN and
NG-RC are representative methods specifically designed and widely used for chaotic system
dynamics prediction, and DLinear is a state-of-the-art deep learning method developed for
complex time series forecasting. For LSTM, we use a three-layer architecture with uniform
hidden state size. To achieve its optimal performance, we experiment with a variety of hidden
state sizes, specifically 8, 16, and 32, and report the best result. For ESN, we implement it
with a spectral radius of 1.4 and a reservoir size of 300. For NG-RC and DLinear, we follow
the default settings reported in their original papers.

When assessing the effectiveness of the methods in capturing and forecasting the dynamical
behavior of chaotic systems over the long term, it is a common practice to employ the model’s
own prediction as the input for forecasting subsequent time steps during the test phase. This
iterative process can result in an increase in errors as the forecast horizon extends, especially
in chaotic systems, where small deviations at the beginning can lead to significant differences
in later outcomes. The mean absolute error (MAE) and root mean square error (RMSE) are
used as evaluation metrics to measure the prediction performance. The MAE and RMSE are
defined as follows:

1
MAE = 7 319 = uil (12)
t=1
1L 5
RMSE = \| = >~ (4 — )", (13)
t=1

where g, denotes the predicted value of the model, y; denotes the ground truth, and 7' is the
corresponding forecast horizon.

3.3 Analysis of Results

Figure 2 demonstrates the comparison result of the ground truth of dynamics of the Rossler,
Lorenz, Chua, and Chen systems in 2,000 time steps, which is illustrated in blue in each sub-
figure, and the predictions generated by the proposed PGL method, which are shown in red.
We can observe that the proposed PGL method is able to capture the dynamical patterns of
these four chaotic systems. Although employing an iterative prediction process in the prediction
phase brings great challenges to the task of long-term forecasting, the integration of data and
physics enables our method to produce predictions that are consistent with actual dynamics.
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Figure 2: Comparison between the ground truth of dynamics of the Rossler, Lorenz, Chua, and
Chen systems (blue) and the predictions generated by the proposed PGL method (red).

To further evaluate the performance of our predictions, we also conduct an analysis by visu-
alizing the temporal evolution of the ground truth and predictions of the state variables in
these chaotic systems in Fig. 3. For the Rossler system, the predicted curve closely resembles
the ground truth, even for the irregular patterns in Z(t¢), indicating that the proposed method
successfully captures the dynamics of this chaotic system and thus is able to make accurate
predictions in such a long-term period. For the Lorenz system, the predictions generated by our
method are very close to the ground truth in the first 1,000 time steps. Notable discrepancies
between the predicted and actual values of the X (t), Y (¢), and Z(t) components are evident
after around 1,000, 1,000, and 1,200 steps, respectively. A possible reason is that the two
nonlinear terms xz and zy in the Lorenz system make the dynamics more complex and harder
to capture than the Rossler system, which has only one nonlinear term zz. We can observe sim-
ilar patterns in the Chua and Chen systems: the long-term prediction results in these systems
with multiple nonlinear terms, especially those after 1,200 time steps, are not as accurate as
the those in the Rossler system. We further observe that, compared to the Lorenz system, the
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Figure 3: Comparison between the ground truth of the state variables of the Rossler, Lorenz,
Chua, and Chen systems (blue) and the predictions generated by the proposed PGL method
(red) over time.

model’s predictions on the Chua system exhibit higher accuracy. Significant deviations in the
components X (t), Y(t), and Z(t) are observed only after 1,300, 1,800, and 1,300 time steps,
respectively. For the Chen system exhibiting more complex chaotic behavior, the proposed
model generates reliable predictions within the first 250 time steps, followed by significant dis-
turbances between 250 and 500 time steps. Fortunately, due to the proposed model’s ability
to balance between data and physical knowledge, it regains accuracy in predictions after the
disturbances, maintaining precision up to about 1,300 time steps.

To quantitatively compare the performance of our method with that of existing methods, we
report the MAE and RMSE of all methods for different prediction horizons in Tables 2 and 3,
respectively. The results demonstrate that the proposed method achieves the lowest prediction
errors in most of the settings, demonstrating the effectiveness of our method in making long-
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Table 2: MAE of LSTM, ESN, NG-RC, DLinear, and the proposed PGL in different prediction
horizons on four chaotic systems. The best performance in each setting is highlighted in bold.

Systems Horizon LSTM ESN NG-RC DLinear PGL(Ours)

200-horizon  0.295 0.228  0.046 2.374 0.055
600-horizon  0.934 1.411  0.865 4.318 0.182

Rossler 1000-horizon 0.705 3.126  1.084 4.625 0.236
1400-horizon 0.583 3.919  1.199 5.111 0.208
2000-horizon 0.744 4.713  1.942 5.341 0.225
200-horizon  2.668 0.631  1.105 7.748 0.338
600-horizon  4.828 5.462  5.088 6.602 0.616

Lorenz 1000-horizon 5.996 7.103  4.287 7.316 1.189
1400-horizon 6.579 &8.110  5.285 7.541 3.685
2000-horizon  7.103 &8.174  6.774 7.984 5.536
200-horizon  0.163 0.104  1.057 1.007 0.023
600-horizon  1.372 0.999 1.815 1.321 0.079

Chua  1000-horizon 1.382 1.417  1.967 1.568 0.117
1400-horizon 1.242 1.855  2.047 1.622 0.285
2000-horizon 1.281 2.187  1.948 1.620 0.912
200-horizon  5.531 3.093  3.770 4.876 0.300
600-horizon  8.085 6.480  7.906 6.182 4.439

Chen  1000-horizon  7.349 7.859  8.888 6.576 4.526
1400-horizon 8.026 &8.323 &.731 6.604 5.146
2000-horizon  7.996 8.012  9.166 6.484 6.535

term predictions of the chaotic system dynamics.

3.4 Ablation Study

In this subsection, we conduct an ablation study to understand the individual contributions of
the different components within our proposed method to the prediction of chaotic dynamics.
Specifically, we examine the performance of the Lorenz system dynamics prediction using four
distinct configurations of our method: (1) employing only the DDC, which is an LSTM network;
(2) using solely the PGC, represented by a PINN structure; (3) integrating both DDC and
PGC through a simple linear combination, termed PGL-Linear; and (4) implementing the full
proposed method as described in this manuscript, referred to as PGL. The PGL-Linear setting
is essentially a simplified version of PGL, where it linearly aggregates the outputs of DDC and
PGC using a fixed weight to generate the final prediction. In this ablation study, we simulate
the Lorenz system for 500 steps, with the same system parameters and step size as in prior
experiments. To better capture the breadth of the chaotic dynamics within a limited timeframe,
we select a different initial condition of (5.0,5.0,5.0). We allocate the initial 300 steps of data
for training the model and the remaining 200 steps for testing its predictive capacity.

Table 4 presents the results of the ablation study with respect to MAE and RMSE across various
forecast horizons. The results indicate that the data~-driven component (denoted as DDC) alone
yields satisfactory predictions in the short term, specifically for the initial 60 steps. However,
beyond this range, the prediction error increases significantly. In contrast, the integration of a
physics-guided component (denoted as PGC), as implemented in our proposed PGL framework,
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Table 3: RMSE of LSTM, ESN, NG-RC, DLinear, and the proposed PGL in different prediction
horizons on four chaotic systems. The best performance in each setting is highlighted in bold.

Systems Horizon LSTM ESN NG-RC DLinear PGL(Ours)

200-horizon  0.354  0.277 0.053 3.103 0.064
600-horizon  1.692  2.435 1.483 5.370 0.315

Rossler 1000-horizon 1.371  5.050 1.637 5.562 0.373
1400-horizon  1.186  5.789 1.723 5.963 0.331
2000-horizon  1.352  6.670 3.209 6.133 0.341
200-horizon  4.511  0.922 1.624 9.884 0.561
600-horizon  7.834  8.372 8.693 8.550 0.891

Lorenz  1000-horizon 8.900  9.667 7773 9.410 2.864
1400-horizon  9.401 10.560  8.689 9.638 7.405
2000-horizon  9.967 10.595 10.067  10.050 8.982
200-horizon  0.209  0.123 1.398 1.274 0.027
600-horizon  2.021  1.617 2.274 1.569 0.111

Chua  1000-horizon 1.992  2.038 2.402 1.854 0.162
1400-horizon  1.800  2.515 2.468 1.919 0.535
2000-horizon  1.795  2.855 2.350 1.918 1.495
200-horizon  8.174  5.487 5.591 6.229 0.483
600-horizon  10.476  8.944 9.890 7.649 7.298

Chen  1000-horizon  9.738 10.251 10.824 8.165 6.953
1400-horizon 10.448 10.593 10.778 8.138 7.680
2000-horizon 10.151 10.322 11.147 7.910 9.124

Table 4: MAE and RMSE of DDC, PGC, PGL-Linear, and PGL in different prediction horizons
on the Lorenz system. The best performance in each setting is highlighted in bold.

Metrics Horizon DDC PGC PGL-Linear PGL

20-horizon 0.329 0.100 0.531 0.244
60-horizon 0.742 1.689 0.945 0.639

MAE  100-horizon 1.421 7.511 1.422 0.679
140-horizon 1.733 9.243 1.953 0.828
200-horizon 2.856 12.306 3.274 1.465

20-horizon 0.363 0.110 0.568 0.300
60-horizon 0.937 3.312 1.091 0.838
RMSE 100-horizon 1.825 10.854 1.831 0.842
140-horizon 2.180 12.214 2.514 1.005
200-horizon 3.800 15.126 4.510 2.072

consistently delivers substantially lower prediction errors across all considered horizons, thereby
affirming the effectiveness of the proposed design. The pure PGC demonstrates remarkable ac-
curacy in the very short-term predictions (in 20-40 steps), as detailed in Table 4 and illustrated
in Fig. 4(b). This is attributed to its powerful capability in simulating and learning the gov-
erning differential equations that determine the dynamics of the system. However, the PGC
itself is highly sensitive to initial perturbations; in the absence of data-driven regularization,
even minor discrepancies at the onset of the testing phase can lead to substantial deviations
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Figure 4: Comparison between the ground truth of the state variables of the Lorenz system
(blue) and the predictions (red) generated by DDC, PGC, PGL-Linear, and PGL.

in subsequent predictions. Notably, the hybrid approach, PGL-Linear, which employs a lin-
ear combination of outputs of DDC and PGC, does not perform as well as anticipated. This
underperformance suggests that the relationship between observational data and the physical
principles governing the system’s dynamics is likely to be inherently nonlinear. Consequently,
a simplistic linear combination may not be adequately equipped to capture the complexity of
such interactions, showing the necessity of the design of the proposed NLC in integrating the
DDC and PGC to improve prediction accuracy.

4 Conclusion and Discussion

In this paper, we proposed a physics-guided learning approach to predict the dynamics of
chaotic systems. We experimentally evaluated the performance of our method on the Rossler,
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Lorenz, Chua, and Chen dynamical systems. The experimental results demonstrated that our
method outperforms other baselines in terms of prediction accuracy.

Some existing studies have already made efforts in combining data and physical mechanisms for
chaotic dynamics prediction. For example, PIESN [31] and its variant [32] encode the systems’
governing equations into models’ loss functions to penalize the predictions that do not obey the
physics. Furthermore, several methods use physical knowledge to help reconstruct and predict
the dynamics of a chaotic system with unmeasured variables [33, 34]. These methods, however,
typically require complete and precise knowledge of the governing differential equations of
the systems, including the equation parameters, to guide the predictive models effectively.
In contrast, our research aims to forecast the dynamics of chaotic systems under the more
challenging condition of incomplete knowledge of the true system parameters. By relaxing the
requirement for full physical understanding, our proposed method offers practical advantages
for a wide range of applications where only partial knowledge of the system’s dynamics is
available.

To our knowledge, PINN is among several representative techniques that employ neural net-
works to solve ordinary and partial differential equations. Other noteworthy methods in-
clude those based on the Deep Galerkin Method (DGM) [35, 36] and Neurodifferential ap-
proaches [37, 38|, each offering unique contributions to the field. In our work, we utilize PINN
as a typical example to demonstrate the efficacy of integrating data-driven structures with
physical knowledge to accurately predict the dynamics of chaotic systems. This exemplifica-
tion paves the way for further exploration into the integration of other physics-guided modules
with data-driven components, potentially leading to enhanced predictive capabilities.

In our future work, we aim to attempt alternative ways to incorporate data and physical
knowledge and extend our work to scenarios where observations are noisy and the underlying
governing differential equations are not fully known in advance. Further, we intend to apply the
proposed method to various real-world applications, such as infectious disease risk prediction,
climate forecast, and traffic flow prediction.
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Abstract. This study proposes a methodology for mapping complex research
systems to the Sustainable Development Goals (SDGSs) using publications as an
indicator of research activity. The approach is applied to analyse the research
focus of CIRAD, a French agricultural research organisation, by mapping its pub-
lications to the SDGs. The article highlights the challenges associated with map-
ping publications to the SDGs, including the complexity of research systems,
ambiguity in classifying the SDGs and data availability. The methodology uses
advanced search functionalities and data extraction techniques from Agritrop da-
tabases, followed by visualisation tools such as Gephi to explore publication
trends, collaboration networks and thematic priorities. The analysis reveals that
CIRAD's research is aligned with several SDGs, with a primary focus on food
security and nutrition (SDG 2), sustainable agriculture and rural development
(SDGs 1 and 8), biodiversity conservation and environmental sustainability
(SDGs 13 and 15) and gender equality and women's empowerment (SDG 5). This
research offers valuable insights into the potential of mapping publications to
understand the contribution of research institutions to the SDGs and guide evi-
dence-based decision-making aligned with sustainable development.

Keywords: Sustainable Development Goals, Complex Research Systems,
CIRAD.

1 Introduction

The United Nations' 2030 Agenda for Sustainable Development established 17 Sustain-
able Development Goals (SDGs) as a shared framework for tackling the biggest global



challenges. Achieving these ambitious SDGs requires mobilising and aligning complex
social systems such as agriculture, energy, transport, and health. Research organisations
play a significant role in generating knowledge, technologies and evidence-based solu-
tions that can accelerate sustainable development. Assessing the orientation of large,
decentralised research systems towards the SDGs remains a methodological challenge.

One approach is to use academic publications as tangible outputs that provide indi-
cators of the focus and priorities of research institutions. Mapping scientific publica-
tions around themes associated with the SDGs provides a consistent basis for assessing
how research activity aligns with the SDG framework. It also makes it possible to un-
derstand interconnections between the goals based on co-occurrences in publication
mappings. Comparative analysis can also reveal variations in the focus of the SDGs
between departments within the same institution. In this way, mapping research publi-
cations for the SDGs contributes to presenting guidelines and networks embedded
within complex research systems.

This study presents a methodology for mapping research publications to the SDGs
using the institutional repository of CIRAD, a French agricultural research organisa-
tion. The network analysis visually represents the connections between the SDGs based
on CIRAD's publication mappings. A comparative analysis highlights the differences
in emphasis on various SDGs between CIRAD departments. The methodology consists
of a universally applicable approach to systematically track, assess, and strengthen the
orientation of complex systems of research organisations towards the SDGs. Mapping
scientific publications around the SDGs provides valuable insights into the structure
and focus of multifaceted research activities. The technique can thus instrumentalise
institutions in assessing their alignment with the sustainability goals and guiding their
research activities.

2 CIRAD's contribution to the SDGs

By providing scientific and practical solutions to improve agricultural production and
the management of natural resources, agronomic research is essential to address the
interlinked issues of food security, environmental sustainability, and rural develop-
ment, thus contributing significantly to the achievement of the United Nations Sustain-
able Development Goals. World Bank (2020).

CIRAD's contribution to the Sustainable Development Goals (SDGs) stands out, as
it allows us to understand and evaluate the impact of its research and development ac-
tivities at the international level. The SDGs provide a global framework for overcoming
the world's most pressing obstacles, from eradicating poverty to protecting the environ-
ment and promoting gender equality.

2.1  The importance of agronomic research for sustainable development

Understanding agricultural systems and their interaction with the environment contrib-
utes to ensuring long-term sustainable food production and the well-being of local com-
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munities. Agronomic research plays a strategic role in promoting sustainable develop-
ment by addressing the main barriers related to food production, natural resource man-
agement and climate change mitigation.

Agronomic research focuses not only on increasing crop yields, but also on improv-
ing resource efficiency, reducing the use of pesticides, and promoting environmentally
friendly agricultural practices. According to Kell et all (2009), agronomic research pro-
vides innovative solutions to increase the resilience of agricultural systems to climate
and environmental issues.

With an active role in the fight against hunger and malnutrition around the world,
agronomic research, according to the FAO (2021), has worked to ensure the food and
nutritional security of the world's population by helping to improve agricultural produc-
tivity and access to quality food. Agronomic research contributes to the development
of more nutritious and disease-resistant crops, as well as promoting agricultural prac-
tices that increase food availability in vulnerable areas.

Strategic in tackling the interrelated barriers of food security, environmental sustain-
ability and rural development, agronomic research, by providing scientific and practical
solutions to improve agricultural production and natural resource management, con-
tributes significantly to achieving the United Nations Sustainable Development Goals.

The use of techniques to visualise CIRAD's contribution to the SDGs makes it pos-
sible to identify areas of competence and opportunities to improve research invest-
ments. According to Gunning et al (2020), mapping the contribution of research insti-
tutions to achieving the SDGs makes it possible to ensure effective strategic planning
and to understand and evaluate the consequences of their research activities for the
SDGs.

Using techniques to visualise CIRAD's contribution to the SDGs helps raise aware-
ness among key stakeholders, such as policymakers, donors, and civil society, of the
importance of investing in agricultural research and rural development. According to
Rastoin and Chiffoleau (2016), data visualisation is a powerful tool for communicating
the effectiveness of research activities in achieving the SDGs and mobilising public
policies and financial support.

By visualising CIRAD's contribution to the SDGs, transparency, social responsibil-
ity and the effectiveness of its research and development activities can be improved.
By providing a clear and accessible representation of the results of CIRAD's contribu-
tion to the implementation of the SDGs, greater collaboration, coordination, and fund-
ing can be promoted to tackle the problems associated with sustainable development
worldwide.

2.2  Mapping publications by SDGs

Mapping publications for the Sustainable Development Goals (SDGs) presents a mul-
tifaceted challenge due to the inherent complexity of research systems and the broad
scope of the SDGs themselves (Sachs, et al, 2019). In the context of analysing CIRAD's
publications, several difficulties arise and must be addressed to ensure an accurate and
meaningful mapping, Table 1, where we can highlight:
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Table 1. Challenges in mapping SDG publications

Complexity and Interconnec-
tion of Research Systems

One of the main problems in mapping publications
to the SDGs lies in the complexity and intercon-
nectedness of research systems. Research often
addresses multiple aspects of sustainable develop-
ment simultaneously, making it difficult to catego-
rise publications into distinct SDGs. For example,
a study on agricultural practices can contribute to
several SDGs, including zero hunger, sustainable
agriculture, and climate action. Thus, determining
the most relevant SDGs for a specific publication
requires careful consideration of their various di-
mensions and outcomes.

Ambiguity and Subjectivity
in the Classification of the
SDGs

Categorising publications according to the SDGs
can be subjective and open to interpretation. While
some publications may clearly align with specific
objectives, others may address multiple objectives
or fall into a grey area where their relevance to the
SDGs is less obvious. This ambiguity complicates
the mapping process and can lead to inconsisten-
cies in the classification, especially when different
analysts assess the same publication. Standardis-
ing criteria for classifying the SDGs and providing
clear guidelines can help mitigate this impasse.

Granularity and Details of
Level

The SDGs cover a wide range of topics, from
broad thematic areas to specific targets and indica-
tors. Mapping publications to the SDGs requires
finding a balance between granularity and compre-
hensiveness. At an important level, publications
can align with general objectives such as poverty
eradication or gender equality. However, to pro-
vide meaningful insights, it is often necessary to
delve deeper into the targets and indicators associ-
ated with each goal. This level of detail increases
the complexity of the mapping process and may
require substantial resources and expertise.

Evolutionary nature of the
SDGs

The SDGs are dynamic and subject to revision as
global impasses and priorities evolve. New targets
and indicators may be added, and existing ones
may be modified to reflect emerging issues and
knowledge gaps. As a result, mapping publications
to the SDGs requires keeping up to date with
changes in the SDG framework and ensuring that
mapping methodologies remain relevant and
adaptable over time. Continuous monitoring and
refinement of mapping approaches are essential to
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capture the evolving relationship between research
outputs and sustainable development priorities.
Data Availability and Quality | Effective mapping of publications to the SDGs de-
pends on access to comprehensive and reliable
data. However, data availability can vary between
different research domains and geographical re-
gions, presenting difficulties to the mapping pro-
cess. In addition, the quality and consistency of
data sources can influence the accuracy of SDG
classification. Addressing data gaps and improv-
ing data quality are critical steps in improving the
robustness of mapping methodologies and ensur-
ing the credibility of mapping results.

Mapping publications to the SDGs presents several challenges that need to be over-
come in order to facilitate meaningful analyses and decision-making. Dealing with the
complexity of research systems, navigating ambiguity in the classification of the SDGs,
balancing granularity with comprehensiveness, keeping up to date with evolving SDG
frameworks, and ensuring data availability and quality are key considerations in devis-
ing methodological approaches to map complex research systems to the SDGs effec-
tively. Despite these adversities, mapping efforts have enormous potential to advance
our understanding of the contributions of research to sustainable development and
guide public policy and evidence-based practice. World Bank Group (2019).

3 Theoretical Framework

The 17 Sustainable Development Goals (SDGs) were established by the United Nations
(UN) in 2015 as a universal call to action to end poverty, protect the planet and ensure
prosperity for all by the year 2030. Building on the Millennium Development Goals
(MDGs) that preceded them, the SDGs represent a comprehensive and interconnected
framework for tackling the world's most pressing issues. United Nations (2015).

Each of the 17 SDGs encompasses specific targets and indicators designed to address
key aspects of sustainable development, including economic growth, social inclusion,
and environmental sustainability. The goals cover a wide range of issues, from eradi-
cating poverty and hunger to gender equality, climate action, peace, and justice.

3.1 Introduction to the 17 Sustainable Development Goals (SDGs)

The SDGs recognise that sustainable development must be holistic, addressing the in-
terconnections between the social, economic, and environmental dimensions. They em-
phasise the importance of leaving no one behind, ensuring that progress is inclusive and
reaches the most vulnerable and marginalised populations.

Achieving the SDGs requires collaboration and partnership between governments,
civil society, the private sector, and other stakeholders at local, national, and global
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levels. It requires innovative approaches, transformative policies and integrated solu-
tions that address the root causes of poverty, inequality, and environmental degradation.
The 17 SDGs are:

GOOD HEALTH QUALITY GENDER CLEAN WATER
AND WELL-BEING EDUCATION EQUALITY AND SANITATION

DECENT WORK AND f 10 REDUCED
ECONOMIC GROWTH INEQUALITIES

4

13 CLIMATE 16 PEACE, JUSTICE PARTNERSHIPS
ACTION AND STRONG FOR THE GOALS

INSTITUTIONS

z@

Fig. 1. The 17 SDGs

These goals are interconnected and mutually reinforcing, recognising that progress
in one area often depends on progress in others. By addressing these interconnected
obstacles in a coordinated way, the SDGs aim to create a more sustainable and equitable
world for present and future generations. Le Blanc (2015).

The 17 Sustainable Development Goals represent a global commitment to building
a better world for all. They provide a roadmap to address the most pressing issues facing
humanity and offer an opportunity to create a future in which prosperity is shared.
Achieving the SDGs requires collective action, political will, and a renewed commit-
ment to leaving no-one behind.

3.2 Links between CIRAD's research activities and the SDGs

The Centre for International Cooperation in Agricultural Research for Development
(CIRAD) works to tackle global complications related to agriculture, food security and
sustainable development. Founded in 1984, CIRAD is at the forefront of carrying out
research and promoting innovation to improve livelihoods, promote environmental sus-
tainability and contribute to achieving the Sustainable Development Goals (SDGSs) es-
tablished by the United Nations.

The SDGs provide a comprehensive framework for overcoming the world's most
pressing social, economic and environmental issues by 2030. CIRAD's research activ-
ities are aligned with several of these goals, reflecting its commitment to promoting
sustainable development worldwide, Table 2.
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Table 2. CIRAD's research activities and the SDGs

Obijective 1
Eradication of
Poverty

CIRAD's research focuses on improving agricultural productivity
and rural livelihoods, especially in low-income countries. By de-
veloping innovative agricultural techniques, promoting inclusive
value chains, and supporting small-scale farmers, CIRAD con-
tributes to poverty reduction and economic empowerment among
vulnerable communities.

Objective 2
Zero Hunger

CIRAD works to improve food and nutrition security by conduct-
ing research into sustainable agriculture, crop diversification and
food systems. Through partnerships and capacity-building ef-
forts, CIRAD helps to increase agricultural productivity, increase
resilience to climate change and ensure access to food for all.

Objective 3
Health and
Well-being

CIRAD's research into agroecology, sustainable livestock man-
agement and disease control contributes to improving human
health and well-being. By promoting sustainable agricultural
practices and reducing the use of pesticides and harmful chemi-
cals, CIRAD helps to mitigate health risks and promote a health-
ier environment for farming communities.

Goal 5
Gender Equality

CIRAD is committed to promoting gender equality and empow-
ering women in agriculture. Through research projects and train-
ing initiatives, CIRAD seeks to address gender disparities in ac-
cess to resources, decision-making and agricultural productivity,
thereby promoting more inclusive and equitable development
outcomes.

Goal 13
Climate Action

CIRAD's research into climate-smart agriculture, agroforestry
and sustainable land management contributes to climate change
mitigation and adaptation. By developing resilient agricultural
practices and promoting biodiversity conservation, CIRAD helps
build adaptive capacity and reduce the vulnerability of farming
communities to climate-related risks.

Objective 15
Terrestrial Life

Through efforts to promote agro-ecological practices and sustain-
able forest management, CIRAD helps protect and restore eco-
systems, thus safeguarding biodiversity and ecosystem services
vital to human well-being.

CIRAD's research activities are closely aligned with the Sustainable Development
Goals, reflecting its commitment to promoting sustainable agriculture, food security
and rural development worldwide. Through its interdisciplinary approach, collabora-
tive partnerships, and innovative solutions, CIRAD contributes to advancing sustaina-
ble development and building a more resilient and equitable future for all.



4 Complex systems and the Sustainable Development Goals
(SDGs)

Implementing the Sustainable Development Goals (SDGs) requires understanding and
addressing the complexities inherent in socio-economic and environmental systems.
The conceptualisation of complex systems provides a framework for understanding the
interconnectedness, feedback loops and non-linear dynamics that characterise the im-
pediments and opportunities associated with sustainable development. (Pradhan, 2017).

4.1  Conceptualising complex systems in the context of the SDGs

Complex systems theory emphasises the emergence of properties and behaviours at the
system level that cannot be fully understood by analysing individual components in
isolation. This holistic approach recognises the interdependence and interactions be-
tween various elements within a system, such as ecosystems, economies, and societies,
and acknowledges their dynamic nature over time.

To formulate effective strategies and public policies to achieve the SDGs, it is nec-
essary to understand the key concepts that underpin the conceptualisation of complex
systems in the context of the SDGs. Table 3 summarises the main concepts:

Table 3. Key concepts of complex systems in the context of the SDGs

Systems Thinking: Systems thinking involves examining the relationships and inter-
dependencies between various components of a system to understand how they in-
fluence the system's behaviour and outcomes. By adopting a systems perspective,
stakeholders can identify leverage points for intervention and design holistic solu-
tions that address interconnected pathways.

Interdisciplinary Approaches: Addressing sustainable development challenges re-
quires the integration of insights from various disciplines, including ecology, eco-
nomics, sociology, and engineering. Interdisciplinary approaches allow for a more
comprehensive understanding of complex systems by considering multiple perspec-
tives and generating innovative solutions that transcend disciplinary boundaries.

Network Theory: Network theory provides a framework for analysing the structure
and dynamics of interconnected systems, such as social networks, commercial net-
works, and ecological networks. By mapping relationships and flows of information,
resources, and energy within and between systems, network theory helps to identify
key actors, paths of influence and potential points of intervention to promote sus-
tainability.

Resilience Theory: Resilience theory explores the capacity of systems to absorb dis-
turbances, adapt to change and maintain functionality in the face of shocks and
stresses. Understanding the resilience of socio-ecological systems is important for
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building adaptive capacity, improving sustainability, and promoting long-term resil-
ience in the context of global issues such as climate change, biodiversity loss and
social inequality.

Participatory Approaches: Involving stakeholders and local communities in deci-
sion-making processes is essential for understanding the complexities of socio-eco-
logical systems, incorporating diverse perspectives, and promoting ownership and
legitimacy of sustainable development initiatives. Participatory approaches facilitate
the co-creation of knowledge, collaborative resolution of difficulties and empower-
ment of marginalised groups, thus contributing to more effective and equitable re-
sults.

By understanding the conceptualisation of complex systems, stakeholders can navi-
gate the uncertainties and complexities inherent in sustainable development, promote
synergies between the SDGs and advance transformative change towards a more equi-

table, resilient, and sustainable future (We-ber et all, 2021).

4.2  Interrelationships and interactions between the different SDGs

The Sustainable Development Goals (SDGs) represent a holistic framework, i.e., they
address various dimensions of sustainable development in a comprehensive and inte-
grated manner, Table 4, taking into account their environmental, social, economic, and

institutional aspects in an interconnected way, implying:

Table 4 - Holistic framework of the SDGs

Multidimensional Approach: The 17 SDGs cover a wide range of critical issues,
from poverty eradication, food security, health, education, gender equality, to natural
resource management, climate action, peace, and justice.

Interconnectedness and indivisibility: The SDGs recognise that the challenges of
sustainable development are intrinsically interconnected and indivisible. Progress in
one area is linked to progress in others.

Balancing the Three Dimensions: These seek to balance the environmental, social,
and economic dimensions of sustainable development in an integrated and mutually
reinforcing way.

Universal Application: The SDGs are applicable to all countries, rich and poor, re-
quiring national efforts and global co-operation.

Systemic Approach: Addresses challenges holistically, considering their root causes,
interrelationships and impacts on multiple sectors and actors.

Inclusive Participation: Involves a wide range of stakeholders, including govern-
ments, civil society, the private sector, and local communities
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The holistic framework of the SDGs, designed to address interconnected global is-
sues, recognises the complexity and multiple facets of development challenges, pro-
moting an integrated and comprehensive approach to achieving truly sustainable devel-
opment in all its dimensions. (Soleimani et al, 2020). Interrelationships and interactions
between the different Sustainable Development Goals (SDGs) are inherently influenced
by the concept of complex systems where it becomes necessary to understand their
interrelationships, Table 5, for the effective implementation and achievement of the
sustainable development goals.

Table 5 - Interrelations and Interactions between ODs

Synergies: Many SDGs have synergistic relationships, where progress on one goal
positively influences progress on others. For example, investing in education (SDG
4) not only contributes to the eradication of poverty (SDG 1), but also promotes
gender equality (SDG 5) and improves economic growth (SDG 8). Recognising and
taking advantage of these synergies can broaden the scope of interventions and ac-
celerate progress towards multiple goals simultaneously.

Trade-offs: The pursuit of certain SDGs can lead to trade-offs or unintended conse-
quences for other goals. For example, promoting economic growth (SDG 8) through
industrialisation and infrastructure development can lead to increased carbon emis-
sions and environmental degradation, undermining efforts to combat climate change
(SDG 13) and protect biodiversity (SDG 15). Understanding and managing these
trade-offs is important to ensure sustainable development outcomes and avoid neg-
ative consequences in interconnected systems.

Complex feedback loops: Interactions between SDGs can give rise to complex feed-
back loops, where changes in one goal trigger cascading effects in several goals and
systems. For example, investments in renewable energy (SDG 7) can reduce green-
house gas emissions (SDG 13), mitigating the effects of climate change and promot-
ing environmental sustainability. This, in turn, can improve agricultural productivity
(SDG 2) and food security (SDG 3), contributing to poverty reduction (SDG 1) and
better health outcomes (SDG 3). Recognising these feedback loops is essential to
designing holistic and integrated strategies that address interconnected contingencies
effectively.

Context Dependence: The interrelationships between the SDGs can vary depending
on contextual factors such as geography, socio-economic conditions, and govern-
ance structures. What constitutes a synergistic or conflicting relationship between
goals in one context may differ in another. Therefore, contextual analyses and local-
ised approaches are key to adapting interventions to specific circumstances and max-
imising positive synergies while minimising trade-offs.

Policy Integration: Given the complex interdependencies between the SDGs, inte-
grated policy approaches that consider multiple goals simultaneously are relevant.
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Isolated approaches that focus on individual goals in isolation are insufficient to ad-
dress the interconnected nature of sustainable development pathways. Instead, poli-
cymakers need to adopt intersectoral and multisectoral strategies that promote co-
herence, coordination, and alignment across different policy domains.

By recognising and embracing the interrelationships and interactions between the
SDGs in the context of complex systems, stakeholders can promote synergies, manage
trade-offs, and design integrated strategies that move effectively and holistically to-
wards the sustainable development goals.

5 5 Methodological approaches to addressing complex systems
In SDG-related research

The research methodology offers a systematic and interdisciplinary approach to under-
standing and addressing complex systems in SDG-related research, thus contributing
to the advancement of sustainable development goals and the promotion of global pros-
perity, equity, and environmental preservation.

The use of advanced search functionalities and data extraction techniques enables
the identification and collection of relevant information from Agritrop databases, facil-
itating the accurate analysis of research trends, collaboration networks and thematic
priorities within the SDG research domain. (Valdano et al, 2019).

The use of advanced visualisation tools, such as Cosma, Gephi, Cytoscape and Tab-
leau, allows researchers to transform complex data sets into visually informative repre-
sentations. These visualisations offer a clear and intuitive way to explore relationships,
patterns, and trends within SDG-related scientific networks, facilitating the identifica-
tion of key players, research clusters and emerging topics.

Through network analysis algorithms and advanced mapping methods, hidden in-
sights can be identified, and the dynamics of scientific collaboration and knowledge
exchange within the SDG research area can be understood. Centre for Complex Sys-
tems Modelling. (2018).

The clear and informative visual representations generated by this methodology em-
power stakeholders, policymakers, and funding agencies to make decisions under-
pinned by research priorities, resource allocation and intervention strategies related to
the SDGs. By providing actionable insights derived from data-driven analyses, this
methodology supports evidence-based decision-making processes aimed at promoting
sustainable development agendas. United Nations Sustainable Development Solutions
Network. (2019).

The methodology uses advanced search functionalities and data extraction tech-
niques from Agritrop databases, followed by visualisation tools such as Gephi to ex-
plore publication trends, collaboration networks and thematic priorities.
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51 Data Collection: Agritrop

In Data Collection, we utilised the Agritrop website (https://agritrop.cirad.fr) which
provides access to a rich source of data covering various aspects of agricultural research
and development.

This comprehensive dataset from the Agrotrop database allows us to explore SDG-
related issues in depth, providing a holistic understanding of the interconnectedness of
the Sustainable Development Goals. Using the Agritrop website as a comprehensive
source of data related to our research we have processed and prepared the data to per-
form our network analyses.

In extracting the information from the Agritrop databases, we included the publica-
tions, organized by each Sustainable Development Goal (SDG). Using search and ex-
port functionalities of the data in Zorero, Reference manager (RIS) format, we retrieved
datasets for all 17 Sustainable Development Goals (SDGs).

By creating a dashboard of the publications, we separated specific data based on
keywords, abstracts, publication dates, authors and thematic areas aligned with the
SDGs from the publications and keywords into an excel sheet. We have made a treat-
ment to the keywords of lowercase transformation of all words, deletion of all spaces
to establish the relationship between the keywords and the 17 Sustainable Development
Goals (SDGs).

From this excel file we have processed the 45779 keywords to eliminate the repeated
words and to be able to elaborate a table of unique keywords (5638). From these two
excel tables we created the nodes table and the links table to perform our network anal-
ysis with the Gephi software.

This comprehensive dataset allows for an in-depth exploration of topics relevant to
the SDGs, providing a holistic understanding of the interconnection of agricultural sys-
tems with the sustainable development goals. Data collection was carried out according
to the methodological procedures presented in Table 6:

Table 6 - Data Collection Methodology

Database: the Agritrop website as a source of data related to agricultural research
and development https://agritrop.cirad.fr/recherches odd.html

Relevant information was extracted from Agritrop's databases, including publica-
tions, projects, and partnerships, focusing on topics relevant to the Sustainable De-
velopment Goals (SDGS).

Advanced search functionalities were applied in order to filter and retrieve specific
data sets based on keywords, auto-res, publication dates and thematic areas aligned
with the SDGs.

The integrity and quality of the data was guaranteed by cross-referencing infor-
mation from Agritrop with other reliable sources and conducting data validation pro-
cedures.

Excel (dynamic graphics) was used for statistical analyses.
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5.2  Visualisation and mapping methods and tools

The methodological procedure used visualisation techniques to represent and analyse
the complex scientific networks related to the SDGs, derived from the data collected
from Agritrop.

To visualise the relationships between researchers, institutions, and publications
within the SDG research domain, we used the Gephi platform. Network analysis algo-
rithms were used to identify key players, influential research topics and collaboration
patterns within the SDG scientific community.

Implemented the integration of Gephi and gexf.js to enhance visualisation capabili-
ties and generate interactive and dynamic visualisations of scientific networks related
to the SDGs. Advanced mapping methods were used to geographically visualise the
distribution of research activities, funding sources and impact metrics related to the
SDGs in different regions and countries.

Social network analysis (SNA) (Avila-Toscano, 2018) has been used as a method-
ology to visualise the data. SNA uses networks and graph theory (Andrienko et al.,
2020; Otte; Rousseau, 2002). The software used to create these visualisations was
Gephi (Bastian; Heymann; Jacomy, 2009): https://gephi.org.

Gephi is a program for visualising, exploring, and understanding all types of graphs
and networks (Cherven, 2015). It is free and is based on ARS. The spatialisation algo-
rithms used were Atlas Force 2 and Atlas 2-3D. It was combined with a visualiser that
allows graphics made with Gephi to be exported to the web, called gexf.js (Velt, 2011),
which is available on Github: https://github.com/raphv/gexf-js.

The final visualisation is displayed as an interactive map, which can be manipulated
by the user to analyse the results by applying different integrated filtering strategies.

6 Results and Discussion

CIRAD's research activities are closely aligned with the Sustainable Development
Goals, addressing various dimensions of sustainable agriculture, rural development, en-
vironmental conservation, gender equality and technological innovation,

Table 6. CIRAD Research Activities and the SDGs

Food and Nutrition Secu- | One of CIRAD's main areas of research revolves
rity Security (SDG 2) around increasing food and nutrition security, partic-
ularly in regions facing complications such as pov-
erty, climate change and resource scarcity. Through
innovative agricultural practices, crop diversification
and sustainable farming techniques, CIRAD aims to
improve agricultural productivity and guarantee ac-
cess to nutritious food for all, thus contributing to
SDG 2 - Zero Hunger.
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Sustainable  Agriculture
and Rural Development
(SDG 1, 8)

CIRAD emphasises sustainable agricultural practices
and rural development strategies to alleviate poverty
(SDG 1) and promote inclusive economic growth
(SDG 8) in rural communities. By empowering small-
holder farmers, promoting value chains and fostering
entrepreneurship, CIRAD strives to create resilient
and prosperous rural economies.

Biodiversity Conservation
and Environmental Sus-
tainability (SDG 15, 13)

Biodiversity conservation and the preservation of nat-
ural ecosystems are integral components of CIRAD's
research agenda. By studying agro-ecological sys-
tems, promoting agro-forestry, and advocating sus-
tainable land management practices, CIRAD contrib-
utes to SDG 15 - Life on Land and SDG 13 - Climate
Action, aiming to mitigate climate change and protect
terrestrial ecosystems.

Gender Equality and
Women's Empowerment
(SDG 5)

CIRAD recognises the importance of gender equality
and women's empowerment in agricultural develop-
ment. Through gender-sensitive research initiatives,
capacity-building programs, and inclusive policy in-
terventions, CIRAD works to achieve SDG 5 - Gender
Equality, ensuring equal opportunities for women in
agriculture and rural livelihoods.

Innovation and Technology
Transfer (SDG 9)

Promoting innovation and technology transfer is a key
focus area for CIRAD to increase agricultural produc-
tivity, efficiency, and resilience. By facilitating the
exchange of knowledge, fostering partnerships, and
harnessing digital technologies, CIRAD contributes to
SDG 9 - Industry, Innovation, and Infrastructure,
boosting sustainable development through technolog-
ical advancement.

By leveraging its expertise and partnerships, CIRAD continues to play a relevant
role in advancing the global agenda for sustainable development and contributing to
positive transformative change around the world.

6.1 Quantitative analysis of the distribution of publications by SDGs

Agritrop is a bibliographic database developed by the French agricultural research and
education organization CIRAD (Centre de recherche agronomique pour le développe-
ment). It contains more than 1.5 million references covering a wide range of topics
related to tropical and Mediterranean agriculture.

Table 7. Number of Publications per Sustainable Development Goal

SDGs

N° Publication

Unique Keywords Keywords-Total

GOAL 1 87

399 1043
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GOAL 2

367

865 3893
GOAL 3 307 1078 3332
GOAL 4 40 17 230
GOAL 5 125 47 1008
GOAL 6 54 26 434
GOAL 7 240 58 1833
GOAL 8 63 23 642
GOAL 9 57 16 553
GOAL 10 53 o5 405
GOAL 11 386 70 2915
GOAL 12 293 66 2160
GOAL 13 2191 2796 17261
GOAL 14 42 22 399
GOAL 15 938 110 8941
GOAL 16 21 9 165
GOAL 17 43 11 565
Total 5307 5638 45779

Agritrop plays a crucial role in supporting research and knowledge dissemination
aligned with the SDGs. The database's vast collection of references on various aspects
of agriculture, food security, and rural development contributes to addressing critical
challenges and promoting sustainable solutions.

The survey results provide an overview of CIRAD's main research areas related to
the SDGs, highlighting the organisation's commitment to promoting agricultural sus-
tainability, food security and socio-economic development in regions around the world,

Table 7, Table 8, Figure 2, and Figure 3.

It can be seen that Goal 13 Climate Action and Goal 15 Life on Land, 2,191 and 938
respectively, represent 79% of CIRAD's publications in relation to the SDGs. Goal 16
Peace, Justice and Strong Institutions and Goal 17 Partnerships for the Goals have the

lowest number of publications, with 21 and 43, respectively.
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CIRAD publications (Agritrop database) from 2016-2023

GOALS8; 63; 1% GOALS;57; 1%
4
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Fig. 2. CIRADS publications distribution for Goal
Table 8. CIRAD Publications Keyword Cloud
Word TF-IDF Weight
changement climatique 0.019 855
biodiversité 0.016 752
sécurité alimentaire 0.014 619
France 0.012 549
adaptation aux changements climatique 0.009 438
impact sur l'environnement 0.008 353
utilisation des terrer 0.007 327
gestion des ressources naturel 0.007 326
politique de développement 0.007 307
développement durable 0.007 299
forét tropical 0.006 267
Brésil 0.006 255
services écosystémique 0.005 250
systeme de culture 0.005 242
agroécologie 0.005 241
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étude de cas 0.004 203

agroforesterie 0.004 201

politique de I'environnement 0.004 197

évaluation de l'impact 0.004 197

agriculture durable 0.004 195

Afrique 0.004 195

séquestration du carbone 0.004 192

déboisement 0.004 190

développement agricole 0.004 189
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Fig. 3. CIRAD Publications Keyword Cloud

6.1 2016-2023 CIRAD (Agritrop database) SDG-related publications:
interactive version

Below we present the results obtained using data visualisation techniques and the re-
sults of CIRAD publications using the Agri-top database from 2016 to 2023 related to
the SDGs, Figure 4,5, 6 and 7:
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Table 7. Distribution of CIRAD Publications

Number of Publications 5307
Number of total keywords 45779
Number of unique keywords 4487
Number of nodes 9812
Number edges 45598
Densidad 0,001
Centralidad de Eigenvector 0,1062
Modularidad 0,459

Fig. 4. Mapping of Cirad (Agritrop) publications 2016-2023.
https://metroteach.com/SDG/index.html

Interact Version :

Network Properties:

Number of nodes: 9812

Number of links: 48580

Density: 0.001 (very sparsely connected)
Eigenvector Centrality: 0.1062 (high value)
Modularity: 0.459 (high modularity)
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Interpretation of Properties:

e The extremely low density indicates that the network is extremely sparsely
connected, meaning most nodes are not directly connected to each other.

e The high Eigenvector Centrality value suggests that influence is concentrated
on a small number of key nodes.

e The high modularity indicates that the network is divided into distinct groups
(modules) with stronger links within modules than between them. Fig. 6 and
Fig. 7

SUSTAINABLE
DEVELOPMENT

G<:EALS

@ cirad e
arit , — ® Keywords
Agritrop Publications)

Fig. 5. Goal 1 - interactive tool allows you to explore CIRAD publications
(http://metroteach.com/SDG/index.html)
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Fig. 6. Goal 2 - interactive tool allows you to explore CIRAD publications

(http://metroteach.com/SDG/index.html)
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Fig. 7. Goal 3 - interactive tool allows you to explore CIRAD publications

(http

/Imetroteach.com/SDG/index.html)
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7 Conclusion

The analysis of a Gephi network graph with 9812 nodes, 48580 links, a density of
0.001, an Eigenvector Centrality of 0.1062, and a modularity of 0.459 reveals a very
sparsely connected network with a strong concentration of influence on a small number
of key nodes. The network is also highly modular, suggesting the presence of distinct

groups with stronger internal interactions.

The main conclusion of the research is to prove the importance of mapping publica-
tions for CIRAD and policymakers, considering complex systems within the SDGs.
Publication mapping has significant value for both CIRAD and policymakers when

considering complex systems within the SDGs, Table 7:

Table 7. Survey results.

BENEFITS FOR CIRAD

Identifying research gaps and opportunities: by mapping publications in different
SDGs and research areas, CIRAD can identify areas where research is limited, high-
lighting potential areas for future focus and allocation of research resources. Over-
laps or redundancies can occur, allowing for strategic collaboration and optimisation
of resources. Emerging trends are developing, allowing CIRAD to anticipate future
research directions and adapt its strategies.

Demonstrating the impact of research: mapping publications can help CIRAD visu-
alise the breadth and depth of its research contributions to various SDGs. Track the
reach and influence of its publications through citation analysis. Effectively com-
municate its research impact to stakeholders, including policymakers, donors, and
the public.

Enhancing collaboration: mapping publications can reveal potential collaborators by
identifying researchers working on similar topics within different disciplines or in-
stitutions. Facilitating connections and fostering interdisciplinary collaborations cru-
cial to addressing the complex challenges of the SDGs.

BENEFITS FOR PUBLIC POLICY MAKERS

Inform evidence-based decision-making: mapping publications can help policymak-
ers identify knowledge gaps and prioritise areas of research that require more invest-
ment to support policy development. Gain insights into emerging trends and antici-
pate future obstacles related to the SDGs. Evaluate the effectiveness of existing pol-
icies by analysing research on their implementation and results.

Monitor progress towards the SDGs: publication mapping can be used to track re-
search efforts addressing different SDGs over time. Identify areas where considera-
ble progress has been made through research breakthroughs. Highlight areas where
additional efforts are needed to achieve the SDGs.
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Facilitate international co-operation: mapping publications can identify research in-
stitutions and experts working on specific SDG targets globally. Promote knowledge
sharing and collaboration between countries to address shared impediments

Considering the complex systems within the SDGs, mapping publications becomes
even more relevant when considering the interconnected nature of the SDGs. By map-
ping publications on different SDGs, it is possible to identify synergies and potential
conflicts between different SDGs, allowing for more holistic and integrated policy ap-
proaches as well as understanding the complex relationships between various SDG tar-
gets and the research efforts needed to achieve them. It is essential to promote transdis-
ciplinary research that goes beyond disciplinary boundaries to address the intercon-
nected dilemmas of the SDGs.
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Abstract

Lack of a common understanding of ‘cognition’ within the cognitive sciences and a focus on finding its

essence may be limiting our research. Agreeing upon a practical, theoretical orientation for cognition that

holds across subjects of study (i.e., from insects to A.1.) may help us find answers to our challenges. Doing

so requires general philosophy as well as practical models. Deeply interested in the latter but writing as a

mere philosopher, | submit this paper as an invitation towards collaborating on complex models that trace

cognitions across organisms and scales via navigability.

Keywords: cognition, navigability, landscape, affordance, regularities

Introduction

Many disciplines have come together in their
common study of cognitions (intelligences, minds,
mental states, etc.) to comprise the endeavor of
cognitive science (CS). There are many exciting
collaborations across its disciplines (McNamara,
2006; Vanney et al., 2023). In a strange twist,
however, due to the excitement and passion
generated by this interdisciplinary development,
especially in the philosophical sections, it can seem
at times that the focus has narrowed into a desire to
find and

consciousness rather than study its manifestations.

define mind, intelligence, or
That life is able to recognize itself as life is no small

accomplishment, and it is no wonder we find

enthusiasm in such revelries. Still, it is easy to
become distracted by a search for essence. In
continuing to debate ‘hard problems’ and ‘mind-
body problems’ and determining what does or does
not have intelligence or the ‘mark of the mental’
(Chalmers, 2007; Fodor, 1981; Neander, 2017;
Hildt, 2019), we philosophers have gotten overly-
entranced by our ability to recognize our own
processes, locked into the wonders of turning
cognition upon cognition. What we need is a way
to visualize cognitions across scales and species,
the way we have come to visualize forms of life.
This modelling seems possible now via Bayesian
inspired models, or new applications of graph
theory and category theory, and the hope here is

that we might agree on a general orientation for
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cognitions, and then begin to model them from a
non human-centric frame. One way to do this
would be to orient cognition as navigabilities
(connecting patterns) rather than parts dissected
(Bateson, 1972; Northoff, 2018; van der Maas et
al., 2017).

Our search to define cognitions has been long,
and still there is no clear definition. Broadly
speaking, these terms fit under the umbrella of
cognitions, of that which is experienced (either by
itself or by an observer) as thought, mind,
intelligence, but each discipline and researcher
uses these terms in diverse and overlapping ways,
leaving what is meant by cognitions unexplained
and its various terms used interchangeably, as if
they were different but also as if they do not require
clarification about such differences. There is a
certain sloppiness accepted, a lack of light cast
upon assumptions, as if we know what the
cognitive is even as we search for it (Buzsaki,
2019). This ambiguity has led us philosophers into
a familiar seductive circle—mind seems to be
nowhere and everywhere the more one focuses on
finding it, as if there is some ‘vital essence’ that we
are at the brink of discovering. But what if there is
not? What if, just as there is no one essence of life,
there is no one essence of mind, no one kind of

cognition, but only cognitions in the plural?

This potential circle is even more troublesome
due to the sneaky ease of assuming definitions of

cognitions from one’s own experience of them, of

defining other cognitions against one’s own, which
is partly at the heart of why the terms can be used
so much even though there is no agreement about
what they are or what they mean. Our assumed
working definition of these terms can come from a
personal experience of what we have experienced
as mind, mental, or thought within ourselves, or it
can be a particular line of education we have
received through our field. In psychology, for
example, we might have a very different reference
base for ‘cognitive’ than we would have if we
studied plants or Artificial Intelligence. If someone
who has studied human psychology is now asked
to accept that a plant or computer is cognitive, they
will judge from their developmental position which
is most likely a development that includes
regularities (via books, papers, subjective
experience, etc.) relative to a certain sort of
cognition and so it may be impossible to accept a
plant or A.l. system as cognitive within that
definition. And in fact, there is no reason to believe
they should accept this. What might be the case,
however, is that an ant or A.l. system manifests
cognition differently but in a similar pattern—that
it is a matter of a different body and a different
landscape, but that the patterns of the action itself
are shared, and that we could model this in some
way such that we can notice the patterns that are
similar, the same way we might, in category theory,
notice two very different paths leading to the same
place. Still, without a common orientation of

cognitive across disciplines, the researcher has
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little choice but to default to their own
understanding as developed within their trajectory
and to reject or accept the plant or the A.L’s
cognition as valid or invalid based on that first-
person clarity that is not brought into third-person
awareness. In other words, as of now, there is no
common orientation, what is expressed elsewhere
as a System 3 representation (Hiott, 2022), of the
term cognitive that allows them to step out of their
own trajectory so to speak and look for patterns in
common between that trajectory and the plant or
A.l. trajectory without needing it to be the same in
particulars. This is what a common orientation of
the term cognitions can do for those studying its
manifestations—give us an independent place
from which to measure, a common orientation for
assessment across fields, and parameters that must
be at least loosely defined to manifest such
patterns. This is, for example, what focusing on
processes such as respiration or metabolism has
done for science when it comes to the study of life:
Rather than focus on finding the essence of life,
one is able to focus on patterns that these activities
have in common even when the particulars of those
patterns are diverse. One is not left, as one once
was, in trying to decide whether a plant or
computer has ‘vital essence’—the frame has
simply moved away from this focus and instead we
model patterns and processes in common among
that which is studied as life, patterns such as
respiration and reproduction. Today, the search for

vital essence may have returned in the guise of a

search for mind or intelligence, and it may have a

similar answer.

Part of the wonder of cognitive science has been
the sharing of diverse references; this sharing of
knowledge between fields is itself partly how we
have now come to a place where we can observe a
common orientation for cognitions, one that can
work for both plants and humans without needing
their manifestations to look experientially similar,
and one that can begin to help us understand
whether or not we can discuss Artificial
Intelligence as a cognition. This is an important
step to take because solving problems relative to
patterns of cognitions—be those depression,
anxiety, climate change, technological
advancement, or economic systems—is certainly
in a state of urgency, as evidenced in various
reports such as the latest from the United Nations
(IPCC, 2023) and the mental health reports of both
the European Union and the American
Psychological Association for 2023. Finding the
vital essence of intelligence is not necessary for
addressing those urgencies, just as finding the vital
essence of life was not necessary for progressing
forward in better understanding lung disease,
stomach ulcers, or insect migration. What is
necessary is a common orientation that can allow

for these processes to be modelled across fields.
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Studying the cognitive without defining it
A rigorous study of life is now possible without
defining the term “life”, without agreement on any
one definition. This was not always the case. There
was a time when the main focus was on finding an
objective definition or vital essence, but through
technological developments such as microscopes,
data collection, widespread printing and
dissemination of literature, common patterns came
into focus that allowed the search for essence to
fade into the background (Northoff, 2018;
Ginsburg, 2019). It became clear that rather than
focus on finding some absolute definition or
essence, one could accept an overall orientation of
shared patterns with clear enough parameters such
that the life sciences could observe and study its

many divergent manifestations (Jablonka, 2022).

Today, ‘life’ is not defined, but there are models
and external representations that allows us to better
understand it. These models are models of
processes that forms of life share in common, such
as digestion, reproduction, aspiration,
metabolization, growth, and excretion. These
patterns look very different in different
manifestations of life (in cells, in butterflies, in
cats, in humans), and yet share basic processual
patterns. When those patterns are modeled,
studied, and shared, we gain greater insight in our
research. It is now possible to orient the cognitive
such that we also notice different manifestations of

shared processual patterns. We can study very

different manifestations of cognitions (mind,
intelligence, thought) without needing those to fit
some absolute definition or essence, and we can do
this through accepting a common orientation. What
we need then are basic guiding patterns present in
all we study as cognitive that can orient our focus.
Luckily, we have already started to observe them:
There are already processes common to all we
study as cognitions, and those processes can be
understood as the navigabilities of the subject in
question, as the representations (models) of its
ongoing way-making, an orienting term explained
below. Through navigability parameters of body,
trajectory, and landscape, we can proceed with a
common orientation of the term cognitive, one that
applies regardless of the discipline and one that
does not require a vital essence or definition of

cognition (and all its associated terms).

Modeling navigabilities
As a body, there is no choice but to make way, so
long as the body is a body: It arrives encountering
and making its way through that encounter, and
when it is no longer making its way, it is no longer
a body. This is done in multiple landscapes at
multiple scales according to body and goal. As we
will see, this does not mean the body has to be
literally moving through traditional geographical
space; it only means the body is moving through
what phenomenologists call its ‘life space’ or life
world (Buttimer, 1976) as a body. At most basic, it

is still processing the encounter: To breathe, for
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example, is not to make way (though it may be
necessary for it). Making way is continuing one’s
path through the spatiotemporal regularities of its
encounter as a body (Barlow, 2001). We will get to
what a body is soon enough, but for now we can
say that we can assess (model, represent) a body’s
making-way as its navigabilities through its life
space (DeClerck, 2018), and we can understand

this as a common orientation for the term cognitive.

Navigability is purposively left general but this will
need further unpacking, some of which will come
below, but let me first give a general idea of what
is meant: Much as we orient the study of life
through studies of bodily processes (i.e.
respiration, digestion), we can orient the study of
cognition through its navigabilities (i.e. walking,
swimming, crawling, remembering, conversing,
reading, etc.). A body develops these navigabilities
through historical and individual landscapes
(statistically regularized life spaces), and these can
be externally represented similar to the ways we
represent life process via systems like digestion or
respiration. When it comes to this orientation of
cognitive, the frame then encompasses all that has
traditionally been termed as mental or physical:
Navigability can be modeled as embodied
trajectories through any sensorily-regularized life
space from the position of the body being studied,
even when that space is the body’s own awareness
of its patterns, such as when we “notice our

thoughts” or “become conscious of self.” Processes

of navigability relative to the cognitive can be
understood as embodied movements through time
and space, even when that time and space is not
traditionally three-dimensionally geographical.’
There are many statistically regular topographies
of sensory regularities (Barlow, 2001) that a body
makes its way through—emotional, historical,
linguistic, conceptual, etc. It is important to
emphasize that navigability is a matter of modeling
and representing the dynamic process of a body’s
navigability in a modelled space—maps of a
dynamic territory that must not be mistaken for the
map. Way-making is the process, but this process

could be modelled or mapped as navigability.

Once cognition is oriented (not defined as)
making-way, it is the observer who clarifies which
body (i.e., is one observing a cell body or the
human body?) and which area of life space
(landscape) will be the scale of study. Studying one
landscape does not preclude or cancel the existence
of others—it is only a model of one process. Just as
modeling one part of the body as respiration and
another as digestion does not mean those processes
in reality can actually be separated (as they
overlap), it only means that these parameterized
parts of the process hang together and exhibit
enough statistical regularity to be modeled as
systems. We will come to a definition of a body
soon enough, but for now, the point is that the
observer designates the body being observed and

the landscape it is observing the body navigate.
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Within this encountering, there will be specific

spaces relative to study—those might be

geographical spaces like cities or forests,
emotional spaces with regularities of feeling
(Kraft, 2016), with

regularities of form (Fields, 2022), conceptual

morphological spaces
spaces with regularities of linguist representations
(Gardenfors, 2000), or the body’s own patterns of
movement as observed in neural patterns
(Bellmund, 2019). There is no limit to where the
scale can be set, so long as it is a body that is
encountering a set of regularities. It is important to
note that the body and its encountering can overlap
in their regularities, just as the body can encounter
itself in a mirror, it can encounter itself as a
landscape. This orients cognitions to be the
navigabilities of a body within a landscape,
navigability that could be represented as
trajectories within topographies. Just as there is no
one kind of body that engages in digestion or
respiration, there is no one kind of body that
engages in navigabilities such as swimming,
crawling, reading or conversing. Still, these are
navigabilities that exhibit similar patterns within
identifiable  statistically

regular  landscapes

(Barlow, 2001). How to mathematize this?

Navigabilities as laid out here means that walking
and swimming can be understood as pre-reflective
cognitive actions and that a body could also reflect
on those actions as well: in both cases, a body is

making way and those patterns can be modeled as

its navigabilities within landscape. In the case of
walking, the landscape may be a city or forest. In
the case of thinking about walking, the landscape
may be that body’s own conceptual and linguistic
landscapes—concept space. These thoughtful
manifestations of the cognitive, though the first we
as humans may recognize, are more like the
growing tips of a very old and long process, the
same one that is our walking, crawling, swimming,
driving, and so on. We could study these as
manifestations of navigability, however, ones that
manifest very differently but still exhibit similar
patterns according to body and landscape.
Navigability is the pattern that connects (Bateson,
1972), and the connective pattern does not depend
on the type of body or landscape.

In more general terms, cognitions can be
understood through the orientation of what is
navigating and can be observed (and perhaps
dynamically formalized) as navigabilities—as
regularities of body and landscapes, and as an
explicated representation of that interactive
trajectory, which is also a string into that body’s
experienced affordances. Let’s turn now briefly to
notice how navigability is an orientation for
cognitions in various fields related to CS, then we
will come back to the terms of the navigability
framework—body, landscape, trajectory,
affordance—for a closer look at what is really

meant with them.

101



Precedents for the navigability framework
Hippocampal research provides us one way to
orient the term cognitive at scales of navigability.
This comes about due to the hippocampal
formation’s dual role: it is crucial to memory and
knowledge acquisition (Eichenbaum, 2017), and it
is also crucial to overall orientation, navigation,
and wayfinding through physical environments
(Buszaki & Moser, 2013; O’Keefe and Nadal,
1978). Research here illustrates that activities such
as memory and knowledge acquisition are, for the
body, matters of navigability. This area of the
brain—the hippocampal formation and entorhinal
cortex—is known to be crucial for memory and
knowledge-acquisition through historic cases such
as that of H.M. who lost the ability to remember
and acquire durable new knowledge when his
hippocampus was removed in the 1950s in a
procedure done to cure him of his epilepsy. This
same area of the brain was, a few decades later,
discovered to be the location of the body’s so-
called GPS, with special cells (how known as place
cells, grid cells, border cells, etc.) which fire
specifically for the body as it makes its way
through a landscape. In general, this allows us to
understand navigability across traditional dividing
lines of mental and physical. This was first thought
to be only a geographical landscape, but in our
most recent research it has become clear that these
patterns hold for conceptual and virtual landscapes

(Constantinescu, 2016; Bellmund, 2018) and

computational models have been developed
towards exploring the patterns that connect these
different spaces. This offers a sketch of the
potential scalability of manifestations of cognition

that can be oriented as navigabilities.

An important note must be made, however:
navigability does not have to be a matter of
navigation for the subject—wandering, digression,
being lost—all these are not navigation for the
subject. Still, from an observer’s point of view—
and in any form of modeling, there is an observer,
someone who is assessing this activity, it can be
understood as navigability—as being able to find
way, or not find way. Navigability thus includes
specific and general uses of navigation and in
neuroscience, and the different ways they are used
in other fields. This is why the general term way-
making is used for the process, such that all these
terms are included: A body that is living, even
when it is lost, even when it does not know that it
is making way, even when it is moving to a goal,
even when it is finding a previous path, even when
it knows what it is making way towards, or when it
cannot get there, is still making way and the

movement still modellable as navigability.

I highlight the hippocampal example here because
it is a clear example of how one can understand
navigability across traditional bounds, but there are
other examples in CS which use navigability as the

pattern that connects for an orientation to study the
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cognitive. Perhaps the most famous within

developmental biology comes from biologist
Michael Levin and physicist Chris Fields and their
paper which looks at how cognition can be
understood as embodied,  observer-based
competency of movement through a particular
space. Though | have called these life spaces
‘landscapes’, because they have been shaped or
molded in statistically regular ways, the idea is
basically the same when they talk about metabolic
space, transcriptional space, morphological space,
and ‘3D motion spaces’ (what most people think of
as traditional behavioral space). Though the details
would take too long to discuss, this is an
engineering angle on understanding cognition
across species and scales that uses navigation as its

invariant (Fields, 2022; Levin, 2022).

In fact, there has long been a push in many of the
evolutionary and biological sciences that suggests
an orientation of cognition as navigability. In the
work of Karola Stotz, for example, we find a
progression towards an orientation of studying
cognition as “how the mind grows” within the
developmental system, whereby cognition is
understood as developing along with the organism
as it interacts with resources (Stotz, 2012). In other
words, the mind is developing as the organism is
developing as the organism. She and her co-
authors write about regularities of cognitive
development as something like trajectories of

bodily interaction with the environment. To put

this in my words, one could model this as a body

developing cognition as its own bodily

navigability.

There are also examples in complexity science and
from those trying to understand how to think of
Artificial Intelligence. In a recent book, for
example, Max Bennet, the cofounder & CEO of
Alby, an Al

intelligence, especially its relation to Artificial

company, tries to understand
Intelligence, through looking at the evolution of the
brain largely through an orientation of the body’s
need for steering and navigation, showing how this
is continuous across a wide divergent of kinds of
bodies and brains (Bennett, 2023).

We also find similar ideas across the fields of
mathematics and applications of category theory
(Baylor & Montero, 2023), and

complexity science. One recent example comes

relative to

from a Sante Fe Institute partnership with Richard
Solé, in which he and collaborators write about
“the space of cognitions” and imagine different
scales of cognitive systems that could exist beyond
traditional bounds—a flock of birds for example as
being something like a ‘liquid brain’ existing in a
space where what would be neural units in a human
brain are living units at a wider scale and move in
more visible ways (Solé¢, 2019). We could
approach cognition, they write, as numerous
cognitive spaces and numerous kinds of bodies

traversing them. Though | would argue that the
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flock of birds is more like a ‘liquid body’ than a
liquid brain, one can nevertheless see how the
‘pattern that connects’ here could still be

understood through an orientation of navigability.

There are more such examples, and | am piecing
these together as part of a larger work, but I present
them generally here so that it is clear that this is
already a pattern across CS fields and disciplines.
To better understand this framework and how it
applies across the many fields and disciplines of
CS, it is helpful to briefly lay out the terms being
used and clarify how they are used in the
navigability framework. These terms are body,

landscape, affordance, and trajectory.

Body
Through

understand cognitions as embodied trajectories

assessing  navigabilities, we can

through landscapes. It is also important we
understand what is not navigability. An embodied
act here means ‘the action of a body’ and the body
is understood as ‘that which has affordances
specific and necessary to its unique biological
trajectory—regardless how another body might
need or encompass it.” A cell exists as embodied
action within this definition whereas an internet or
phone or rock does not: cells are actions specific
and necessary to their biological motivation.
Biological motivation here is meant in the most

general sense but perhaps most closely associated

with  self-organization (Collier, 2004) and
boundaries of self that are modeled as Markov
blankets (Kirchhoff, 2018). In the case of the cell,
for example, it is action that is specific to the cell’s
continuity, regardless of whether it is specific to the

human body that encompasses it.

An internet or phone does not act as its own
biological motivation: there is no action taken by it
that is not referred to affordances outside it. If one
were to try and say, for example, that the battery is
the phone’s affordance, it would mean the battery
motivates the phone to do something that needs no
reference to a trajectory other than the trajectory of
the phone, but this cannot be done because the
phone is itself an extension of some other (in this
case human) trajectory. The same might be said of
a brick. One cannot make the case of biological
motivation when it comes to an object like a brick
that has been created to build a house. The material
might be pure granite, which some might say is an
organic or natural material and thus confuse it as
having biological motivation (because it is
biological) but there is nothing about the brick that
motivates that form to continue as a brick, there is
no trajectory of affordances specific to that form—
if it breaks or simply erodes away, there is nothing
in the brick trying to counteract that entropy. The
brick requires reference to some other body’s
trajectory for the motivation of its form and the
continuance of its form. In this way, we avoid the

notion that everything is cognition, and we have a

104



clear understanding of what is not cognition even

without defining the term.

Landscape

A landscape is a set of encountered statistical
regularities for a position. This can be in
geographical spaces, in transcriptional spaces, in
morphological spaces, in conceptual spaces, in
mathematical spaces, etc. In all these various
landscapes—in the context as specified by the field
of study, cognitions can be understood as the ways
the body in question (the subject being studied)
makes through whatever it is encountering
(wherever the scale has been set within the life
space). A part of life space that is being observed
for its regularities is a landscape because it has
been molded or °‘scaped’ by the trajectories
creating it (Strauss, 1956; Seamon, 2001). What is
crucial is that we understand that a subject or
position is defined by its affordances relative to
those parameters. Navigability comes in different
ways in different landscapes. Making way does not
necessarily mean moving the entire subject through
physical space but can also be a matter of moving
through conceptual space, transcriptional space,
morphological space, linguistic space, etc.—the
landscape is the regularities of space and time that
predominate for the subject in question as directed
by the inquiry or interest of observation. And
modeling the ways it makes is modeling its

navigability.

Affordances

When making-way is modeled as navigability, the
body has a pattern of unique affordances—it is the
observation of what has been designated as the
position co-developing with what has been
designated as the landscape such that the
affordances only apply to that position, to its
orienting motivation. Something like a rake being
blown by the wind, for example, would not be
making-way or expressing navigability because it
has no continuity of affordances relative to itself
(as that position), the landscape, and its trajectory.
In other words, the trajectory has no continuity
with the position and its landscape—the wind is
moving the rake, but the rake is not moving itself
via the wind; the regularities of the interaction are

not its affordances.

Trajectories

The trajectory is a dynamic modeling of
navigabilities. It is the unbroken path of a body
encountering in landscape. This can be in any
landscape such that the path is simply the line of
regularities as encountered by the body. We might
model these or formulize them into standardized
representations such that we can observe how
different trajectories overlap or are closer or farther
from others, be those between people, within the
same person, within species or between them. The

way or path is always a matter of the subject and
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what is being encountered or ‘moved through’.
Cognitions can only be measured through

observation of ways made.

Why a common orientation is needed
This orientation is meaningful and worth the effort
for the following reasons: it offers a common
baseline for cognitions that can be used across the
growing disciplines of cognitive science, from
technology and computer science to psychology
and philosophy to developmental biology and
physics; it unsticks cognitive from human-centric
scaffolds and ruts, and helps humans avoid the
subtle unnoticed assumption that all cognitions are
something like their experience of them; it allows
that the term cognitive to apply across species and
scales in a specific way without collapsing
cognitions together across those scales and species;
and it allows a framework from which we can parse
terms such as mind, intelligence, and thought that
gives the many sciences of cognitions a common

orientation.

This is a deep reorientation of current paradigms,
requiring we reimagine our research, but it does not
minimize that research or debunk it. Rather, it
emboldens and strengthens it, so long as one is
willing to accept the efforts of reorientation, efforts
such as re-reading texts and rechanneling through
this orientation of navigability. As part of this
framework, if a way is found to mathematize and
model

navigability, researchers can compare

patterns of cognitions across scales and species
without needing to force particulars or definitions
upon their areas of study. This provides a wide
enough set of parameters such that all disciplines
within cognitive science, from the biological to the
neuroscientific to the computational, can work
with the term in the background instead of focusing

on finding its essence.

Summary

Cognitions are bodies making way. They can be
studied via a body’s navigabilities within
landscapes, and hopefully modeled as categorial
complex systems (or something of a better fit?).
Navigabilties include actions such as crawling,
swimming, walking, conversing, remembering,
reading, and thinking—the activities we associate
with any form of mind, intelligence or
consciousness develop as processes of navigability
within

particular  landscapes—geographical,

linguistic, or social. These are different
manifestations of a similar, dynamical pattern
(navigability) which we can understand as
cognitions. The pattern is similar even as the bodies
and landscapes diverge in particulars. So long as
we are clear about the body and landscape being
observed, we can map the trajectory and (the hope
is) find a way to mathematically model these
dynamic patterns so as to compare and contrast
across  scales,

cognitions body-types, and

landscapes.
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Taking this theoretical framework to heart means
all cognitions, across scales, disciplines, and body-
types, can be observed and one day modelled as
navigabilities: actions are cognitions if they are
embodied acts with modellable trajectories of
autopoietic affordance, even when the regularities
overlap with those of the observer, as is the case
when a body observes its own patterns of making
way through geographical, conceptual or social

landscapes.

The focus here is on the patterns, not the types of
form or environment. This allows us to orient
through a complex systems approach towards
studying “patterns that connect” rather than
looking for parts that can be defined and dissected.
Navigabilities are these patterns, which can be
represented trajectories or paths—an expression of
a particular body making way in a particular
landscape, a trajectory of dynamic but statistically
regular affordances. This orientation allows us to
focus on patterns of bodies and landscapes rather
than on what substantiates those patterns, to be
specific without having to share particulars, to
notice what shares observable regularities and
processes, and to orient what cognitions in a way
that will let us approach our study and research
across body-types, scales, and disciplines and
avoid the tempting habit of assuming other beings
are cognitive like us. We can release ourselves from

the enthusiastic Cartesian awakening (important as

it is) that has led us to search for a definition or
essence or ‘mark of the mental’ and agree on a
common orientation: Cognitions are shared
regularities that can be assessed across various
subject matters, substrates, and scales of the
cognitive sciences. To accept this is not to
disregard or ignore the enthusiasm inherent in our
awareness of our own cognition. Rather it is to

accept its mystery.
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Abstract. This study explores structural backbone extraction methods in diverse real-world
networks, ranging from character to social networks. Fight techniques from the netbone pack-
age are analyzed using Jaccard and Overlap coefficients to measure similarities. The Kol-
mogorov—Smirnov statistic evaluates weight and degree distribution preservation. Results high-
light correlations and hierarchical relationships among techniques, with Doubly Stochastic out-
performing in mimicking original network distributions. The study’s comprehensive insights
contribute to refining and advancing structural filtering techniques, fostering a deeper under-
standing of complex systems.

Keywords. Complex Networks; Backbone Extraction; Filtering Techniques; Sparsification

1 Introduction

Networks are indispensable tools for representing and comprehending intricate systems, pro-
viding diverse applications such as pinpointing pivotal nodes [9, 10, 12], revealing communities
[3, 8], and delving into the dynamics of networks [2, 1]. Nevertheless, the computational chal-
lenges become daunting when confronted with large networks.

Researchers have introduced several techniques to tackle this issue, focusing on diminishing net-
work size while maintaining its fundamental properties. Two primary approaches have emerged
to attain this objective: structural and statistical methods. Structural methods strive to retain
a set of topological features inherent in the network while downsizing its overall scale. In con-
trast, statistical methods eliminate noise by selectively filtering out nodes or links that might
obscure the network’s underlying structure. Researchers have extensively compared statistical
methods [14, 13], often against a few structural methods [7, 4]. However, there’s been limited
focus on comparing only the structural backbone extraction methods [5, 6, 11].

We compared eight structural filtering techniques in the World Air Transportation network in
a previous work. This study extends it across 39 real-world networks of different sizes and
covering various fields. Our initial experiment compares the similarities among eight struc-
tural filtering techniques from the netbone package [15]. We use the Jaccard Coefficient and
Overlap Coefficient to assess the similarity between the edge sets of technique pairs. Sub-
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sequently, we examine the weight and degree distributions of the resulting backbones. The
Kolmogorov—Smirnov (KS) statistic evaluates deviations from the original distributions within
each network. Then, we rank the methods based on their KS statistic values, reflecting their
alignment with the original network’s distributions.

2 Experimental Results

In Fig 1, the heatmaps of the Jaccard Score provide insights into significant correlations among
specific pairs of techniques. Notably, there are strong correlations between Primary Linkage
Analysis and Minimum Spanning Tree Filters (PLAM-MSP) and Ultrametric Backbone and
Minimum Spanning Tree Filters (UMB-MSP). The H-Backbone and Doubly Stochastic Filters
stand out due to their lack of correlation with other techniques, suggesting distinctive behavior.

Examining the heatmaps of the Overlap Coefficient, hierarchical relationships among backbones
become apparent. For instance, the Minimum Spanning Tree is included in the Primary Link-
age Analysis Backbone, the Minimum Spanning Tree Backbone is included in the Ultrametric
Backbone, and the Ultrametric Backbone is included in the Metric Backbone. High percent-
ages of overlap are observed in specific pairs, such as 90% and 97% of High Salience Skeleton
edges overlapping with Planar Maximally Filtered Graph and Metric Backbone<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>