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PROJECT SCOPE

o Zero-touch control, management & orchestration platform, with native integration of Al,

to support eXtreme URLLC requirements over a performant, measurable & programable
data plane.

o Use cases: AR and a Digital Twin application at two distinct experimental
infrastructures.
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WHY DESIRE6G?

What is the difference between D6G and the other 6G projects?
We study:

v/ Examine how E2E deep network programmability aids in addressing challenging use cases / KPIs (such as sub
msec latency) in a multi-service network, looking into on the flexibility - performance trade-off

v’ Cloud-native deployment of network services & components, conforming to the Serverless/FaaS concept

v Explore how a multi agent-based system can address the complexity and scalability issues of centralized
control and optimization

* And how can we put this together as simply as possible with other innovative methods, like Al-driven
telemetry, blockchain-based federation and a DLT-backed software security framework

* So D6G has a bottom-up view and focuses on proof-of-concept demos to validate the value proposition




D6G KEY INNOVATIONS

Application

Intent-based Orchestration and Service Management
Partners: UVA, TID, EBY, UPC, TSS, NUBIS, UC3M, UOU

Secure Multi-agent-based Network Management and Control
Partners: UVA,TSS, UPC, CNIT
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Infrastructure Management Layer

Deep Data Plane Programmability
Partners: UVA, ERI-HU, TID, NVIDIA NUBIS, ACC, TSS, UPC, UC3M, ELTE, CNIT, NEC

Network /;\

Functions

P A

Privacy-preserving Pervasive Monitoring
Partners: UVA, ERI-HU, TID, NVIDIA, ACC, TSS, UPC, UC3M, ELTE, CNIT, NEC
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D6G ARCHITECTURE OVERVIEW
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PROGRAMMABLE DATA PLANE TRANSPARENCY

NF-specific protocols
e.g, REST, gRPC, etc.
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CLOUD NATIVE NETWORK SERVICES

Logical view Physical view
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THE 3 OPTIMIZATION LAYERS

Service Management and Orchestration (SMO)
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Multi-Agent System (MAS)
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Global optimizations
(~10+ secq)

Service optimizations
(~1 sec)

Local optimizations
(~10-100 msec)
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Gergely Pongracz

email: gergely.pongracz@ericsson.com
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SERVICE DEPLOYMENT

Logical view (service creation time)
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SERVICE DEPLOYMENT (2)

Physical mapping to local resources (IML & VIM)

e A\

NF #1 NF #2 NF #4+5 86 #1

worker 1 worker 1 worker 1

NF #1 NF #2 NE #4+5

Worker 2 Worker 2 X86 #2
(Slice +) Load Vport =tx_2 NF #3 ngr;;p;z:t R

_ Tofino #1
NF router Balancer Pport =22 TR (VXLAN) (FIB) /




	Slide 1: Towards extreme network KPIs with  programmability in 6G 
	Slide 2: Desire6G generics Deep Programmability & Secure Distributed Intelligence for Real-Time End-to-End 6G Networks 
	Slide 3: Project Scope
	Slide 4: Why Desire6G?
	Slide 5: D6G Key innovations
	Slide 6: D6g architecture OVERVIEW 
	Slide 7: Programmable data plane Transparency
	Slide 8: Cloud native network  services 
	Slide 9: The 3 optimization layers
	Slide 11: THANKS!
	Slide 12: backup
	Slide 13: SERVICE DEPLOYMENT
	Slide 14: SERVICE DEPLOYMENT (2)

