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Abstract- This paper investigates the problem of running gait optimization for humanoid robot. In 

order to reduce energy consumption and guarantee the dynamic balance including both horizontal and 

vertical stability, a novel running gait generation based on opposition-based learning particle swarm 

optimization (PSO) is proposed which aims at high energy efficiency with better stability. In the 

proposed scheme of running gait generation, a population initiation policy based on domain knowledge 

is employed, which helps to guide searching direction guidance at the beginning. A population update 

mechanism based on opposition learning is proposed for speeding up the convergence and improving 

the diversity. Simulation results validate the proposed method. 

 
Index terms: gait planning, Humanoid Robot, Yaw Moment, opposition learning, ZMP. 
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I. INTRODUCTION 

 

In recent decades, humanoid biped robots have gained the increasing attention from scientific 

community for the ability to facilitate human lives and work for human beings in industrial and 

domestic surroundings. However, the problems of high energy consumption and slow movement 

limit the practical application of humanoid robots. Fully Passive robot [1, 2, 3] can generate 

natural gaits and good energy efficiency, but the problem of less robustness and slow movement 

are still an open question. Traditional ZMP-based methods can generate robust and versatile 

locomotion, while the high energy consumption limits its further application. How to generate the 

gait with high energy efficiency and stability has been a hot topic in the field of humanoid robot. 

In view of the aforementioned problems, some researchers have proposed methods to get higher 

energy efficiency and better stability. Hyeok-Ki Shin [4] proposed a gait plan method based on 

three-mass inverted pendulum mode, which gets optimized gait parameters by minimizing joints 

torque, while this method didn't take the vertical balance into account. 

Fujimoto Y[5] generated an energy-optimized trajectory which minimized the input energy in a 

cycle. And the computation burden would become heavy while the DOFs increase. Lingyun Hu[6] 

formulated the gait pattern generation into a multi-objective optimization problem and generated 

the optimal joints trajectories based on Spline-based estimation of distribution algorithm, which 

can deal with complex probability distribution function without a prior knowledge. However, the 

gait generated by this method is not natural and interpretation of transition probability models 

needs further study. Liu [7] proposed an energy-efficiency optimization method, which generated 

the biped gait while minimizing energy consumption in the ZMP stability domain. While it is 

easy to involve in minimal point for searching along the gradient direction and lack the 

consideration of vertical balance. 

In order to overcome these problems mentioned above, a novel running gait generation based on 

opposition learning particle swarm is proposed. The main focus in this paper is to utilize 

opposition-based learning particle swarm to optimize the parameters of gait with the minimum 

energy consumption and obtain the desired joints trajectories, which guarantee both horizontal 

and vertical dynamic balance. In order to speed up convergence, a policy of initiating population 

based on domain knowledge and a population update mechanism are proposed. 
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II. PROBLEM STATE 

 

ZMP is one of the most popular stability criteria. However, ZMP can only guarantee the 

horizontal moment balance according to the definition of ZMP [8,9,10]. The undesired moment 

of yaw axis with respect to the support leg, usually called yaw moment [11], would be generated 

for the forward movement, which is usually counteracted by the ground friction ground. When 

humanoid robot walk too fast and the yaw moment exceeds the maximum ground friction 

moment, the rotation would happen. Thus, the problem of the horizontal and vertical dynamic 

balance needs to be investigated. 

According to [12], the yaw moment could be expressed as follow. 
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where zM  represents the yaw moment, im  is the mass of the  thi  link and ),( ii yx  is the 

coordinate of the thi  link. And the ZMP coordinates can be represented by equation (2), which 

ignores the inertia effect. 
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where ix , iy  and iz  represent the coordinate of the thi  link, and g is gravity force. One dot and 

two dots represent first and second derivatives with respect to time. 

According to [13], the position of mass play a great role in the coordinates of ZMP, thus, we can 

adjust the ZMP position through modify the mass position via control the hip joint. On the other 

hand, the parameters of the inclination ankle of trunk, step length and speed are strong related 

with the stability and energy efficiency. In order to optimize achieve good performance, the 

following running gait parameters are defined as follows. 

],,,,,[ fftrunksxexsi SHDddX θ=                                                                                                        (3) 
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where xsd , xed  denotes the distance between CTHJ(Center of two hips joints) and the ankle of 

support leg at the time of landing and leaving, respectively. sD  represents step length, trunkθ  

expresses the angle between trunk and vertical line, fH  is the maximum height of rising and fS  

means the speed. 

The running gait could be divided into six phrases which are shown as Figure 1. 

 

 

x
z

o

Right LegLeft Leg

0t 1t 2t 3t

4t 5t 6t 7t

Left LegRight Leg

 
Figure 1. The schematic diagram of running gait in sagittal plane for humanoid robot 

 

where dotted line denotes left leg and solid line represents right leg. The key states during 

running are represented by 0t - 7t  for convenience. 

The gait at every key state could be expressed as parametrization. The expression of hip joint 

trajectory could be represented as Figure 2. 
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Figure 2. The diagram of hip position of x component at key moments 

The x-axis expression of hip joint trajectory could be represented as equation (4). 
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where abL  denotes the x-axis distance between ankle joint and heel. 

Thus the x-axis expression of hip joint can be formulated as below. 

),,,,,( tSHDddfx ffsxexsxhiphip =                                                                                                     (5) 

Using the similar method, knee and ankle joint trajectory of x-axis can be expressed in a 

parametric way.we formulate gait pattern generation 

In the following section, the running pattern would be generated based on cubic spline at first, 

and then the trajectories would be optimized via opposition-based learning particle swarm. 

Suppose there are 1+n  interpolation points ))}(,()),...,(,()),(,{( 1100 nn tfttfttft , the interpolation 

function based on cubic spline could be expressed as follow. 
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Where it  expresses the sample time, )( itf  denotes key moment pose value, iii tth −= +1  denotes 

interpolation interval and )(ts  is the pose value corresponding to the specific moment. According 
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to the equation (6), )(ts  can be obtained once iM  is calculated successfully. As )(ts  is derivable 

in mean square, the following equation can be obtained. 

1 12i i i i i iM M M dµ λ− ++ + =                                                                                                                      (7) 

According to the boundary conditions, the following equations hold on  
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Substituting equation (8)-(10) into equation (8), iM  can be obtained. By this way, we can formulate 

running gait into the parameterized expression.  

 

III. THE OPTIMIZATION OF GAIT PARAMETERS 

 

In order to get the running gait with higher energy efficiency and both horizontal and vertical 

stability, this paper investigates the problem of a multi-objective optimization method based on 

particle swarm. Aiming at speeding up the convergence, a population initiation strategy based on 

domain knowledge and the update mechanism based on opposition learning are proposed. 

 

a. Basic Concept of Opposition Learning 

Opposition learning [14, 15] was first proposed by Tizhoosh in 2005. Different with traditional 

evolution algorithm, opposition-based learning evolution algorithm update the population by 

generating opposition entity to improve the convergence, which would be easier to find the 

optimal value when the optimal entity is far away from the initial entity. 
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Suppose the vector  is a candidate solution in a n-dimensional space with 

and the opposite entity of  is defined as below. 

                                                                                                                                  (6) 

where  is the opposite entity of . And the opposite vector of candidate solution can be 

expressed as                                                                                                        (7) 

 

b. The Strategy of Population Initiation 

Compare with traditional GA, particle swarm optimization (PSO) convergence to the optimal 

solution based on the simple speed-position model, which avoids the complicated operation in 

traditional GA and remains the advantage of the global searching strategy. The outstanding 

memorizing feature enables PSO to obtain good robustness and performance without the prior 

knowledge of specific problem. 

In this paper, a multi-objective optimization based on opposition learning particle swarm (named 

OBLPSO for convenience) is proposed, which uses the concepts of opposition learning and 

pareto dominance to determine the evolution direction of a particle. 

Random population initialization is the most common strategy used in traditional GA, which 

could have a good diversity. However, the excessive randomization leads to the slow 

convergence, especially in the beginning of search. In view of this problem, an population 

initialization Strategy Based On Domain Knowledge is proposed, which is described as Figure 3. 

 

 
Figure 3. The diagram of hip position of x component at key moments 
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Aiming at to provide the guide of searching direction in the beginning, )(nDP  are selected 

according to [16], which satisfy the ZMP criteria. The potential optimal solution can be 

formulated as ],,,,,[ fftrunksxexsi SHDddX θ= . In order to reduce the searching space, the physical 

restriction could be expressed as +− << iii xxx , such as +− << trunktrunktrunk θθθ . 

 

c. The Construction of Objective Function 

In order to get measure horizontal and vertical stability margin and energy efficiency, the first 

objective functions about horizontal stability is expressed as below. 
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where hJ  denotes the horizontal stability margin, a , b  represent weighted coefficient , 1=+ ba  

and )(irx , )(iry  are the distance of x-axis and y-axis  between the center of foot and ZMP 

respectively. The schematic diagram of ZMP stability margin is shown as below. 
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Figure 4. Schematic diagram of ZMP stability margin 

The vertical stability margin is measured by VJ  which is expressed as equation (9). 

2
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In order to evaluate the energy efficiency during a running cycle, the mean power rate of joint 

torque is shown as below. 

dtjj
T

J
n

i

t

iie ∑∫
=

=
1

0
|)()(|1 θτ                                                                                                                (10) 



INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 8, NO. 2, JUNE 2015 
 

1170 
 

Where eJ  represents the mean power rate; iτ  means the torque of the thi  joint and T  is a running 

cycle. 

Thus, the problem of running pattern generation has been formulated into the problem of multi-

objective optimization show as below. 
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where )(xgi  is the physical restriction of the thi  parameter. 

 

d. The Population Update Mechanism Based On Opposition Learning  

Particle swarm optimization is one of the most popular evolution algorithm , which has the 

advantages of good global search performance and parallel computation compared with 

traditional GA[17,18,19]. In traditional PSO[20,21,22] algorithm , every particle obtain the next 

better position according to the best global position and local position. In order to speed up the 

convergence of population, the population update mechanism based on opposition learning is 

proposed, which is described as below. 

 

Algorithm 1 Opposition-Based Multiobjective Particle Swarm Optimization Algorithm 

  1: Population Initialization Pop(i) as described in Figure 3. 

  2: for i = 1; i<N; i++ do 

  3: 0=iv , 0=ip  , 1xpg =  and 0)( =ixF  

  4: end for 

  5: while ( VTRBFV ≤ ) and ( NFCMAXNFC ≤ ) do 

  6:     for i = 1; i<N; i++ do 

  7:         Evaluate the fitness of particle ix  using fitness function )( ixF  

  8:         for j = 1; j< ensionMAX dim ; j++ do 

  9:             Update velocity using equation (12) 

10:         end for 

11:         Find the best particle and update gp  

12:     end for 
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13:     Select opN  particle with the lowest fitness 

14:     if random(0,1) > jcr 

15:         for i = 1; i< opN ; i++ do 

16:             for j = 1; j< ensionMAX dim ; j++ do 

17:             Generate the opposite entity using equation  jijjji xUBLBx ,,ˆ −+=  

18:             end for 

19:         end for 

20:     end if 

21: end while 

 

where N  is the total number of particles, BFV  denotes the best fitness value, VTR  represents 

the value to reach, NFC  means the maximum function call, gp  is the global best particle , )(•F  

is the fitness function. 

In order to improve the population diversity, we update the population at a random possibility, 

which is exhibited in line 14. jLB  and jUB  represent the lowest and most upper value of the j  

dimension respectively. 

)(tvi  is the velocity of the thi  particle, which update as described equation. 

))()(())()(()()1( ,,2,,1,, txtprctxtprctwvtv jigjijiijijiji −+−+=+                                                     (12) 

)1()()1( ,,, ++=+ tvtxtx jijiji                                                                                                           (13) 

where w  is the inertia weight, 1c  and 2c  are the acceleration coefficients, 1r  and 2r  are the 

random number between [0,1], ip  is the personal best position of particle i and gp  is the best 

particle in population. 

 

IV. SIMULATION AND ANALYSIS 

 

A series of experiments are conducted for the validation of the proposed method in our own 

simulation platform, which is based on MATLAB 7.12. In order to simulate the procedure of 

running, the running cycle is defined as 1.2s , the step length is set 0.1m, and the whole running 

procedure would last 4.8s which contain three kinds of gaits, which are respectively running start 
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gait, period running gait and running stop gait. All the experiments are conducted under the same 

environment including the same gait and configuration. 

The configuration parameters of humanoid are shown in Tab.1. 

Table 1. The Configuration Parameters of Humanoid Robot 

 Trunk Thigh Shank Foot 
Length(m) 0.28 0.14 0.11 0.04 
Mass(kg) 1.38 0.533 0.423 0.20 

 

In order to evaluate the running gait characters in different view, the whole running procedure are 

presented in Figure 5-6 which show the running gait in 2D and 3D. In Figure 5, the 3D running 

gait is shown where red solid lines and blue dotted lines represent right and left foot, leg and 

trunk respectively. 
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Figure 5. The 3D schematic diagram of running gait for humanoid robot 

 

In Figure 6, the sagittal view of running gait is presented. In order to improve energy efficiency 

and obtain faster motion, the trunk forwards lean periodically during running. 
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Figure 6. The sagittal view of running gait for humanoid robot 

 

The hip and ankle trajectories are exhibited in Figure 7, in which dotted gray and blue solid lines 

denote ankleθ  and hipθ  trajectories. 
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Figure 7. The angle trajectories of ankle and hip joint 
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ZMP is one of the most popular stability criteria, which can guarantee the horizontal dynamic 

balance. In order to evaluate the horizontal stability, ZMP response variations are presented in 

Figures 8-9. In Figure 8, the x-axis ZMP trajectory is plotted in red solid line. Black solid and 

dashed lines denote minimum and maximum x-axis ZMP boundary, respectively. Similarly, the 

y-axis ZMP trajectory is exhibited with blue color in Figure 9.  

As shown in Figure 8-9, the x-axis and y-axis ZMP trajectory are within the ZMP margin, which 

ensure the horizontal balance. 
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Figure 8. The x-axis ZMP trajectory 
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Figure 9. The y-axis ZMP trajectory 

 

As previously explained, yaw moment indicates the vertical dynamic balance. In Figure 10, yaw 

moment response variations with and without optimization are plotted with dotted gray line and 

solid blue line, respectively. Dashed lines denote the maximum friction moment which can 

compensate yaw moment. When yaw moment exceeds the maximum friction moment, rotation 

would happen. 

As displayed in Figure 10, yaw moment exceeds the maximum friction moment at t=1.33s, 1.82s, 

1.93s, 2.41s, 2.53s, 3.01s ,3.13s in the case of no optimization employed. And the yaw moment 

are successfully compensated and guarantee the y-axis balance with the proposed method. 
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Figure 10. Yaw moment with and without optimization 

 

In order to evaluate the performance difference between traditional GA and proposed OBLPSO, 

the average acceleration rate (AAR) is defined as equation (13). 

∑
=

=
n

i
i
OLMOGA

i
GA

NFC
NFC

n
AAR

1

1                                                                                                                (13) 

where NFC represents the number of function call, i  denotes the number of experiments and 

60=n . When 1>AAR , it means the convergence of OBLPSO is faster. In the same simulation, 

the experiment are performed 60 times and the result is shown as below. 

Table 2: Comparison of optimization results of two methods 

 Number of Fall into local 
optimal 

Average 
NFC 

AAR 

GA 18 13.16 1.93 
OBLPSO 0 6.82 

 

 

V. CONCLUSIONS 
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In this paper, we present a new method to generate running pattern for humanoid robot based on 

opposition learning particle swarm optimization. To generate smooth running motion with high 

energy efficiency and stability, we formulate the problem of running pattern generation to the 

optimization of gait parameters, and an opposition-based learning PSO is employed. In order to 

speed up convergence, a population initiation policy based on domain knowledge is proposed. By 

this method, we generate reliable running pattern with good energy efficiency.  Simulation results 

validate this proposed method. 

 

VI. ACNOWLEDGEMENT 

 

This work is supported by National Nature Science Foundation under Grant 

(61300095,61302115), funded by the Foundation for Distinguished Young Talents in Higher 

Education of Guangdong(2013LYM0104),supported by the Natural Science Foundation of 

Guangdong Province, China (S2013010015764,S2013010012307),supported by Foundation for 

Distinguished Young teachers in Higher Education of Guangdong, China (Yq2013204),funded 

by the Science and Technology Planning Program of Zhongshan 

City(2013A3FC0278,2013A3FC0289), the PhD Start-up Fund of University Of Electronic 

Science and Technology Of China, Zhongshan Institute(413YKQ03) and the teaching quality 

engineering program of University Of Electronic Science and Technology Of China, Zhongshan 

Institute(ZLGC2012JY04). 

 

 

 

REFERENCES 

 

[1] G. Sen Gupta, S.C.Mukhopadhyay and J. R. French, Wireless Communications and Control 
Module of a Web-Enabled Robot for Distributed Sensing Applications, Proceedings of IEEE 
International Instrumentation and Measurement Technology Conference, Victoria, Canada, May 
12-15, 2008, pp. 393-398. 
[2] Hanazawa Y, Yamakita M., “Limit cycle running based on flat-footed passive dynamic 

walking with mechanical impedance at ankles”, Advanced Intelligent Mechatronics (AIM), 2012 

IEEE/ASME International Conference on. IEEE, 2012: 15-20. 



INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 8, NO. 2, JUNE 2015 
 

1178 
 

[3] Wisse M, Feliksdal G, Van Frankkenhuyzen J, et al., “Passive-based walking robot, Robotics 

& Automation Magazine, IEEE, Vol.14, No.2, 2007, pp. 52-62. 

[4] Shin H K, Kim B K. “Energy-Efficient Gait Planning and Control for Biped Robots Utilizing 

the Allowable ZMP Region”, IEEE Transactions on Robotics, Vol. 30, No.4, 2014, pp. 986-993. 

[5] Fujimoto Y. et a1, “Trajectory Generation of Biped Running Robot with Minimum Energy 

Consumption”, Proceedings of the IEEE International Conference on Robotics and Automation, 

2004, pp.3803~3808. 

[6] Hu L, Zhou C, Sun Z., “Estimating biped gait using spline-based probability distribution 

function with Q-learning”, Industrial Electronics, IEEE Transactions on, Vol.55, No.3, 2008, pp. 

1444-1452. 

[7] Liu Z, Wang L, Chen C L P, et al., “Energy-efficiency-based gait control system architecture 

and algorithm for biped robots”, Systems, Man, and Cybernetics, Part C: Applications and 

Reviews, IEEE Transactions on, Vol.42, No.6, 2012,pp. 926-933. 

[8] A. Dasgupta and Y. Nakamura, Making feasible walking motion of humanoid robots from 

human motion capture data, in Proc. IEEE ICRA, Detroit, 1999, pp. 1044–1049. 

[9] Vukobratovic M, Borovac B. “Zero-moment point—thirty five years of its life”, International 

Journal of Humanoid Robotics, Vol. 1, No.01, 2004,pp. 157-173. 

[10]Vukobratovic M, Borovac B, Potkonjak V. “ZMP: A review of some basic 

misunderstandings”, International Journal of Humanoid Robotics, Vol.3, No. 02, 2006, pp. 153-

175. 

[11] Ugurlu B, Saglia J A, Tsagarakis N G, et al. “Yaw moment compensation for bipedal robots 

via intrinsic angular momentum constraint”,  International Journal of Humanoid Robotics, Vol.9, 

No.04, 2012, 1250033.1-1250033.27 

[12] Fu G P, Chen J P, Yang Y M. “A Yaw Moment Counteracting Method for Humanoid Robot 

Based on Arms Swinging”,  Robot, Vol. 34,No.4, 2012, pp. 498-504. 

[13] Fu G P. “Research on Gait Planning and Walking Control for Humanoid Robot”, 

Guangdong University of technology, 2013. 

[14] G. Sen Gupta, S.C. Mukhopadhyay and M Finnie,  Wi-Fi Based Control of a Robotic Arm 

with Remote Vision, Proceedings of 2009 IEEE I2MTC Conference, Singapore, May 5-7, 2009, 

pp. 557-562. 



  Liang Yang, Song Xijia and Chunjian Deng, OPPOSITION-BASED LEARNING PARTICLE SWARM OPTIMIZATION  
OF RUNNING GAIT FOR HUMANOID ROBOT 

1179 
 

[15] Rahnamayan S, Tizhoosh H R, Salama M M A. “Opposition-based differential evolution”, 

Evolutionary Computation, IEEE Transactions on, Vol.12, No.1, 2008, pp. 64-79. 

[16] Mark Seelye, Gourab Sen Gupta, John Seelye, S. C. Mukhopadhyay, Camera-in-hand 

Robotic System for Remote Monitoring of Plant Growth in a Laboratory, Proceedings of 2010 

IEEE I2MTC Conference, Austin, Texas, USA, May 4-6, 2010, pp. 809-814. 

[17] Tan KC, Yang YJ, Goh CK., “A distributed cooperative co-evolutionary algorithm for 

multiobjective optimization”, IEEE Trans. On Evolutionary Computation, Vol.10, No.5, 2006, pp. 

527−549. 

[18] I. Emerson, W.L.Xu, S.C.Mukhopadhyay, J.C. Chang and O. Diegol, “Robotic 

Rehabilitation System for Stroke in Combination with Mirror Therapy: A Research Proposal”, 

Proceedings of the 25th International Conference of CAD/CAM, Robotics and Factories of the 

Future, ISBN 978-0-620-46582-3, July 13-16, 2010, Pretoria, South Africa, 12 pages. 

[19] Li QH, Yang SD, Ruan YL, “Improving optimization for genetic algorithms based on level 

set” Journal of Computer Research and Development, Vol.43, No.9, 2006, pp.1624−1629. 

[20] Liu Q, Wang X Y, Fu Q M, et al. “Double Elite Co-evolutionary Genetic Algorithm”, 

Journal of Software, Vol.23, No.4, 2012, pp.765-775. 

[21] G. Sen Gupta, S.C.Mukhopadhyay, S. Demidenko and C.H. Messom, “Master-slave Control 

of a Tele-operated Anthropomorphic Robotic Arm with Gripping Force Sensing”, IEEE 

Transactions on Instrumentation and Measurement, Vol. 55, No. 6, pp. 2136-2145, December 

2006. 

[22] Mandal M, Mukhopadhyay A. “A novel PSO-based graph-theoretic approach for identifying 

most relevant and non-redundant gene markers from gene expression data”, International Journal 

of Parallel, Emergent and Distributed Systems, 2014 (ahead-of-print), pp. 1-18. 

 


