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EHRI’s Mission
● The European Holocaust Research 

Infrastructure (EHRI) seeks to improve 
access to information about 
Holocaust-related archival material held 
by different institutions around the world

● One way it does this is the EHRI Portal, 
which makes collection metadata more 
accessible and interconnected



Multilingual 
catalogue

Diverse 
institutions 
using different 
cataloguing 
methodologies
(standards, 
vocabularies, etc)

Multilingual archival 
descriptions



The EHRI Terms Vocabulary
● Hierarchically organised, multilingual set of subject headings
● At the time of writing consists of 913 terms translated in 12 languages
● Used by EHRI for:

○ Manually cataloguing descriptions in the EHRI Portal
○ Aligning with subject headings given on descriptions shared by EHRI partner 

institutions
● Available in the Simple Knowledge Organisation System (SKOS) RDF format

https://portal.ehri-project.eu/vocabularies/ehri_terms

https://portal.ehri-project.eu/vocabularies/ehri_terms


EHRI Terms: usage example



Example of Subject Access Points



Challenges
Harmonising subject term usage in the EHRI Portal:

◆ 70% of descriptions with access points do not align with EHRI 
Terms common vocabulary

◆ 25% of collection-level descriptions have no access points at all



Research Question
Can automated subject indexing make archival descriptions in 
the EHRI Portal more discoverable at scale via:
1. Out-of-the-box, general-purpose tools, or…
2. Training custom tools on the Portal’s existing metadata



Typical Subject Indexing Process

Examining the 
material itself

Determine what 
its subject 
content is

Decide what 
subjects should 

be indexed

Translate 
subject(s) into 
specific index 

terms



Automated Subject Indexing (ASI)
Automated subject indexing is the use of machine-based 
methods to perform the subject indexing steps typically 
performed by human indexers (Golub, 2021).



ASI: Process

Text is entered 
into an ASI tool

The ASI tool 
predicts a set of 

index terms 
based on that 

text

The record's 
metadata is 

enhanced with 
new subject 

access points

Depending on the institution’s strategy, resulting terms may be 
added to the record:
● Automatically (ASI)
● Semi-automatically after expert verification (semi-ASI)



ASI: Approaches
Two prevailing approaches (Suominen et al., 2022, Toepfer and 
Seifert, 2020):
● Statistical associative approach (multilabel classification)
● Lexical approaches (string-matching to match terms in a 

controlled vocabulary with words in the text of the record’s 
description) (Golub, 2021)

PLUS:
● Fusion approaches that combine the two (ensemble 

models)
● Transfer learning using “zero-shot” classification (Zhang 

et al., 2023). LLMs used out-of-the-box to predict suitable 
terms from a controlled vocabulary.



ASI & EHRI
EHRI has been experimenting with most of the aforementioned 
approaches.

● The text and the subject terms of already ingested EHRI Portal 
archival descriptions are used as a dataset for training ML 
models.

● These models predict suitable EHRI Terms for any text we pass 
through them based on what terms were assigned to similar 
descriptions in the past.



ASI: Example of Archival Description Text



ASI: The goal

➢ Given some text in any 
language



ASI: The goal

➢ Given some text in any 
language

➢ Predict suitable EHRI 
Terms



EHRI Experiments
● Hugging Face:

○ Fine-tuning for MLC: BERT-base Multilingual Cased (Devlin 
et al., 2019)

○ Zero-shot classification using the pre-trained 
mDeBERTa-v3-base-mnli-xnli (Laurer et al., 2023)

● Annif (Suominen et al. 2022):
○ Framework for training, evaluating and combining various 

non-LLM based ASI tools
■ TF-IDF, MLLM, fastText, Omikuji, NN Ensemble backends



EHRI Experiments
Key considerations in selecting the Transformer models:
● pre-trained on languages relevant to EHRI’s material
● being open source and easily accessible
● transparent about training data used
● ability to quantitatively evaluate their performance using our 

in-house compute infrastructure



Text* and associated subject 
terms (linked with the EHRI 
Terms vocabulary) of around 
37,000 archival descriptions in 
15 languages.

*The fields selected were ISAD(G) elements 3.1.2. Title; 
3.2.2. Administrative / Biographical History; 3.2.3. Archival 
History; and 3.3.1. Scope and Content.

EHRI Experiments: Dataset



➢ To obtain our training and test sets we used iterative multilabel 
stratification (Sechidis et al., 2011) as implemented in the Python 
package iterative-stratification (Bradberry, 2018/2021). 

➢ We did this to increase the chances that all labels (and language 
codes) would have positive examples in the train set as well as in the 
test set.

Experiments: Dataset



Experiments: Evaluation

● Create Annif backends for LLM-based MLCs
○ Off-the-shelf zero-shot models
○ Fine-tuned EHRI model

● Compare zero-shot, fine-tuned and Annif models

● Perform quantitative and qualitative evaluation of ~160 
examples



Experiment: quantitative evaluation

For quantitative evaluation, we assume that the terms assigned to 
EHRI-ingested records are complete and correct  (gold standard)
● Computed F1 scores:

○ Micro-averaged (taking into account total true positives, false 
negatives and false positives)

○ Weighted macro-averaged (computing the metrics per label weighted 
by each label’s number of true instances)

○ Averaged per document
● All of these scores range from zero to one, with one being the 

best possible score.



Experiment: quantitative evaluation



Experiment: human evaluation

Why?
Quantitative evaluation doesn’t necessarily tell the full story
● Subject indexing with large controlled vocabularies is a very 

subjective task—small overlap between human cataloguers
● Hard to develop a truly comprehensive gold standard dataset
● Our training dataset is derived from heterogeneous data, 

leading to inconsistencies



Experiment: human evaluation

Qualitative evaluation of four distinct label sets:
● Original labels assigned by EHRI staff or co-referenced with 

data from EHRI partner institutions
● NN Ensemble classifier (best performing Annif backend 

according to our quantitative evaluation)
● Fine-tuned BERT-based model
● mDeBERTa-based zero-shot model



Experiment: human evaluation



Experiment: human evaluation
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Human judges rated many of the zero-shot predictions as favourable, 
although the model also achieved some of the highest neutral and 
unfavourable scores.



Limitations, Concerns, Discussion

● Qualitative evaluation was very limited (only meant as a 
preliminary check)

● Google Translate was used for descriptions in languages that 
authors did not understand

● No access to the actual archival material but only to metadata
● Limited metadata with insufficiently descriptive text

○ Many labels therefore judged “neutral”, inconclusive
○ This could contribute to relatively low performance of all classifiers



Limitations, Concerns, Discussion
● Signs of spurious correlations

● Index terms correlating with oral testimony interviewees’ names

● Index terms correlating with institution or project name
○ “The USHMM, Oral History Branch, in cooperation with Watchtower Bible and Tract 

Society, Inc” => “Jehovah’s Witnesses”

● Several cases produced labels which, in context, would be 
deemed inappropriate
○ e.g. phrase “produced in cooperation with” => “collaborators”



Limitations, Concerns, Discussion

● Hierarchical vocabulary resulted in some redundant, 
overlapping terms
e.g. “Political activities”, “Politics”, “Political organisations” and “Political movements”

● The model used for zero-shot classification was trained on a 
CommonCrawl dataset which might have already “seen” some 
of the descriptions in our dataset



Conclusion
Based on our experiments:
● ASI tools tested here only usable in a semi-ASI scenario

● Ability of LLM-based zero-shot classification to correctly predict more 
specific (“narrower”) labels potentially useful as part of a data 
augmentation effort

● NN Ensemble model on a par with fine-tuned BERT (if not better)

● Future work: fine-tuning multilingual LLMs with a more balanced 
dataset, experimenting with more SOTA models



Thank you!
Abstract:
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