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Data in the digital space of physics

● Fundamental physics is an early adopter of working with data in the digital space

● Consequently,  a plethora of solutions has been developed within the different communities for:

○ Data Storage formats

○ Descriptions of data  = Metadata  and their schemas

○ Default tools for data handling and analysis

● Simulations and simulated data became a means for testing theories, where experiments can’t serve

● The scale of experiments and other material research infrastructures drove a different division of labour 
and a culture of sharing 

● The scale of the data collections require more than ‘making data FAIR’ for modern scientific research



PUNCH4NFDI approach to FAIR data

● F(indable)
○ do have working approaches for managing and working with their own data
○ don’t have working implementations  for access by the other communities
○ But: there are good points to start from (various Registries for data publication sites, common 

protocols)

● A(ccessible) 
○ Sharing data is well developed within the respective communities
○ Sharing data cross-community is tightly bound to making the software tools available and 

cooperative 
○ Although there is no huge problem with data privacy protection, 

■ data curation processes, 
■ embargo periods, 
■ and (computational) resources for working with the data  

are serious challenges, require rethinking of well worn community (silo) solutions

○ But:  bringing data and compute resources together is a hard problem for huge data sizes



PUNCH4NFDI approach to FAIR data

● I(nteroperable)
○ Data structures are very different 
○ Mapping data structures via ‘classical’ metadata concepts are not sufficient 
○ But:  the mapping in itself is no goal, it’s about the consistent availability for digital analysis 

● R(eusable)
○ Reusable data for digital analysis implies the challenge of repeating analyses and achieving 

consistent results  
○ Many elements of a digital analysis need to be stable and consistent:

■ Data
■ Software
■ Computing environment
■ Workflows

○ Reusability implies also reproducibility
■ Some modern instruments require real time decisions (for discarding lots of observed data) 

while preserving a degree of reproducibility of subsequent analysis results
○ But: with modern Cloud environment and tools the means are available to address these challenges



PUNCH4NFDI Tasks:

● Making Storage and Compute facilities available across institutional and disciplinary 
domains 

● Enabling efficient Authentication and Authorisation methods for resource providers of 
the communities

● Providing a registry for results of research products in this environment

● Hiding the complexities of the underlying digital landscape

● Defining and Capturing workflows and execution environments 



From local Workflows…



…to reproducible Workflows!
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What is REANA?



What is REANA?

Workflow Engine:
● authentication
● verification
● execution

○ environment
○ algorithm(s)
○ data I/O



REANA integration in the PUNCH infrastructure
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Workflow example:
Dimensionality reduction in python



Dimensionality reduction – structure

We show an example of 3 different algorithms to perform dimensionality reduction:

● UMAP (Uniform Manifold Approximation and Projection)
● PCA (Principal Component Analysis)
● t-SNE (t-distributed Stochastic Neighbor Embedding)

The data are managed between different pipelines using S3 private storage:

● download data from remote TAP service
● analyze and plot the results
● save and upload to S3
● download plots from S3 if they exist
● combine them and save the result



Dimensionality reduction – structure

TAP Service 
(Gaia Archive)

ML Algorithm
(reduce.py)

S3 Storage

Visualization
(combine_plots.py)

access keys stored 
as reana secrets

● yaml file to organize the workflow (I/O, parameters, steps)
● computational power
● memory



Dimensionality reduction – REANA secrets

To access private S3 storage, we use reana-secrets, a way to store tokens in REANA environment. For 
S3, we need two keys, that we can add with:

reana-client secrets-add --env access_key=XXX
reana-client secrets-add --env secret_key=XXX

Now we can call them within the python script with:

os.environ['access_key']
os.environ['secret_key']



Dimensionality reduction – yaml file

The inputs are the 2 python scripts and some useful parameters:



Dimensionality reduction – yaml file

The inputs are the 2 python scripts and some useful parameters:

Customizable parameters



Dimensionality reduction – yaml file

The inputs are the 2 python scripts and some useful parameters:

The final output is the combined pdf with all plots from the n_test iterations:



Dimensionality reduction – yaml file

The data round trip is performed in 2 steps:

This runs the 3 algorithms 
and uploads the plots on S3



Dimensionality reduction – yaml file

The data round trip is performed in 2 steps:

This grabs the plots from S3 
and combines them



REANA in practice

Launch from the terminal: Launch from a URL:

reana-client run -w <workflow-name>
reana-client download results



REANA in practice



REANA in practice



REANA in practice



REANA in practice

To open Jupyter Notebooks from command line and custom image:

reana-client open -w <WF-name> -i <image-name> jupyter



Further developments…



REANA Hackathon in Bonn, April 22 & 23, 2024

Bonn University
Physics Institute



REANA Hackathon in Bonn, April 22 & 23, 2024

● REANA pre-production instance
○ Keycloak authentication

● Integration with Compute4PUNCH
○ HTCondor backend to run jobs on C4P

● Storage4PUNCH
○ Access management

○ Data flow from/to S4P

● Testing ongoing…

prepared on AIP Kubernetes Cluster
running  reana-server 0.9.2a

HTCondor interface (KIT):
reana-job-controller:0.9.2a

OIDC token management integrated into 
the reana workflow 

Integration of reana fork into 
reana main branch ongoing



REANA Hackathon in Bonn, April 22 & 23, 2024



REANA Hackathon in Bonn, April 22 & 23, 2024

● REANA pre-production instance
○ Keycloak authentication

● Integration with Compute4PUNCH
○ HTCondor backend to run jobs on C4P

● Storage4PUNCH
○ Access management

○ Data flow from/to S4P

● Testing ongoing…

The Hackers assembly, away from the keyboard!


