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Abstract—This paper proposes a feature-based Visual Servoing
(VS) method for insertion task skills. A camera mounted on
the robot’s end-effector provides the pose relative to a cylinder
(hole), allowing a contact-free and damage-free search of the hole
and avoiding uncertainties emerging when the pose is computed
via robot kinematics. Two points located on the hole’s principal
axis and three mutually orthogonal planes defining the flange’s
reference frame are associated with the pose of the hole and the
flange, respectively. The proposed VS drives to zero the distance
between the two points and the three planes aligning the robot’s
flange with the hole’s direction. Compared with conventional
VS where the Jacobian is difficult to compute in practice,
the proposed featured-based uses a Jacobian easily calculated
from the measured hole pose. Furthermore, the feature-based
VS design considers the robot’s maximum cartesian velocity.
The VS method is implemented in an industrial robot and the
experimental results support its usefulness.

I. INTRODUCTION

Visual Servoing (VS) methods are a way to integrate eye-
sight on robots since the main element of these methods is
a camera providing visual information. The camera can be
mounted on the robot’s end-effector to have an eye-in-hand
approach or fixed in the world observing the robot’s end-
effector and the target object to have an eye-to-hand approach
[1].

Considering the type of visual features used in VS, there
are two classes of VS, Image-Based Visual Servoing (IBVS)
and Position-Based Visual Servoing (PBVS). IBVS compares
purely 2D image features, and PBVS compares poses, i.e., 3D
information of the object. The VS method presented in this
paper is PBVS-type since it acts on the robot’s pose relative
to the object using data from a 3D camera to avoid the main
drawbacks of IBVS such as lack of depth information and
illumination dependency. Moreover, 3D camera’s data has low
sensitivity to illumination changes, and variation in the object’s
position (rotation and translation) [2].

Insertion tasks are often required in robotic applications
with uncontrolled environments such as construction, mining,
and services. For example, service robots filling gasoline into
car’s tanks, robots charging booms in mining applications, or
robots filling holes with concrete, see [3], [4], [5]. Note that
there should be a hole identification stage in the mentioned
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insertion task. There are three main approaches to identifying
the hole and its direction. One approach uses force sensors
to find the holes through contact, another uses a camera to
find the pose of the hole, and the third is a combination of
both. The identification step is mainly done through vision
when having contact with the environment is not desired. In
this paper, the insertion task is executed using purely visual
feedback to avoid damage to the hole/object/flange when the
hole is searched through contact.

Plenty of research studies have proposed visual servoing
solutions for insertion tasks. The diversity of methods goes
from classical object detection and control methods presented
in the seventies, see [6], to recently presented advanced
methods based in Deep Learning, see [7] and [8]. However, the
velocity limits of the robot end-effector are barely considered
when the visual servoing is designed. In PBVS, the most
frequent recommendation is to choose the gain bigger than
zero [9], but how to set this gain to consider the task space
velocity limits is barely addressed.

Distance minimization between 3D features like planes and
points is commonly used in robot and hand-eye calibration,
and target localization. In [10], our research team used min-
imization of the distances between measured 3D points and
reference surfaces to determine the target object pose. A hand-
eye calibration method minimizing the distance between points
is presented in [11]. In [12], a robot calibration method based
on point-to-plane distance minimization is presented. De-
spite the mentioned methods end-up computating translational
and rotational corrections of the robot’s end-effector, these
featured-based methods are rarely used for visual servoing
applications. A visual servoing using two-dimensional features
is presented in [13], however the 3D features case is not
addressed.

This paper presents a visual servoing based on 3D features
such as points and planes. The task of locating the robot’s
flange at a desired pose with respect to a hole’s reference
frame exemplifies the feature-based VS design. A 3D camera
provides the data to estimate the flange’s pose relative to the
hole’s reference frame. Two points and three planes are asso-
ciated with the hole direction and the flange pose, respectively.
Then, the proposed feature-based VS generates the robot’s
corrections required to drive to zero the distance between the
two points and the three plains, aligning the robot’s flange
with the hole. The Jacobian used to calculate the robot’s
corrections is computed directly from pose measurements,
then, the proposed method does not present the difficulties
of classical VS to compute the Jacobian in practice [14],



[15]. Furthermore, the featured-based VS design provides
robot’s corrections that fit the robot task space velocity limits.
Experimental results showing the utility of the proposed VS
method are presented.

The structure of the paper is the following. Section II
presents the details of the VS based on distances between
points and planes. Section III presents the description of the
task and the details of the VS implementation. The experimen-
tal results, discussion, and conclusions are shown in Sections
IV, V, and VI, respectively.

II. FEATURE-BASED VISUAL SERVOING

The main goal of this VS method is to align a peg center line
to the center line of a hole at a desired level from the top plane
of the hole surroundings. The representation and minimization
of distances between 3D lines, and even between 3D points
and lines, results in non-linear models. A linear model and
better correspondence can be attained by representing one of
the 3D lines with two perpendicular planes. Then, one center
line is a 3D line defined by the intersection of two planes, and
the other is represented by two 3D points forming a 3D line
[16]. Then, when aligning the flange with the hole, we end up
minimizing distances between 3D points and 3D planes.

The three planes are choosen to be on the YZ-plane, XZ-
plane, and XY-plane of the hose/flange’s reference frame since
planes YZ and XZ form the flange center line and the plane
XY is used to define the distance between the flange and the
hole, see Fig. 1.

The two points are put on the hole center line. One point
represents the hole’s location, and the second point defines the
hole’s direction, see p̄1 and p̄2 in Fig. 1.
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Fig. 1. Distance from two points to three planes

The error to be minimized is composed of the distances
from a point pi to a plane Nj ,

ei,j = n̄j · p̄i

where n̄j is an unitary vector normal to the plain Nj , and p̄i =
(pix , piy , piz ) is the point of interest. In this case, there are 3
planes and two points, then the indexes are i = 1, 2, and j =
1, 2, 3. Here and along the paper, we are considering N1, N2,
and N3 are YZ-plane, XZ-plane, and XY-plane, respectively.
The point p̄1 represents the hole’s location and p̄2 is defined
by the sum of p1 plus a unitary vector (n̄hdir

) in the direction
of the hole’s center line i.e. p̄2 = p̄1 + cn̄hdir

, where c > 0.
For example, the error of p̄1 with respect to plane N1 is e1,1 =
n̄1 · p̄1.

Considering the vector of parameters x̄ = [x y z b c], where
(x, y, z) and (b, c) are the translations and Euler angles of
the flange/hose, respectively. Note that the vector x̄ does not
include the angle a associated with rotation around z-axis since
the rotation around z does not provide information on the
alignment of the flange with the hole.

The increments of the flange/hose ∆x̄ =
[∆x ∆y ∆z ∆b ∆c] can be computed via the next
equation [17],

∆x̄ = J−1ē (1)

where ē = [e1,1 e1,2 e2,1 e2,2 e1,3] is a column vector
composed with the combinations of ei,j , and the Jacobian J
is defined as,
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and for the other errors,
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Then, the total Jacobian J is
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The corrections defined in equation (1) can be scaled using

a constant β. Then, equation (1) can be rewritten as

∆x̄ = βJ−1ē (3)

where β > 0 has to be adequately selected to match the size
of the corrections with the robot’s velocities.

A. Design of β
Define vmax and wmax as the maximum translational and

rotational velocity of the robot’s flange.
The maximum translational increment can be computed

from vmax as,
∆x̄tmax = vmaxτ (4)

where τ is the sampling time, and the total translational
increment can be obtained from,

∆x̄tT =
√
∆x2 +∆y2 +∆z2, (5)

A constant βp associated with the vector of translational
corrections [∆x ∆y ∆z] can be computed as follows{

βp = β
′

p∆x̄tT if βp < ∆x̄tmax

βp = ∆x̄tmax
if βp ≥ ∆x̄tmax

(6)

where β
′

p > 0. Then, the corrections satisfying the translational
velocity limits can be computed as follows∆xrobot

∆yrobot
∆zrobot

 =


βp
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βp
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 (7)

For the rotational velocity limits, the maximum rotational
increment is

∆x̄wmax = wmaxτ (8)

where τ is the sampling time, and assuming small rotation
increments the total rotational increment is

∆x̄rT =
√
∆b2 +∆c2, (9)

Using a constant βr for rotational corrections [∆b ∆c], βr

is computed as follows{
βr = β

′

r∆x̄rT if βr < ∆x̄rmax

βr = ∆x̄rmax if βr ≥ ∆x̄rmax

(10)

where β
′

r > 0. The corrections satisfying the rotational
velocity limits can be computed as follows[

∆brobot
∆crobot

]
=

[
βr

∆x̄rT
∆b

βr

∆x̄rT
∆c

]
(11)

Then, the corrections to be sent to the
robot satisfying the provided velocity limits are
[∆xrobot ∆yrobot ∆zrobot ∆brobot ∆crobot].

III. FEATURES-BASED VS IMPLEMENTATION

Consider a robot arm with a 3D camera mounted on its
end-effector. A hole (object) is located inside the robot’s task-
space and the visible range of the camera, see Fig. 2. We
are assuming the camera is calibrated. The main task is to
move the robot’s end-effector close to the hole and to align the
flange with the hole’s direction i.e. to drive the camera/flange
reference frame Oc/Of to the desired reference frame Od.

Camera 
detached

Fig. 2. Description of the task, and reference frames for an eye-in-hand
camera approach

For implementing the feature-based VS, the first step is to
identify/localize the object(hole), and the second step is to
design the control input that drives the robot’s end-effector to
the desired pose. The next subsection contains the details of
the implementation and the object localization method.

A. Features-based VS implementation

Fig. 3 presents the block diagram of the proposed featured-
based VS implementation. The model of the robot is KUKA
KR120 R2500, and the camera is an Intel® RealSense D435
depth camera with a range from 0.3 to 3 meters.

The block named MachineVision Software processes the
point-cloud from the camera, and provides the position and
orientation of camera’s reference frame (Oc) relative to the
hole’s reference frame (Oh). This block contains a localization
method developed by our research group, see [18] for more
details.

The block PLC is a programmable logic controller model
Beckhoff’s CX5020. The PLC receives the position and ori-
entation of the camera, and the feature’s error is computed
by comparing the measured camera pose with the desired
camera/flange pose. Then, the error is used to compute
the control input, i.e. translation and rotational corrections
(∆x,∆y,∆z,∆b,∆c), to be sent to the robot. Note that the
desired camera/flange pose is defined by the position and
orientation values that align the camera/flange with the hole.

B. Object localization and scanning

Before running the VS for the first time, the area around the
hole is scanned to find the best camera angles and distances
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Fig. 3. Block diagram of the Feature-based VS

for hole’s identification. Once, these best angles and distances
are found, they can be used to run the VS for other holes.

Fig. 4 shows the parameters involved during the scanning.
The parameter d represents the distance from the camera to
the hole along axis zh, the parameter l defines the movement
along axis xh, and the angles θ and ϕ represent the rotation
of the camera along its y-axis and x-axis, respectively.

Camera

Fig. 4. Parameters used to scan the area around the hole

The scanning consists on variations of the distances d and
l, and angles θ and ϕ. For example, assume the camera is
located at the distances d0 and l0, and three angle values
will be tested i.e. θ0,1,2 and ϕ0,1,2. Then, there will be nine
different view points at (d0, l0) coming from the combina-
tions (θ0, ϕ0), (θ0, ϕ1), (θ0, ϕ2), (θ1, ϕ0), (θ1, ϕ1), (θ1, ϕ2),
(θ2, ϕ0), (θ2, ϕ1), and (θ2, ϕ2). The next set of viewpoints will
come when distance d0(or l0) changes to a new one d1(or l1).
Therefore, a set of viewpoints will be tested at every camera
location (dj , li), where i and j define the number of distances
to be considered. If more data is required, the number of
distances and angle points can be increased.

1) Example of scanning: Using the robot and the camera
presented in Fig. 3, The scanning is executed with the next

parameters:
• dmin = 30 [cm], dmax = 120 [cm], dstep = 30 [cm]
• xmin = 0 [cm], xmax = 45 [cm], xstep = 15 [cm]
• ϕmin = −10◦, ϕmax = 10◦, ϕstep = 10◦

• θmin = −10◦, θmax = 10◦, θstep = 10◦

Fig. 5 presents the camera viewpoints during the test. Every
point corresponds to a different viewpoint defined by the
distances d and l, and the combination of angles θ and ϕ. The
points marked with a star symbol (⋆) indicate the viewpoints
where the hole was found. From Fig. 5, one can conclude that
the appropriate camera views to identify the cylinder are the
ones with the parameters inside the next ranges: 30 < d < 120
[cm], −10 < θ < 10 [◦], and −10 < ϕ < 10 [◦]

Fig. 5. Data during scanning test: Green points indicate the hole was found

IV. EXPERIMENTAL RESULTS

Fig. 6 presents the experimental setup i.e. the robot, the
camera, and the hole. The camera used for the experiments
is the Intel RealSense D435 camera. The industrial robot is a
KUKA KR-120, and the object is a hole drilled in a styrofoam
wall.

The featured-based VS approach is implemented following
the block diagram of Fig. 3 with a sampling time of τ =
4 miliseconds. Considering a vmax = 50 [mm/s] and wmax =
40 [degrees/s], the values maximum corrections are ∆x̄pmax =
0.2[mm], and ∆x̄wmax

= 0.16[degrees]. The selected visual
servoing gains are β

′

p = 0.001, and β
′

r = 0.001.
The feature-based VS is tested considering the initial camera

pose x = 0.11, y = 0.005, z = 0.9 [m], and b = 8, c = 27
degrees relative to the hole frame. The desired pose for the
flange is xd = 0, yd = 0.15, zd = 0.6 [m], and b = 0, c = 0
degrees.1

Fig. 7 presents the distance errors ē of equation (3). Note
that the VS starts after four seconds. During the first four
seconds, the robot is at the initial conditions. Fig. 7 shows
that distance error ē is driven to zero in 20 seconds.

1A video of the test can be found in the next link Video-Test

https://drive.google.com/file/d/1l4IsQy1PeBBcyMTGd3UaQJXHeFQ_akZI/view?usp=sharing
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Fig. 7. Distance errors of the featured-based VS

Fig. 8 and 9 present the translations x, y, z and rotations
angles b, c of the camera during the test. From Fig. 8 and 9,
it can be seen that the desired position xd = 0, yd = 0.15,
zd = 0.6 [m], and the desired rotational angles b = 0, c = 0
are reached around 20 seconds. The rotation angle a is shown
in Fig. 9 but no correction is generated to this angle since it
does not provide information about the orientation of the hole.
From Fig. 8, note that the translation on z is approximately
linear from four to ten seconds. Namely, the displacement on
z is 0.3 [m] (from 0.9 to 0.6) in six (from 4 to 10) seconds
approximately. which is equivalent to 0.05 [m/second] and it
match with the maximum velocity of vmax = 50 [mm/s].

V. DISCUSSION

To the knowledge of the authors, a visual servoing based on
minimization of distances between 3D features has not been
presented before. The visual servoing presented in [13] used
2D features but the 3D case is not considered. 3D features
have been used for robot skills definition, robot calibration, and
target localization, see [13], [10], [11], [12] but not in visual

0 5 10 15 20 25 30 35 40 45 50
-0.1

0

0.1

X
 [m

]

0 5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

Y
 [m

]

0 5 10 15 20 25 30 35 40 45 50

Time [seconds]

0.6

0.65

0.7

Z
 [m

]

Fig. 8. Tranlations XYZ

0 5 10 15 20 25 30 35 40 45 50
0

20

40

A
 [d

eg
re

es
]

0 5 10 15 20 25 30 35 40 45 50

0

5

10

B
 [d

eg
re

es
]

0 5 10 15 20 25 30 35 40 45 50

Time [seconds]

0

10

20

C
[d

eg
re

es
]

Fig. 9. Rotation angles a,b,c: rotation a is only illustration, no use in the
control

servoing. The proposed feature-based VS uses a Jacobian
computed easily from measured poses, it does not present the
difficulties of classical VS to calculate the Jacobian in practice.
Limitations of the featured-based VS might appear when the
target object has complex geometry, making fitting 3D features
difficult. However, the target object can be analyzed using
points, edges, and surfaces in several industrial tasks, see [13].

Considering the implementation of the featured-based VS,
the scanning method presented in subsection III-B is useful
for determining the best camera pose to identify the hole.
The presented scanning procedure is a preliminary version.
In future work, we plan to execute the scanning defining the
percentage of identification success at every viewpoint.

The proposed featured-based visual servoing generates cor-
rections satisfying the maximum correction that preserves the
task-space velocity limits. Note that the velocity limits are con-
sidered indirectly via translational and rotational corrections.



Future research is planned to add velocity and acceleration
limits directly.

VI. CONCLUSIONS

This paper presents a feature-based visual servoing (VS)
that minimizes the distance between two points and three
plains. The presented VS is useful for applications that require
alignment of the robot’s flange with a hole. Furthermore, the
design of the features-based VS ensures that the corrections
to be sent to the robot do not surpass the robot’s task-space
velocity limits. The effectiveness of the proposed VS is tested
via real-world experiments. The task executed during the
experiments is to drive the robot’s flange to a desired pose
with respect to a hole, however, another task can be defined
and executed using the same approach.
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