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Abstract—The increasing amount of collected data has limited 

the performance of the current analyzing algorithms. Thus, 
developing new cost-effective algorithms in terms of complexity, 
scalability, and accuracy raised significant interests. In this paper, a 
modified effective k-means based algorithm is developed and 
experimented. The new algorithm aims to reduce the computational 
load without significantly affecting the quality of the clusterings. The 
algorithm uses the City Block distance and a new stop criterion to 
guarantee the convergence. Conducted experiments on a real data set 
show its high performance when compared with the original k-means 
version. 
 

Keywords—Pattern recognition, partitional clustering, K-means 
clustering, Manhattan distance, terrorism data analysis. 

I. INTRODUCTION 

N knowledge-discovery based systems [1], [2], the 
extensive collection of data from heterogeneous sources 

permits creating big data structures. Analyzing these forms of 
knowledge to extract initially hidden and undetectable patterns 
has raised significant interest in several fields including 
artificial intelligence, sentiment analysis and counter-
terrorism. However, the analyzing process suffers from a 
major constraint which is the increasing computational cost 
required especially when dealing with huge datasets. 
Meanwhile, this analysis task should not compromise the 
effectiveness of the approaches and the reliability of the final 
results. Clustering was presented as an interesting issue in this 
context. It permits identifying prominent patterns without any 
previous intelligence concerning the shape or the requirements 
of the process in an unsupervised way. This “blind” method of 
discovering the profiles makes the provided algorithms 
complex and complicated and requires more scalable 
techniques [3]. Besides, each clustering algorithm has its 
strengths and weaknesses, due to the complexity of 
information. Three main topics are addressed by the clustering 
process: the Similarity measure, the Clustering process and 
Cluster validation. The k-means is a well-known clustering 
algorithm proposed for quantitative datasets. Although it is 
characterized by its simplicity and fast convergence, it is 
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unable to deal rapidly with massive datasets leading to an 
expensive computational cost.  

In this paper, an enhanced k-means approach was 
experimented. The objective is to reduce the computational 
time required without affecting the effectiveness of the 
algorithm. In the new algorithm, the Euclidean distance is 
replaced by the Manhattan metric to evaluate the similarity 
between the observations of the dataset, and the stop criterion 
based on comparing the centroids between two consecutive 
iterations is modified to consider the cardinality of each 
constituted cluster instead. Conducted experimental results 
show that the new approach has significantly superior 
performance than the direct k-means in major cases.  

The second section of this paper presents previous works 
related to clustering using k-means. The third section details 
the proposed approach. In Section IV, we introduce the 
experimental datasets, in Section V the results are detailed, 
and the last part is devoted to the conclusion. 

II. CLUSTERING APPROACHES IN DATA MINING 

The major task executed by a clustering process aims to 
divide a data set ࣞ	into K non-empty disjoint subsets ࣝ௜ where 
ࣞ ൌ ⋃ ࣝ௜

௄
௜ୀଵ ൌ ሼࣝଵ, ࣝଶ, … , ࣝ௄ሽ. Initially, K elements of ࣞ are 

selected as the K initial centroids of the clusters. The distance 
is then measured between each centroid ݁ܥ ௝݊  and each 
remaining observation of ࣞ that will be then assigned to the 
closest cluster. The purpose is to minimize a cost function 
defined by (1): 
 

࣠ ൌ ∑ ∑ ฮ݆ܾ݋௜ െ ݁ܥ ௝݊ฮ
௄
௝ୀଵ

ே
௜ୀଵ                     (1) 

 
݁ܥ ௝݊  is the centroid of the jth cluster, ܾ݋ ௜݆  is the ith object 
selected from ࣞ , and ‖. ‖  is the distance metric. The main 
problems encountered in a clustering process are its 
dependency to the choice of the initial number of clusters K 
and the distance metric.  

In Partitional Clustering Algorithms, the initial dataset is 
divided into K distinct groups [4], [5] as described above, 
while in Hierarchical Clustering Algorithms a hierarchical set 
of clusters is created and the clusters are merged either in an 
agglomerative or divisive way. For agglomerative algorithms, 
each object ݆ܾ݋௜  of ࣞ forms an independent cluster and thus 
K=N. The obtained clusters are then merged iteratively until 
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reaching a stop criterion. CACTUS [6] and BIRCH [7] fall 
into this category. For divisive algorithms, all the objects of ࣞ 
form initially one cluster (K=1). As the clustering process is 
executed, the initial super cluster is divided into K sub-clusters 
according to some similarity criterion until reaching a stop 
condition.   

The similarity measure used in the k-means is the Euclidean 
metric derived from the Minkowski distance defined by (2) 
where (p=2).  
 

,௣ሺܺܦ ܻሻ ൌ ൫∑ หݔ௜,௞ െ ௝,௞หݕ
ௗ
௞ୀଵ ൯

భ
೛                               (2) 

 
Let us consider a d dimensional Euclidean space ࣬ௗ  and 

ࣞ ⊂ ࣬ௗ, a finite set of elements. Each element of ࣞ is a d-
dimensional object defined by d attributes ܺ ൌ ሺݔଵ, ,ଶݔ … ,  .ௗሻݔ
The Euclidean distance is defined as: 
 

ܵܫܦ ாܶ௨௖௟௜ௗ௘௔௡ሺܺ, ܻሻ ൌ 	ට∑ หݔ௜,௞ െ ௝,௞หௗݕ
௞ୀଵ               (3) 

 
The k-means clustering process is defined as follows:  
Input: a finite set ࣞ ⊂ ࣬ௗ with N elements; K clusters 
Output: K clusters ࣝ௄ ⊂ ࣬ௗ 
Goal:  minimize the following cost function: 

 
ܲሺܹ,ܳሻ ൌ ∑ ∑ ,௜,௟݀ሺܺ௜ݓ ܳ௟

ே
௜ୀଵ ሻ௄

௟ୀଵ                           (4) 
 
∑ ௜,௟ݓ
௄
௟ୀଵ  = 1 and ݓ௜,௟ ∈ ሼ0,1ሽ, 1 ൑ ݅ ൑ ܰ, 1 ൑ ݈ ൑ ܭ . ܹ  is a 

NxK partition matrix and ܳ ൌ ሼܳଵ, ܳଶ,… , ܳ௄ሽ  is a set of 
objects in the same object domain and d the squared Euclidean 
distance.  

In [8], the authors present a detailed review of clustering 
techniques with more than 70 algorithms classified into 19 
categories. A detailed definition of each algorithm was 
provided as well as its procedures. The associated similarity 
measures used as distance metrics were also introduced, and 
different evaluation indicators were cited. The essential and 
core idea of each commonly used clustering algorithm is then 
presented, and the advantages and disadvantages of each one 
are analyzed.  

K-means algorithm is sensitive to the choice of the initial 
centroids [9]-[11], and different primary inputs may lead to 
multiple clusterings. Reference [12] proposed an incremental 
algorithm to determine the number of the initial clusters K. In 
[13], a Min-Max k-means clustering algorithm is presented to 
permit a more precise selection of the initial starting 
conditions. The algorithm starts with a randomly picked set of 
centroids and tries to minimize the maximum intra-cluster 
error. It has shown high efficiency even in intrusion detection 
systems [14]. In [15], the same research topic is also explored. 
The approach evaluates the distances between every pair of 
data points and finds out those which are similar. Finally, the 
initial centroids are constructed according to these found data-
points. In [16], the authors proposed the global k-means to 
eliminate the singleton clusters generated during the clustering 
process, and they applied the Min-Max k-means clustering 
error method to global k-means to overcome the effect of bad 

initialization. The method is independent of any starting 
conditions and compares favorably to the k-means and the 
Min-Max k-means with multiple random restarts.  

III. MODIFIED K-MEANS PARTITIONAL ALGORITHM 
The new algorithm uses the City Block distance and a new 

stop criterion. In k-means, the process ends when the centroids 
computed in the (i+1)th and the ith iterations are equal, which 
is not adapted for the City Block distance since all the 
observations will be included in one cluster. The new stop 
criterion considers convergence when the cardinality of a 
cluster is equal to N. The retained effective final clustering 
result will correspond to the one obtained during the previous 
iteration. Besides, we propose to apply the approach for mixed 
datasets (qualitative and quantitative) which represents in its 
self an innovation since the original k-means is not adapted for 
this category. The qualitative data will be converted into 
numeric values using their relative frequency [17] to remove 
the numeric-only limitation of the k-means. The modified 
approach will be applied to the multidimensional context 
where each element of the dataset is described by N elements 
with d attributes. 

In order to enhance the computational complexity of the 
original k-means, we replaced the Euclidean metric by the 
Manhattan distance defined as: 
 

ܵܫܦ ெܶ௔௡௛௔௧௧௔௡ሺܺ, ܻሻ ൌ ∑ หݔ௜,௞ െ ௜,௞หݕ
ௗ
௞ୀଵ             (5) 

 
The minimized cost function when using the City Block 

metric will be as: 
 

௜,ଵஸ௜ஸ௄൯ܥ൫ݐݏ݋ܿ ൌ 	minࣝభ,…,಼ࣝ ∑ ∑ ฮܾ݋ ௜݆ െ ݁ܥ ௝݊ฮ௜∈ࣝೕ
௄
௝ୀଵ 	ൌ

	∑ min௝ୀଵ…௄ห݆ܾ݋௜ െ ݁ܥ ௝݊ห
௡
௜ୀଵ                           (6) 

 
di is the ith object in ࣞ, ܥ௝ is the centroid of the jth cluster. 

The relative frequency of the kth category Ck,j in attribute ܯ௝ 
is defined as:  
 

௥݂ሺܯ௜ ൌ ௞;௝/ࣞሻܥ ൌ
௡಴ೖ,ೕ
ே

                                (7) 
 
where	݊஼ೖ,ೕ is the number of occurrences of category Ck,j. The 

following Table I represents the proposed algorithm: 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
In the experiments, several datasets are considered with 

various cardinalities so to better test the scalability of the 
proposed approach. The datasets correspond to the terrorist 
attacks that occurred in four North African countries: 
ALGERIA (2704 attacks), EGYPT (1218 attacks), LYBIA 
(1098 attacks) and TUNISIA (75 attacks). These datasets are 
extracted from the Global Terrorism Database (GTD) [18]-
[21]. Each dataset is described by 11 mixed attributes: five 
qualitative (city, type, target, group, sub_type) and six 
quantitative (year, month, day, success, nb_kills, nb_wounds).  

In this section, a performance study is conducted to evaluate 
the approach and compare it with the k-means in terms of 
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effectiveness and computational costs. The algorithm was 
coded using JAVA on an Intel Core i3-2.1 GHz machine with 
a 4GB RAM running on Windows 7 operating system. All the 
figures presented in this paper are generated using MATLAB. 
 

TABLE I 
PROPOSED NEW CLUSTERING ALGORITHM BASED K-MEANS 

Inputs: 
ࣞ ={݅݊݀ଵ, ݅݊݀ଶ, … , ݅݊݀ே} ⊆	࣬ே

ௗ  a set of N individuals; 
K (≪ ܰሻ 	∈ 	ࣨ desired clusters;  

ु : ࣬ே
ௗ 	x	࣬ே

ௗ  → ࣬ the Manhattan distance; 
Outputs:  

a set of K clusters  ࣝ௜,ଵஸ௜ஸ௄ ൌ{ࣝଵ, ࣝଶ, … , ࣝ௄} 
Data Transformation (qualitative → quantitative) 

FOR each categorical attribute ܯ௝ DO 
Compute ௥݂ of the kth category Ck,j in ܯ௝ 

௥݂ሺܯ௜ ൌ ௞;௝/ࣞሻܥ ൌ
݊஼ೖ,ೕ
ܰ

 
 

STEP 1: Randomly select K initial centroids (objects) 
from ࣞ	for the clusters; 

ܿ݁݊ଵ
ሺଵሻ, ܿ݁݊ଶ

ሺଵሻ, … , ܿ݁݊௄
ሺଵሻ 

WHILE (หࣝ௜,ଵஸ௜ஸ௄
ሺ௧ሻ ห ് ܰ) DO 

STEP 2: FOR each cluster ࣝ௜	 ∈ ࣝ	DO 
FOR each individual ݅݊ ௝݀,ଵஸ௝ஸே ∈ 	ࣞ DO 

Compute ुሺ݅݊݀௝, ܿ݁݊௜	ሻ 
Assign each ݅݊ ௝݀  to the nearest ܿ݁݊௜	 

ࣝ௜
ሺ௧ሻ ൌ ൛݅݊ ௝݀:݉݅݊ฮुሺ݅݊݀௝, ݉௜

ሺ௧ሻሻฮൟ 
Re-compute new cluster centroid using the means; 

ܿ݁݊௜
ሺ௧ାଵሻ ൌ

ଵ

ቚࣝ೔
ሺ೟ሻቚ
∑ ݅݊ ௝݀௜௡ௗೕ∈ࣝ೔

ሺ೟ሻ   

A. Computational Costs Required (CCR). 

In the following figures, the computational cost required by 
the new algorithm to discover the clusters is experimented 
according to various values of K. This parameter is necessary 
to identify the fastest algorithm which is very desirable in 
main Data Mining applications that deal with huge datasets. 
The computational time is evaluated according to two 
variables: the number of observations N of each dataset and 
the number of cluster K. For each conducted experiment, we 
considered the same initial centroids between the two 
approaches, so it is possible to eliminate the influence of that 
starting condition on the final results. 

According to the previous results, the new experimented 
algorithm requires lower computational cost than the k-means 
for all the experiments executed. The difference between the 
two approaches is significant especially for high values of K. 
This highlights the importance of the new proposed algorithm 
in enhancing the capabilities of the original k-means 
algorithm. In the second part of the experiments, the number 
of runs before convergence for the two algorithms was also 
tested, and the corresponding results are provided in Table II: 
 

TABLE II 
NUMBER OF TERMS REQUIRED BEFORE CONVERGENCE 

Algorithm D1 D2 D3 D 4 

k-means 6-14 5-13 7-32 7-18

Proposed approach 2 

 

 

Fig. 1 Computational cost required to identify the K clusters of the dataset ALGERIA 
 

 

Fig. 2 Computational cost required to identify the K clusters of the dataset EGYPT 
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Fig. 3 Computational cost required to identify the K clusters of the dataset LYBIA 
 

 

Fig. 4 Computational cost required to identify the K clusters of the dataset TUNISIA 
 

According to the results, it is obvious that the original k-
means requires higher iterations to converge than the new 
approach. This parameter is equal to 2, which makes it even 
more robust and scalable.  

B. Accuracy Performance Evaluation. 

Cluster validation evaluates the results using specific 
measures [22]. An external criterion called the accuracy or 
purity is used to quantify the similarity between the 
clusterings. A higher accuracy corresponds to better 
clustering. The accuracy is defined for a clustering ࣝ௜  and j 
classes Cj as: 
 

ࣵ	൫ࣝ௜, ௝൯ܥ ൌ
ଵ

ே
∑ ௝หࣝ௜ݔܽ݉ ∩ ௝หܥ
௄
௜ୀଵ                            (8) 

 
Figs. 9-12 present the efficiency according to these 

experiments. 
Previous results show that the proposed approach provides 

better results than the k-means. Although, for some 
experiments, the values of the accuracy computed are almost 
identical, it is evident that, in the leading cases, the results 
favor the proposed approach when compared with the k-

means.  
The computed values of the accuracy presented in Figs. 5-8 

can be divided into three groups reported in Table III. 
Evaluating the number and average of cases corresponding to 
each group is an interesting issue in order to estimate the 
effectiveness of our contribution. 

 
TABLE III 

NUMBER OF CASES COMPARING CLUSTERINGS 

Comparing cases anew=ak-means anew>ak-means anew<ak-means

NB cases 12 55 9 

 15.79% 72.36% 11.84% 

 
TABLE IV 

AN AVERAGE OF NON-EMPTY CLUSTERS 

Dataset β EUC ≤ β MAN β EUC > β MAN NB_experiments 

ALGERIA 127 (79.37%) 33(20.62%) 160 

EGYPT 99 (76.74%) 30 (23.25%) 129 

LYBIA 95 (69.34%) 42 (30.66%) 137 

TUNISIA 45 (70.31%) 19 (29.68%) 64 

 
According to the results, 72.36% of the results correspond 

to good clustering (anew>ak-means). The case where anew=ak-means 
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can be considered as a good clustering since the new approach 
guarantees at least the same results than the k-means.  

The number of non-empty clusters β also experimented. In 
fact, better clustering corresponds to a reduced number of 

groups since the elements would be more compact and their 
distribution denser over the clusters. We computed this 
parameter for various values of K (2→20) and reported the 
results in Table IV. 

 

 

Fig. 5 Accuracy computed to identify the K clusters of the dataset ALGERIA 
 

 

Fig. 6 Accuracy computed to identify the K clusters of the dataset EGYPT 
 

 

Fig. 7 Accuracy computed to identify the K clusters of the dataset LYBIA 
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Fig. 8 Accuracy computed to identify the K clusters of the dataset TUNISIA 

 
According to Table IV, the proposed approach provides 

more impressive results when compared with the k-means 
since it arranges the observations in a lower number of 
clusters, and consequently better clustering results could be 
provided. 

V. CONCLUSION 
The k-means is an unsupervised well known the partitional 

algorithm used in clustering for pattern recognition. Great 
research on the technical issues to enhance the computational 
complexity and accuracy of the algorithm was developed. In 
this paper, a modified version of the original k-means is 
discussed. The proposed approach uses the City Block and a 
new stop criterion to identify most accurate clustering. 
Experiments were conducted to evaluate the performance and 
the accuracy of the new algorithm with various numbers of 
initial clusters K. Obtained results show that it is more 
efficient than the k-means and provides more scalable and 
robust results. 
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