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Abstract: This paper introduces the open-source English Language Learning Insight, 

Proficiency and Skills Evaluation (ELLIPSE) corpus, which comprises ~6,500 essays written by 

English Language Learners (ELLs). All essays were written during state-wide standardized 

annual testing in the United States. The essays were written on 29 different independent prompts. 

Individual difference information is made available for each essay including economic status, 

gender, grade level (8-12), and race/ethnicity. Each essay was scored by two trained human 

raters for English language proficiency including an overall score of English proficiency and 

analytic scores for cohesion, syntax, vocabulary, phraseology, grammar, and conventions. The 

paper provides reliability on the human judgments of proficiency reported for the corpus. The 
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ELLIPSE corpus addresses many of the concerns found in existing learner corpora including 

unique holistic and analytic scores for each ELL essay. The corpus also includes limited 

demographic and individual difference data for each ELL.  

Keywords: Corpus linguistics, English language learners, language proficiency 
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1. Introduction 

 

Measuring language proficiency in English language learners (ELL) is an important 

element of assessment that can provide teachers, administrators and learning systems with 

information that can inform pedagogical interventions, track development, and recommend 

learning materials to help ELLs develop language skills. There have been various approaches used 

to measure language proficiency in the past including the use of standardized assessments such as 

the reading sections in the Test of English as a Foreign Language (TOEFL; Chapelle, Enright, & 

Jamieson, 2008) or the International English Language Testing System (IELTS; O’Sullivan, 

2018), learner surveys of proficiency (Bailey & Kelly, 2010), and human ratings of proficiency 

(Cheng & Warren, 2005). More recently, researchers have begun to use corpora comprising user-

produced texts and natural language processing (NLP) approaches to automatically assess 

language proficiency (Lagakis & Demetriadis, 2021). Such approaches use NLP techniques to 

extract language features from texts that have scales or individual scores for language proficiency 

for the learners. Statistical or machine learning models are built to predict learner proficiency based 

on the language features within the texts. NLP approaches hold promise because the models 

developed can be scaled to larger populations, generalized across populations, and automatized so 

they can be incorporated into testing platforms that provide rapid assessments of language 

proficiency to ELLs. 

 One concern with current approaches to automatically assessing language proficiency 

using corpus and NLP approaches is that the large English corpora that are available for the tasks 

often lack unique language proficiency scores for individual students.1 Most of the large learning 

 
1 There are learner corpora available in languages other than English that contain unique proficiency scores for 

individual learners including MERLIN, which covers Czech, German, and Italian (Boyd et al., 2014). 
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corpora that are available provide proficiency information at a scalar level. As an example, texts 

within the EF-Cambridge Open Language Database (EFCAMDAT; Geertzen, Alexopoulou, & 

Korhonen, 2013), which is a large corpus of ELL writings collected by English First (EF), are 

scaled from 1-16 based on Englishtown Skill Levels and are generally further rescaled to the six 

levels that comprise the Common European Framework of Reference (CEFR, Council of Europe, 

2001, see also the Companion Volume to CEFR). Similarly, the International Corpus Network of 

Asian Learners of English (ICNALE; Ishikawa, 2013) contains ~10,000 speech and writing 

samples from ELLs in Asia. The corpus is scaled to four levels of the six levels found in the CEFR 

based on student-reported scores for high-stakes English tests and/or the results from a vocabulary 

size test (Laufer & Nation, 1999). Another example is the TOEFL11 corpus, which contains 

~12,000 essays written by TOEFL participants scaled for three levels of writing proficiency 

(beginning, intermediate and advanced; Blanchard et al., 2013).  

 A second concern with the available large learner corpora that include proficiency 

information is that the metrics of proficiency included are holistic and not analytic, meaning they 

provide an overall score for language proficiency but do not provide indicators of language 

proficiency on individual metrics like lexical, grammatical, or syntactic proficiency. As noted 

above, many of the large-scale ELL corpora available scale proficiency to the six CEFR levels. 

These levels are aggregated scores that combine individual language skills including 

understanding, summarization, coherence, fluency, and meaning into a holistic proficiency score 

(Figueras, 2012). Lastly, the TOEFL writing and speaking rubrics include aggregated proficiency 

scores that focus on the production of linguistic features including topic development, coherence, 

syntax, word choice, and grammar errors. 
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 A third concern with large learner corpora that include proficiency information is that they 

often do not provide demographic or individual difference measures. Researchers may want to co-

vary demographic variables such as race/ethnicity and/or gender and individual difference such as 

working memory, motivation, time learning a language, grade level and socio-economic status in 

some analyses to examine sub-populations and control for potential variance in language 

proficiency scores. There are exceptions, of course. For instance, the TOEFL 11 database includes 

gender and first language of writers while ICNALE provides information on the nationality of 

students along with their age, sex, and grade level. EFCAMDAT includes information about 

students’ nationality. 

 The purpose of this paper is to introduce the open-source English Language Learning 

Insight, Proficiency and Skills Evaluation (ELLIPSE) corpus as well as assess the reliability of the 

scores provided for each essay. The corpus comprises ~6,500 essays written by ELLs in an English 

as a Second Language (ESL setting). All essays were written during state-wide standardized 

annual testing in the United States. The essays were written on 29 different independent prompts 

that required no background knowledge on the part of the writer. Individual difference information 

is made available for each essay including economic status, gender, grade level (8-12), and 

race/ethnicity. Each essay was scored by two trained human raters for English language 

proficiency including an overall score of English proficiency and analytic scores for cohesion, 

syntax, vocabulary, phraseology, grammar, and conventions. The ELLIPSE corpus addresses 

many of the concerns found in existing learner corpora including unique holistic and analytic 

scores for each ELL essay. Additionally, the corpus includes limited demographic and individual 

difference data for each ELL.  
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1.2 Measuring proficiency 

 

The development of reliable measures of language proficiency for language learners has 

been an important and productive research area in language learning for decades. Early research 

defined language proficiency narrowly as competency in grammar and lexis (Chomsky, 1972). 

Other approaches included a student’s understanding of sociolinguistic knowledge and pragmatics 

(Widdowson, 1983) and communicative competence (Bachman & Palmer, 1996; Hymes, 1972) in 

attempts to include concepts of strategic competence along with linguistic knowledge. 

Previous research has also focused on measuring language proficiency using linguistic 

features produced by learners related to complexity, accuracy, and fluency (CAF) measures 

(Larsen-Freeman, 1978). CAF measures generally ignore pragmatic and communicative contexts. 

For instance, Larsen-Freeman suggested the construction of a ‘yardstick of development’, which 

would be an independent measure from which the language development of English as a Second 

Language (ESL) students could be tracked. Her work indicated that students with more advanced 

proficiency tended to produce more words per T-unit (i.e., the smallest unit of language which can 

be bounded with punctuation). Since her work, CAF measures have been investigated in detail in 

a number of theoretical and data-driven studies. From a theoretical perspective, CAF dimensions 

incorporate important elements of L2 knowledge and proficiency that underlie production 

(Granena, 2019; Housen & Kuiken, 2009; Housen, Kuiken, & Vedder, 2012) and their use in 

investigating language learner performance has become common (Ortega, 2012). Models of 

second language (L2) development often include CAF as principal dimensions of proficiency 

(Skehan, 1989) with complexity defined as the use of elaborate and varied language (Ellis, 2003), 

accuracy as error free language (Housen & Kuiken, 2009), and fluency as a measure of language 

https://www.zotero.org/google-docs/?GZAxiT
https://www.zotero.org/google-docs/?sfjXub
https://www.zotero.org/google-docs/?sixeNZ
https://www.zotero.org/google-docs/?orkVqT
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produced without hesitation, pausing, or reformulation (Ellis, 2003). Complexity and accuracy are 

generally considered to represent productive L2 knowledge from a linguistic perspective, which is 

the focus of the ELLIPSE corpus, while fluency represents control of that knowledge (Housen & 

Kuiken, 2009). 

A number of approaches have been used to measure language proficiency in terms of 

complexity and accuracy. These range from standardized test items that measure knowledge at the 

lexical, syntactic, and grammatical levels, the use of scoring rubrics to harness human judgments 

of proficiency, and corpus analyses using NLP techniques. Historically, the most common 

approach to assessing language proficiency has been through standardized tests based on close-

ended assessment like multiple-choice questions. There are hundreds of examples of such tests 

from which to choose including the TOEFL (Blanchard et al., 2013), the vocabulary size test 

(Laufer & Nation, 1999), grammaticality judgment tasks (Ellis, 1991), and the American Council 

on the Teaching of Foreign Languages (ACTFL) reading proficiency test (Clifford & Cox, 2013; 

Lisken-Gasparro, 1984). One problem with close-ended assessment is that they are limited to the 

knowledge offered within the question and alternatives available in the answers. They do not let 

test-takers demonstrate knowledge beyond the questions (Foddy, 1993). 

 Open-ended responses do allow test-takers to produce knowledge in response to prompts 

that can go beyond the prompt. However, the assessment of open-ended responses generally 

requires human raters because they report the high internal consistency needed to ensure reliability 

in open-ended response scoring (Lumley, 2005). Expert raters have been used to assess the quality 

of language production in terms of writing proficiency (Crossley & McNamara, 2010), speaking 

proficiency (Lumley, 1998), lexical proficiency (Crossley, Salsbury, & McNamara , 2013), and 

overall language proficiency (Lim, 2011) with expert scores providing evidence to support 
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inferences about language ability (Kim, 2015). Rubrics that measure language proficiency are 

generally of two types – holistic rubrics which measure the quality of the language produced as a 

whole and analytic rubrics which divide language knowledge into a number of sub-domains 

(Weigle, 2004) like organization, vocabulary use, or content. Rubric-based approaches are most 

common in writing analytics in which both analytic and holistic measures have been found to be 

predictive of outcomes for students of all levels of competency (Wood & Schatschneider, 2021).  

 Open-ended assessments that rely on the production of language data by test-takers can 

lead to the development of large text corpora that can be computationally mined for patterns related 

to language learning. When these large corpora include human ratings of proficiency, then models 

of language proficiency based on linguistic information extracted from the texts can be derived. 

Such approaches rely on NLP techniques to calculate features of texts produced by test-takers at 

the lexical, grammatical, syntactic, cohesive, semantic, and discourse levels, among others. These 

features can then be used in statistical or machine learning models to predict the expert ratings 

assigned to each text so that proficiency level can be predicted and explained based on features 

that inform the models (e.g., higher proficiency ELLs produce more infrequent words). Such 

approaches have become commonplace with the release of large learner corpora such as 

EFCAMDAT, ICNALE, and the TOEFL11 and the NLP analyses of these corpora have been aided 

by the release of freely available and user-friendly NLP tools including Coh-Metrix (Graesser et 

al., 2004) and the Suite of Automatic Linguistic Analysis Tools (SALAT; Crossley et al., 2016, 

2017; Kyle et al., 2018, 2021; Kyle & Crossley, 2018). 

 

 

2. The ELLIPSE Corpus 

https://www.zotero.org/google-docs/?i1WrWa
https://www.zotero.org/google-docs/?Ymomzk
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This corpus report introduces the open-source English Language Learning Insight, 

Proficiency and Skills Evaluation (ELLIPSE) corpus, and its associated meta-data. This corpus 

report also provides reliability on the human judgments of proficiency reported for the corpus. 

 

2.1  Initial Corpus 

 

The initial essays selected to populate the ELLIPSE corpus came from a subsection of a 

larger corpus of essays collected from state-wide and national standardized testing in the United 

States (~600,000) used to assess writing skills at grade level. All essays were independent essays 

for which no background knowledge of the topic was required, and students were provided with 

no source texts. Writers were given between 25 and 30 minutes to write an essay on a computer. 

From this larger corpus, we selected essays that were labeled as written by ELLs as candidates for 

the ELLIPSE corpus. These labels were based on binary assignments provided by the states. We 

also selected essays that had corresponding demographic and individual difference measures for 

the ELLs and contained at least 75% correctly spelled words in English. The initial corpus 

comprised 8,890 essays written on 44 different prompts. 

 

2.2 Proficiency scoring 

 

A language proficiency rubric was developed to assign scores to each of the 8,890 essays 

in the initial ELLIPSE corpus. The rubric was based on a literature review of the components that 

comprise language proficiency and available language proficiency rubrics. In total, 18 published 
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articles were reviewed along with 38 rubrics. Feedback on the initial rubric developed was first 

given by a teacher advisory board that consisted of ten English teachers who taught ELLs. The 

rubric was next reviewed by a research advisory board consisting of experts in second language 

acquisition, English language learners, and composition. The rubric was modified to account for 

the feedback provided by the teacher and research advisory boards.  

 The final rubric comprises a single holistic score of overall language proficiency and six 

analytic scores related to specific features of language. These are cohesion, syntax, vocabulary, 

phraseology, grammar, and orthographic and punctuation conventions. The holistic score and the 

analytic scores are based on a 5-point Likert scale. A score of 5 relates to a “native-like facility” 

in English language proficiency while a score of 1 relates to limited ability in English language 

proficiency (see Figure 1 for the rubric). 

Figure 1. Scoring rubric used to rate essays in the ELLIPSE corpus 
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Each essay in the initial ELLIPSE corpus of 8,890 essays was scored by two trained raters 

at minimum. Twenty-six raters were recruited from a large research university in the Southeast of 

the United States. Of the 26 raters, 21 identified as female, 3 identified as male, and 2 identified 

as other. Seven of the raters were undergraduate students (seniors), 12 were masters’ students, two 

had completed a master’s degree, and five were PhD students. The majority of the raters were in 

an applied linguistics department (n = 24) and the remaining two were in an English department. 

All raters had experience teaching English as a second language. Most of the raters were between 
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the ages of 20-30 (n = 16). Half of the raters were white. The remaining raters were Asian (n = 4), 

black (n = 2), Hispanic (n = 5), or represented multiple ethnicities (n = 2).  

 Prior to rating, all raters took the Implicit Bias Module Series developed by the Kirwan 

Institute at The Ohio State University (https://kirwaninstitute.osu.edu/implicit-bias-training) to 

mitigate potentially harmful unconscious biases held by raters. The series covers a wide range of 

topics including the formation of implicit bias and feasible ways to prevent and intervene against 

the bias. The raters spent around 50 minutes on the online bias training along with additional time 

discussing and addressing how bias may appear during scoring. After the bias training, all raters 

were trained on similar writing samples not included in the initial ELLIPSE corpus. This training 

involved familiarity with the rubric scales, the wording within the rubric, group scoring of essays, 

and independent practice scoring. Once an acceptable Cohen’s Kappa was reached between raters 

(k = .60; Cohen, 1992), raters scored essays independently. Essays were assigned randomly to 

raters without any context (i.e., no background information was available to raters). All scoring 

was conducted using TagTog (https://www.tagtog.com), an online annotation and scoring system.  

Kappa values for pre-adjudicated ratings showed agreement that was not reliable at k = .60 

for the 8,890 essays (see Table 1). After rating, essays were adjudicated by raters if the reported 

difference between the two scores was greater than 1. Raters were asked to discuss any differences 

in ratings and make changes to their scores if needed. 

Table 1. Inter-rater reliability for ELL proficiency rubric  

Feature Cohen's Kappa 

Overall 0.599 

Cohesion 0.562 

Syntax 0.559 

Vocabulary 0.518 

Phraseology 0.561 

Grammar 0.593 

Conventions 0.580 
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After scoring, a Many-Facet Rasch Measurement (MFRM) analysis for the raters and texts 

was conducted to check additional aspects of reliability. We used Facets Version 3.83 (Linacre, 

2021) to compute the probability of receiving a particular score on a rating scale as a function of 

the abilities of the candidate (i.e., the language proficiency scores for each ELL writer), the severity 

of the rater, and the difficulty of the rated item (e.g., the rubric items). MFRM reports strata and 

reliability for each function. Strata can be interpreted as the number of distinct levels of ability (in 

the case of texts), severity (in the case of raters), and scale level (in the case of the holistic/analytic 

scores). The reliability estimates reported by MFRM are analogous to Cronbach’s alpha and report 

reliability of texts in terms of ability, raters in terms of difficulty, and scales in terms of levels.  

An MFRM analysis affords the removal of texts, raters, and scales that have extreme scores 

that do not allow for latent variables to be measured with precision. This is usually done with an 

infit measure that measures consistency among texts, raters, and scales. Infit statistics are 

information-weighted, inlier-pattern-sensitive, mean square fit statistic with expectation 1 and 

range 0 to infinity (Linacre, 2021). Scores higher than 1 may indicate unmodeled excessive 

variation (or noise) and scores lower than 1 may lack of independence in rating (or too little 

variation). In this study, acceptable infit scores were judged to be between .6 and 1.4 following 

guidance provided by McNamara, Knoch, & Fan (2019). This recommendation represents the 

Likert scales used in this study.  

The MFRM separated the essays into four levels of ability with a reliability of .94. Rater 

severity was separated into 13 levels with the most severe rater reporting severity of -1.21 and the 

most lenient rater reporting severity of 1.67. Reliability for rater severity was reported at .99. Infit 

for 25 out of 26 of the raters was between .6 and 1.4, which was acceptable. One rater reported an 



 14 

infit of 1.45, which was outside of acceptability. The MFRM analysis for the scales was acceptable 

showing a 100% reliability and separated scales into 14 levels. The most difficult scale was for 

syntax (3.04) while vocabulary reported the easiest scale (3.24). The separation among scales is 

high, but it is a function of the many data points for each rating category. 

In terms of essays, many essays showed high or low infit scores (i.e., below .6 or above 

1.4), indicating that the distance from the mean scores had 40% more variation than predicted and 

were thus not reliably scored. After two iterations of pruning unreliable texts, 2,408 essays were 

removed leading to a corpus of 6,482 essays. A final MFRM analyses on the 6,482 remaining 

essays showed that the essays were still divided into 4 levels of difficulty with a reliability of .94. 

Rater severity was still separated into 13 levels with a reliability of .99, but all raters reported 

acceptable infit on the sub-corpus. The MFRM analysis for the scales was acceptable showing a 

100% reliability and reported a separation statistic of 14. The most difficult scale was still syntax 

while vocabulary was still the easiest scale. 

 

2.2 Final ELLIPSE corpus 

 

The final ELLIPSE corpus comprises the 6,482 texts that showed strong reliability in the 

MFRM analysis. Sixty percent of the corpus was released on Kaggle in 2022, which is an online 

community in which data scientists can enter competitions to solve data problems. The data was 

part of a competition (https://www.kaggle.com/competitions/feedback-prize-english-language-

learning) to develop models to automatically assess language proficiency. The entire ELLIPSE 

dataset is available at https://github.com/scrosseye/ELLIPSE-Corpus. The dataset is stored in a 

dataframe that includes the ELL essays along with information about the essays including file 

https://www.kaggle.com/competitions/feedback-prize-english-language-learning
https://www.kaggle.com/competitions/feedback-prize-english-language-learning
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names, prompts, and simple descriptive data for each essay such as word count, sentence count, 

and paragraph count. The dataframe contains the average holistic and analytic scores from two 

raters for each essay along with demographic information about the writer including gender, 

race/ethnicity, grade level, and economic status. No information was available for learner 

background in terms of time in the United States and length of study. Descriptive statistics on the 

corpus are provided below. 

 

2.2.1 Text statistics 

In general, the texts in the final ELLIPSE corpus are normally distributed in terms of word 

count although a number of essays are longer than average (see Figure 2). The shortest essay 

contains 17 words while the longest essay contains 1,274 words. On average, the essays contain 

427.793 words (SD = 191.938). 

Figure 2. Word distribution for the ELLIPSE corpus 

 
 

 For prompts, the average number of essays per prompt is 147.318 (SD = 110.672). Distance 

Learning is the most addressed prompt (n = 489) while Summer Project is the least addressed 

prompt (n = 38). Prompt distributions for the ELLIPSE corpus are presented in Figure 3. 
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Figure 3. Prompt distribution for the ELLIPSE corpus 

 

2.2.2 Meta-data  

Fifty-six percent of the ELL students in the ELLIPSE corpus identified as male (n = 3,636) 

with the remaining identify as female on binary scale. In terms of race/ethnicity, 72% of the 

students were Hispanic (n = 4,625) followed by Asians (n = 792 or 12%), blacks (n = 515 or 8%), 

whites (n = 471 or 7%), and those identified as two or more races or American Indian/Alaskan 

Native (both under 1%). Among these students, 70% were economically disadvantaged (n = 

4,507). In addition, grade 11 students (average age ~ 16 years old) accounted for 35% of the 

population (n = 2, 280) followed by grade 12 (average age ~ 17 years old, n = 2,213 or 34%), grade 

8 (average age ~ 13 years old, n = 1,627 or 25%), grade 10 (average age ~ 15 years old, n = 330 

or 5%) and grade 9 (n = 32 or .5%). Thus, the ELLIPSE corpus represents a population rarely 

found second language studies because the participants are not students from North American 
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Universities (Plonsky, 2023). Rather, the participants are economically disadvantaged adolescents, 

many of whom likely come from central America (presuming the population sampled here follows 

the migration patterns found in the United States, U.S. Department of Education, 2017). 

 

2.2.3. Score distribution 

The holistic and analytic scores were normally distributed (see Figure 4). Scores by gender 

also demonstrated similar means across scales with few outliers (see Figure 5). Because of the 

sample size, t-test comparisons by gender across all scales were significant; however, all effect 

sizes, as measured by Cohen’s d, showed no meaningful effects (d < .20). Scores by race and 

ethnicity also showed similar means. Because of sample sizes, ANOVAs demonstrated significant 

differences by groups. However, effect sizes, as measured by partial eta squared, showed no 

meaningful effects (partial eta squared < .01, see Figure 6). Scores by socio-economic status also 

demonstrated similar means across scales. Like the previous analyses, t-tests reported significant 

differences because of sample size, but these differences were not meaningful (d < .20, see Figure 

7). Lastly, we examined score distributions by grade level. In general, similar mean scores were 

reported across grades for all scales. ANOVA results demonstrated significant differences for all 

scales, but this was a result of the sample size. A small effect size was reported for grammar (partial 

eta squared < .01) such that 8th graders reported higher grammar scores than 12th graders. No other 

meaningful effect sizes were reported (see Figure 8 for details). 

Figure 4. Score distributions by scale 
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Figure 5. Score distribution by gender and scale 

 

Figure 6. Score distribution by race/ethnicity and scale 
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Figure 7. Scores by economic status and scale 

 

Figure 8. Scores by grade level and scale 
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3.  Conclusion  

 

This paper introduces the English Language Learner Insight, Proficiency and Skills 

Evaluation (ELLIPSE) Corpus, a freely available corpus of ~6,500 ELL writing samples that have 

been scored for overall holistic language proficiency as well as analytic proficiency scores related 

to cohesion, syntax, vocabulary, phraseology, grammar, and conventions. In addition, the 

ELLIPSE corpus provides individual and demographic information for the ELL writers in the 

corpus including economic status, gender, grade level (8-12), and race/ethnicity. The corpus 

provides language proficiency scores for individual writers and was developed to advance research 

in corpus and NLP approaches to assess overall and more fine-grained features of proficiency.  

 Our assessments of reliability for the human scores of both the holistic and analytic ratings 

demonstrated lower than expected reliability for the initial corpus (N = ~8,000 essays) with all 

scales showing a Kappa value < .60. A Many-Facet Rasch Measurement (MFRM) analysis for the 

raters and texts was conducted to assess the reliability of specific raters, texts, and/or scales. The 
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initial MFRM analysis for raters indicated strong reliability with one rater reporting a level of 

severity that was not acceptable. The MFRM analysis indicated that all rating scales showed strong 

reliability. However, the MFRM analysis for the texts indicated that ~2,500 texts could not be 

reliably rated. These texts were removed creating a final ELLIPSE corpus of 6,482 essays. MFRM 

analysis of these essays indicated strong reliability in terms of raters, texts, and scales.  

The ELL students in the final corpus represented a greater proportion of male versus female 

students (56% to 44%). The majority of these students were Hispanic and ~70% of the students 

were in the 11th or 12th grade with remainder from grades 8, 9, and 10. Around 70% of the students 

were economically disadvantaged. The scores for the essays were normally distributed and showed 

no meaningful effect sizes in terms of gender, race/ethnicity, and socio-economic status. There 

was a small effect size reported for grammar across grade level, but no other differences were 

reported for human scores by grade level. 

 There are a few limitations to the ELLIPSE corpus that are mostly a result of convenience 

and stratified sampling used to ensure a representative sample of students in terms of demographics 

and individual difference measures. The stratification process was difficult because ELL students 

in the United States are more likely Hispanic and from lower economic status (U.S. Department 

of Education, 2017), as seen in the population sampled. Another limitation in the ELLIPSE corpus 

is grade level representation, which is not evenly distributed across the corpus. In addition, the 

ELLIPSE corpus does not have an even prompt distribution with an upper-level count of 489 

observations for the distance learning prompt and a lower-level count of 38 for the summer projects 

prompt. Additionally, the human scores indicated that students from lower grade levels received 

higher grammar scores. This may reflect random variance in the data, but this is unlikely given 

that similar scores from overall, syntactic, and phraseological proficiency (all of which likely 



 22 

overlap with grammar scores) did not show differences. A more likely explanation is that ELL 

students in later grades may have immigrated to the United States at later ages (i.e., higher age of 

arrival) when grammar acquisition becomes more difficult (Birdsong, 2005). 

 Limitations aside, the ELLIPSE corpus will advance a number of research threads in 

learner corpus applications. We envision the ELLIPSE corpus advancing studies that automatically 

model language proficiency and eventually leading to systems that can provide feedback to 

students, teachers, and administrators about language proficiency in the moment and about 

development over time, likely in an intelligent Computer Assisted Language Learning (CALL) 

system (Choi, 2016; Meurers et al., 2016). The demographic and individual differences data can 

provide opportunities to examine differences in language development that may be related to non-

cognitive factors and/or societal bias. The corpus also affords rich qualitative analyses of data in 

terms of language proficiency assessment. Lastly, the ELLIPSE corpus can be further annotated 

for aspects of writing related to pragmatics, discourse features, and rhetorical structures (among 

others) to examine more nuanced aspects of language proficiency not captured in the current 

annotation scheme. 
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