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1Introduction
Artificial intelligence- (AI) based decision support systems 
are widely employed in private companies, governmental 
institutions and other organizations. With the rising application 
of AI products in various fields and domains, the influence and 
impact of AI results increases and becomes a matter of public 
interest. Depending on the application field, this might impact 
the well-being of individuals and society as a whole. This is 
especially problematic in sensitive domains like criminal justice, 
employment, education or health, where it can lead to serious 
consequences such as being denied medical treatment or an 
educational scholarship. 

The AI incident database  is a collection of AI incidents listing 
over 2,636 incident reports so far (status as of May 2023), 
where many are related to fairness issues (e.g. #19, #74, #92, 
…, #375, #416). The most named companies are Facebook with 
48 incidents, Tesla with 36, and Google with 28. Examples of 
notable incidents: Google ads showed high-paid jobs to women 
and minority groups less often , Apple Card gave “females 
lower credit limits than equally qualified males” and commercial 
face recognition systems turned out to work very poorly for 
black-skinned women .

Even in domains that are at first glance categorized 
as non-critical, unfair bias might influence individuals, 
society and businesses in a substantial manner. From a 
business perspective, there are different levels of risks and 
consequences that need to be considered (Fancher et al.2021): 
missing out on opportunities, reputational damage and 
regulatory and compliance problems. An example of missing 

out on opportunities would be a recommender system whose 
suggestions only benefit a dominant user group. While the 
individuals of the dominant group would be satisfied with the 
system, the AI provider would probably lose all other groups 
from using their product. Reputational damage can occur in 
cases where sensitive societal problems are hit, for example, 
a face recognition software that was trained on data not 
representing the diversity of the real population and thus works 
well only for e.g. white people. This can raise public debate, 
resulting in a potentially strong negative reputation for the 
company. Finally, in applications that are regulated by anti-
discrimination law, such as the job market, unfair algorithms – 
such as a job recommender system that discriminates based  
on gender, age or race – can lead to legal problems,  
including fines and/or penalties.

In addition to existing legal regulations for non-discrimination 
in general, there is rapid development of regulation of AI 
in particular. The AI ACT is a legal proposal of the European 
Commission that guides the understanding of requirements 
towards lawful AI in the European market. This includes the 
formulation of fairness, diversity and non-discrimination in AI.

1 https://incidentdatabase.ai/ 
2 https://incidentdatabase.ai/cite/19/ 
3 https://incidentdatabase.ai/cite/92 
4 http://proceedings.mlr.press/v81/buolamwini18a.html?mod=article_inline
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Definition of terms
Bias is a term used in many contexts. In the context of 
fairness in AI it refers to outcomes that are of disproportionate 
advantage or disadvantage for a specific group of individuals, 
e.g.” Systematic discrimination combined with an unfair 
outcome is considered to result in bias.” (Bird et al. 2019). 
Accordingly, fairness is the absence of discriminatory bias.

People’s perception of fairness is generally highly  
context-dependent. It depends on a variety of factors such as  
socio-political views, personal preferences and the particular 
use case. This is also true for AI systems. Algorithmic fairness 
describes the absence of bias in AI decisions that would favor 
or disadvantage a person or group in a way that would be 
considered unfair in the context of the application  
(Ntoutsi et al., 2020).

One core aspect that makes the topic of bias and fairness in 
AI challenging is the fact that bias can be introduced in every 
phase of the AI life cycle (Baeza-Yates, 2018). In the following 
paragraph, we describe how bias might enter a system. 

In the design phase, human-made decisions may introduce 
bias in neglecting the interest of specific stakeholder groups,  
for instance in requirements engineering and task definition,  
by focusing the data collection on one-sided sample groups 
(e.g. image data is primarily available for white people) or 
historically primed datasets (e.g. there is a strong gender  
bias in labor market data). 

During the development phase, it is essential which model  
is selected, how weights are set and what features to focus on. 
The evaluation can reveal potential misconceptions, but since  
it is mainly done in-house, it can also verify them through a 
biased design. 

When the AI system is running (deployment phase), the 
bias may be introduced due to a specific ordering or visual 
presentation of the results, decisions made around how the 
system is monitored and through interaction data that enter the 
system and contribute to the learning of an evolving system.

Deploy Design

Develop

Data

Model 
monitoring

Data  
understanding
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AI life cycle adapted from Haakman et al. (2021)
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2Methods to address 
fairness issues in AI
“Unfair” algorithmic bias is a replication of human bias  
and can be introduced in all phases of the AI-life cycle i.e. 
design, development and deployment. In the mitigation of  
bias, we distinguish between pre-, in- and post-processing 
methods, which is again in accordance with the AI life cycle.  
Pre-processing techniques are methods that are applied in 
the design phase, e.g. during requirements engineering, 
data preparation and data selection. In-processing methods 
are mitigation strategies that are implemented as part of the 
algorithm design and development. Finally, post-processing 
methods are applied to mitigate unfair effects in the result set 
by the algorithms, e.g. by reranking them (Baeza-Yates, 2018).  

Metrics and methods to  
evaluate fairness
Fairness of AI can, in principle, be evaluated quantitatively. 
The challenge, however, is to find the right quantitative metric. 
Many different definitions of algorithmic fairness exist and, 
accordingly, many different quantitative metrics. Verma and 
Rubin (2018) give an overview of the 20 most prominent 
definitions. The highest-level separation between different 
fairness definitions is between individual fairness on the 
one hand and group fairness on the other hand. Individual 
fairness is hard to define in mathematical terms, therefore 
most metrics are related to group fairness. Here one can 
differentiate between three principal approaches, namely 
fairness in acceptance rates, fairness in error rates and fairness 
in outcome frequency (Barocas et al. 2019). In most settings, 
these definitions contradict each other – thus, it is usually not 
possible for an AI model to be fair in all three aspects. For a 
given application at hand, the appropriate metrics have to be 
selected. These metrics are then evaluated on the output of the 
AI model, and one can evaluate whether the model is fair with 
respect to the chosen definition of fairness.

Methods to ensure fairness in AI
A wide range of methods are available to make AI models fairer 
(Bellamy et al. 2019, Barocas et al. 2019). Since, as we saw 
above, there is not a single definition of fairness that is always 
appropriate, and thus, making AI models fair actually means 
making them fair with respect to a certain definition of fairness. 
This is often referred to as “bias mitigation techniques”. These 
techniques can be grouped into three categories, depending  
on which stage of the AI life cycle they intervene: 

• Data pre-processing  
• Adaption of the training algorithm (in-processing) 
• Post-processing of results

Each approach has its own pros and cons. Data pre-processing 
as well as post-processing of results works for all training 
algorithms, in contrast to the adaption of training algorithms  
(in-processing), which only works for specific algorithms/
models. All approaches have in common that they potentially 
negatively affect the accuracy of the models, but this is less  
an issue with methods that adapt the training algorithm  
(in-processing) than with the other two approaches. Finally,  
pre-processing techniques can solely ensure fairness in 
acceptance rates and not for other fairness definitions,  
and post-processing techniques typically are  
computationally expensive.

Fairness of AI can, in 
principle, be evaluated 
quantitatively. The 
challenge, however, is to 
find the right quantitative 
metric. 
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3Open issues and challenges
Driven by the scientific community, huge achievements 
have been made regarding understanding, measuring and 
mitigating different kinds of bias. The proposed methodologies 
promise to hold in specific contexts but might not generalize 
to other AI systems, as both the composition of AI systems 
and the perception/definition of fairness can vary greatly with 
the application setting. The proper selection and application 
of methods to ensure fairness still demands a high level of 
expertise in legal, ethical and technical perspectives. This  
causes a gap between the general availability of scientific 
methods and their application in more complex practical  
settings where challenges must be addressed in a flexible  
and continuous manner.

Aspects without a current solution are, amongst others:

• Assuring fairness when combining multiple AI components, 
e.g. when reusing AI tools/algorithms developed 
independently of a specific application, with limited access 
to source code, as well as data that is audited for one use 
case but might incline bias intolerable in another  
algorithm/context

• Assuring fairness in varying cultural/legal contexts 
(Srivastana et al., 2019). What is perceived as fair or unfair 
varies between different cultural and legal contexts, and it 
is thus unclear how one can assure the fairness of an AI 
application that is intended to be used in multiple contexts

• How to assess fairness in evolving (learning) AI systems. 
Some AI systems are constantly updated (in some cases 
with every single use). Monitoring of fairness in production 
is, in principle, possible (e.g. Vasudevan & Kenthapadi, 
2020). However, in a changing system, it is much more 
challenging to define in which situations fairness criteria are 
met or not because the performance of the algorithm may 
change over time (e.g. Lazer et al., 2014)

• How to apply/assess existing regulations, standards and 
ethical constraints in practice (Constanza-Chock et al., 
2022). For example, there is no standard to determine the 
adequate trade-off between different fairness metrics nor 
between fairness and accuracy
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Summary and outlook
AI applications can generate unfair outcomes that discriminate 
against groups or individuals. Research has provided a wide 
range of fairness definitions and accompanying quantitative 
metrics. These metrics can be used to measure fairness both 
in training data as well as in predictions of AI models. Which 
definition(s) of fairness is appropriate for an application needs to 
be decided for each application separately, taking into account 
the technical, cultural and legal settings. There are methods 
to enforce certain fairness requirements in an AI model (i.e. 
mitigation techniques), which can be implemented during the 
design, development or deployment of an AI system. Some 
international standards that discuss fairness and AI have been 
published, but several more are in development and soon to 
be presented. While independent auditing of fairness has been 
done before, there are no well-established auditing standards 
yet. From the research side, more work is needed on the 
robustness of evaluation metrics (e.g. the trade-off between 
individual and group fairness) and on the generalizability 
of different AI applications (e.g. ranking problems as in the 
case of recommender systems). From the standardization 
perspective, work on guidelines and tools is needed to allow 
the useful evaluation of AI fairness for a broader audience (e.g. 
policymakers or third-party users of AI libraries). Finally, from 
the policy-making side, regulations for the accountability of 
distributed AI systems and the bias-aware labeling of single  
AI components are still pending.
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