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=*» Young SME (inc. 2020) doing research in virtualization systems

[ | =*» |Involved in Research & Commercial projects
S
Qums =» Focus on systems software
NUBIS -*» Homogenize application deployment in heterogeneous infrastructure

=*» Optimize application execution

-» Bring cloud-native concepts to Edge / Far-Edge devices
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- Users:

=» write a function in a high-level language

-

pick the event to trigger the function

=*» The underlying framework handles:

-

Instance selection, deployment, scaling, fault
tolerance

=*» monitoring, logging, security patches
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Tom Kuchler, Michael Giardino, Timothy Roscoe, and Ana Klimovic. 202Function as a Function. In Proceedings of the 2023 ACM

Low end-to-end function execution latency:

- A function should complete with minimal overhead
compared to its execution on a dedicated, bare-metal server

High throughput per CAPEX:

=*» To maximize throughput per capital expenditure, FaaS
system software should serve a high rate of function
execution requests per server to maximize utilization.

Energy efﬁciency:

=» To minimize operational expenses — particularly energy
consumption — the FaaS system should minimize CPU
cycles for scheduling and executing functions.

Secure isolation:

=» FaaS system software must prevent untrusted user function
code from tampering with the infrastructure or accessing
the data or code of other functions.

Symposium on Cloud Computing (SoCC '23) Association for Computing Machinery, New York, NY, USA, 81-92.
https://doi.org/10.1145/3620678.3624648
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ABSTRACT

Function as a Service (FaaS) and the associated serverless
computing paradigm alleviates users from resource man-
agement and allows cloud platforms to optimize system in-
frastructure under the hood. Despite significant advances,
Faa$ infrastructure still leaves much room to improve per-
formance and resource efficiency. We argue that both higher
performance and resource efficiency are possible — while
maintaining secure isolation — if we are willing to revisit the
FaaS programming model and system software design. We
propose Dandelion, a clean-slate FaaS system that rethinks
the programming model by treating serverless functions as
pure functions, thereby explicitly separating computation
and I/O. This new programming model enables a lightweight
yet secure function execution system. It also makes func-
tions more amenable to hardware acceleration and enables
dataflow-aware function orchestration. Our initial prototype
of Dandelion achieves 45x lower tail latency for cold starts
compared to Firecracker. For 95% hot function invocations,
Dandelion achieves 5x higher peak throughput.
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Figure 1: Round-trip tail latency for te functi
ion with Fi ker, varying % hot requests. Red
dotted lines show local bare-metal function execution
latency (horizontal) and peak throughput (vertical).

1 INTRODUCTION
Serverless computing has the potential to become the dom-
inant paradigm of cloud computing [58, 15], making cloud
facilities easier to use and enabling cloud providers to more
transparently optimize performance and energy efficiency
of their infrastructure. With serverless, users develop ap-
plications as compositions of fine-grained functions, which
execute independently while having access to shared remote
storage. Users invoke functions on-demand and the cloud
platform dynamically allocates the necessary hardware re-
sources to execute them with an appealing pay-for-what-
you-use cost model

While this model holds promise, the system software in-
frastructure it uses is still rooted in the very different, more
traditional execution model of long-running processes or
virtual machines. Cloud providers typically provide func-
tion isolation by running them inside separate ‘lightweight’
VMs, which still incur significant startup times [62], context
switch overheads [66), and memory duplication [56). This
practice of bundling each function with its own OS leads to
a very general API, and the need to support this makes it
hard for cloud providers to efficiently use their resources to
run functions with low latency.
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Low end-to-end function execution latency:

- A function should complete with minimal overhead
compared to its execution on a dedicated, bare-metal server

Secure isolation:

=» FaaS system software must prevent untrusted user function
code from tampering with the infrastructure or accessing
the data or code of other functions.
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1 INTRODUCTION

Serverless computing has the potential to become the dom-
inant paradigm of cloud computing [58, 15], making cloud
facilities easier to use and enabling cloud providers to more
transparently optimize performance and energy efficiency
of their infrastructure. With serverless, users develop ap-
plications as compositions of fine-grained functions, which
execute independently while having access to shared remote
storage. Users invoke functions on-demand and the cloud
platform dynamically allocates the necessary hardware re-
sources to execute them with an appealing pay-for-what-
you-use cost model.

While this model holds promise, the system software in-
frastructure it uses is still rooted in the very different, more
traditional execution model of long-running processes or
virtual machines. Cloud providers typically provide func-
tion isolation by running them inside separate ‘lightweight’
VMs, which still incur significant startup times [62], context
switch overheads [66), and memory duplication [56]. This
practice of bundling each function with its own OS leads to
a very general API, and the need to support this makes it
hard for cloud providers to efficiently use their resources to
run functions with low latency.
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Concerns about the systems software stack:

e retrofits legacy infrastructure

e presents high overhead when managing short-lived tasks
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Concerns about the systems software stack:
e retrofits legacy infrastructure

e presents high overhead when managing short-lived tasks

kubernetes
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Concerns about the systems software stack:
e retrofits legacy infrastructure

e presents high overhead when managing short-lived tasks

=>» k8sisstill the dominant orchestration framework

=» knative is a k8s-native serverless framework

kubernetes
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Concerns about the systems software stack:

e retrofits legacy infrastructure

e presents high overhead when managing short-lived tasks

=>» k8sisstill the dominant orchestration framework

=» knative is a k8s-native serverless framework
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Concerns about the systems software stack:

e retrofits legacy infrastructure

e presents high overhead when managing short-lived tasks

=>» k8sisstill the dominant orchestration framework

=» knative is a k8s-native serverless framework

Let's try to optimize the parts of the stack we care about!

ALL MODERN DIGITAC
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A PROJECT SOME
RANDOM PERSON
IN NEBRASKA HAS
BEEN THANKLESSLY
MAINTAINING
SINCE 2003

-

https://xkecd.com/2347/
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Components:
e Activator
e Autoscaler
e Function Pods:
o queue-proxy

o user-container

n‘/\ NUBIS
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@@[ ingress controller =, (O

Clients
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Components:

e Activator

e Autoscaler

e Function Pods:;

O queue-proxy l'
. ingress controller =,

o user-container Clients

- Examine isolation issues

=» sandbox user code

"/\ NUBIS Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU 13

“mme



Components:

e Activator

e Autoscaler

e Function Pods:;

O queue-proxy l
. ingress controller =,

o user-container Clients

-» Examine isolation issues
=» sandbox user code
=*» Examine response latency issues

-» cold boot times
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kata-containers:

e CRI-compatible

e spawn a sandbox/ microvM

©)

O

O

O

e spawn all containers of a pod in the sandbox

Gvisor follows the same principle

n‘/\ NUBIS
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AWS Firecracker
QEMU
Cloud-hypervisor

Dragonball (runtime-rs)

image

containerd
client

service
runtime

service

oci-cni

:nntainerm

y

| containerd-shim

: % (pause ) [application |
3)

| £ cgroups

| kata ,

L\ containers w d Hcyggg Cgroups
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RuntimeClass option: |
L A itk :

v protect the rest of the @ g A A ." queue-proxy container
infrastructgre from kata - é.._‘_’..c_’..r.‘:‘.f"_‘f_r_‘f.r___.«—) = @ %'umeg::v Meic
User-SmeItted COde containers é & ) T

X the queue-proxy container is still e 2
exposed to user-submitted code : \ T
. _ <—>[mgress controller £ (O ]<—> =

X increased cold-boot overhead: Clients )

=*» spawn the microVvM
=» passthrough container rootfs

=» spawn the container
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RuntimeClass option: |
L A otk :

v protect the rest of the @ g ‘“ — -" queue-proxy container
infrastructgre from kata - g..f’..c.’..r.‘.f‘.?i.r.‘.?.r.__.z<—> = @ %'Interg::v Meic
User-Smeltted COde containers é @ ) T

X the queue-proxy container is still e S /]
exposed to user-submitted code ! ey ator
) _ <—>[ingress controller = @J<—> — 0 ............. s

X increased cold-boot overhead: Clients =

=*» spawn the microvM
=» passthrough container rootfs

=» spawn the container

What if we had a way to isolate the user-container from the rest of the stack
and

reduce cold-boot times...
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A unikernel is: ° k l
=» specialized U n I e rn e
=*» single address space
=*» Dbuilt using a LibOS

-» No kernel-/ user-space separation (no mode switches) 1 s

In other words;

=» Tailored for a single application

=» Contains the absolute minimum software components for
the application to run

OSVoD

",/_) NUBIS Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU 18



=» Considered a research-y concept

[ J
o "Unikernels are unfit for production” U n I ke rn e l

=» Lately, things are changing

=*> Many frameworks exist, tailored to specific use-cases

OSVoD

_ Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU
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Considered a research-y concept

[ J
o "Unikernels are unfit for production” U n I ke rn e l

Lately, things are changing

Many frameworks exist, tailored to specific use-cases

Unikernels are not containers

X can not use all the nifty container tools :(

Unikernels are not typical VMs

X can not integrate directly with sandboxed container 1

OSVoD

Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU 20

-
1~



=» OClis a well defined and widely used format for container

unikernel

v Unikernels should look like OCI images

=» Container runtimes drive application execution in modern
orchestration platforms

v Container runtimes should know how to execute
Unikernels

OSVoD

":} NUBIS Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU 21



=» OClis a well defined and widely used format for container

unikernel

v Unikernels should look like OCI images

=» Container runtimes drive application execution in modern
orchestration platforms

v Container runtimes should know how to execute
Unikernels

y
8
i

- (@) - -
i
=*» Build a unikernel-compatible container runtime! S

Q NUBIS Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU 22
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CRI-compatible runtime written in Go

Treats unikernels as processes -- directly manages applications
Unikernel images for urunc are OCI artifacts
urunc makes use of generic hypervisors to spawn unikernel VMs

Extensible, easy to add support for more unikernel frameworks & hypervisors

[ S’torage_ J
[ network ]

Z

[ urunc ]ﬁ [un?kon‘tainers ]ﬁ[ hypervisor ]

SN\
[ unikernel J [metadata]

Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU
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=» specialized image builder: bima

=> Containerfile-like syntax: 1 FRoM scratch

2
3 COPY httpreply_fc-aarch64 /unikernel/httpreply-unikraft w
4
5 LABEL "com.urunc.uni.binary"="/unikernel/httpreply—-unikraft" urunc

6 LABEL "com.urunc.uni.cmdline"="-c /etc/httpreply/config.toml"
7 LABEL "com.urunc.uni.unikernelType"="unikraft"
8 LABEL "com.urunc.uni.hypervisor"="firecracker"

The image includes:

->
->

f’—\) NUBIS

“mme

the unikernel binary

any extra files required (eg configuration, libraries)

urunc. json containing urunc-specific metadata
$ bima build -t image:tag .

standard tooling (e.g. skopeo, umoci, dive) and container image registry support
(e.g. dockerhub, harbor etc.).

Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU 24
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to deploy k8s pods, we need to handle
non-unikernel containers (e.g. pause,
sidecar containers)

urunc leverages runc to spawn generic
containers

urunc then spawns the unikernel container
inside the Pod netns

service
kKubelet
runtime

image

containerd
client

service

oci-cni

:nntainerm

v

containerd-shim

unikernel

container

[appllcatlon] (pause) Hl
2|
? |

Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU
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we build the user-code as a

unikernel

we package it using bima as an
OCI artifact

we create a Knative service using
urunc'S RuntimeClass

The user code is spawned as a unikernel:
-> hardware virtualization isolation

-> faster spawn times than a sandboxed container

unikernel

internal
static
pod

network

=

.......................... -—

ﬁ?ﬁ@( ingress controller

(il
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Bare-metal server:

Experiment setup:

> AMD EPYC 7520P (Rome, 32 cores) - Kperf

o Turbo Boost disabled
o CPU Frequency scaling disabled

-> 128GB RAM

Software stack:

Ubuntu 20.04

K8s v1.28.2

Knative v1.12
kata-containers v3.2.0
gvisor 20231113.0

urunc v0.2

R

(\ NUBIS
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=» Service: simple HTTP reply function

o Go for generic/sandboxed containers

o C for unikernels

[ample-tng:~ ananos$ curl https://hellocontainer.kubecon.nbfc.io
GET / HTTP/1.1 hellocontainer.kubecon.nbfc.io
X-Forwarded-Proto: http
X-Forwarded-Server: traefik-f4564c4f4—5gwkl
X-Request-Id: 0b48817d-cead-4141-83eb-6c3cb3a87bél
Accept-Encoding: gzlp

(ample-tng:~ ananos$ curl https://hellourunc.kubecon.nbfc.io i0)
GET / HTTP/1.1

Host: hellourunc.kubecon.nbfc.io

User—-Agent: curl/8.4.0

Accept: */*

Accept—-Encoding: gzip

Forwarded: for=192.168. 11.125; host=hellourunc. kubocon nbfc.io; protochttp form
.210.75.27

K—-Proxy—Roqulst ‘activator

x—Envoy—Intnrnll true

X—Forwlrdld—Fer 192.168.11. 125, 10.210.75.27, 1. 208. 174. 25&

X-Forwarded-Host: h-llourunc kubecon.nbfc.io

x—-Fomardnd—Port 80

X-Forwarded-Proto: http

X-Forwarded-Server: trnfik—fbﬁélocbfb—igwkl

X—Rul—Ip 192.168.11.125

x—Roqulat—Id cB4T2ff2-af7f-404f-bda3-10a7b9303aak

Forwarded: for=192.168.11.125;host=hellocontainer.kubecon.nbfc.io;proto-...

X-Forwarded-Host: hallocontnnor kubecon.nbfc.io
‘X-Forwarded—Port: 8@

X-Real-Ip: 192.168.11.125

‘User—Agent: curll! 6 .8

Accept: */*

:X—Envoy-lntnrnal trun

.:x—Fomrdld—For 192. 168.11.125, 10.218.75.27

Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU 27
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T =

Service response latency

v

Function cold start

[ knative-serving

k8s software stack

— —

P e R

~ function pod_ 1

queue-proxy i

Fri, Mar 22nd, 2024, Paris, KubeCon & CloudNativeCon EU

e I e — o — L S )

issue I 1 [ I [ I
| request ’: : : : : :
| | request | | | |
!  for service . ! . ! !
| === I ! | | |
| : : create deployment > | |
l =1 I and trigger l | :
| Sl I ! | create % I
} 2 : | " user-container ", :
I 8 I I | I create I
I S| 1 [ P
[ g I I [ [ queue-proxy |
| = : . issue request | : ’:
1 v . ' to function pod ! !
: | | | : | forward |
| | I | | I< request |
: : : : : " to user-container,
| | | | | | ssue
[ I I [ [ [ response [
: ] : | issue : :
| : : | response ! | |
1‘ issue I I [ I [ I
. response | : ' : : :
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Kperf using a single request trigger:

- [ Average
T Min-Max

i
(o

=*» measure "cold-boot" latency

=» kata & gvisor 2x generic & urunc

=» generic & urunc almost identical

Service Response Latency (s)

2 9 = =2 N I B
©O o O o o » o o
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Kperf using a single request trigger:

=*» 99th percentile (slowest response)

g
o

w
(=}

identical behaviour:

N
(&

=*» kata & gvisor 2x generic & urunc

N
o

=*» generic & urunc almost identical

-
(&)

P 3
o

Service Response Latency (s)

o
o

o
(=}

3.91 |

2258 2239 2297 29247 |

] I I I I i
90‘

] O (5 G
e o N S
@
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tweaked Kperf to map each request to a
distinct function:

=*» measure concurrent cold-boot
spawns & sustainable response times

similar behaviour

=» kata & gvisor 2x generic & urunc (up
to 125 instances)

=*» generic & urunc almost identical

Service Latency (s)

10 -mommmemmmmnmo oo

—&— generic —#— kata-rs

~—%¥— gvisor

—+— kata-clh

—&— kata-gemu = —*%— urunc
—»— kata-fc

—-

Ll 1 1 1 Ll 1 ! Ll ! 1

50 75 100 125 150 175 200 225 250 275 30

Number of Instances spawned
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=»> Build workflow

=» automate the process of
building unikernel & generic
functions just like container
Images

O

=*» cold-boot triggers & node overhead

=» capture memory overhead when
spawning 10s of functions on an
Edge device (eg NVIDIA Jetson)
using generic, sandboxed
container runtimes & urunc.

n‘/\ NUBIS
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github workflow

x86_64

aarch64

bima build

S -

L build application binary

build container

sign container

> egz;;ign

sign container

r
UAikraft----------=- > .,,)
build unikernel binary

build container

L build application binary

build container

sign container

> @ gg;ign

sign container

o
7

docker build

Clients

...............

L] ]
1+ build unikernel |
manifest

)

b s re

H ecosign
+  sign manifest
...............

Container
é E Registry

) L}
1 build application |
manifest

sssssss '
cosign |
1
! sign manifest !

...............

nnnnnnnnnnn

%a[ingmss controller £ ®]<—> =

Clients

Clients
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=» containers offer hassle-free development & execution in diverse

environments

=» orchestration platforms such as k8s are tightly coupled with the

container ecosystem

=» sandboxing containers to ensure isolation brings overhead, especially in
FaaS setups where short-lived tasks dominate

O30

-> unikernels reduce the attack surface & spawn times, but are not

cloud-native

=» urunc appears as the missing component, enabling the use of unikernels in
FaaS frameworks such as Knative

Check out the code on github:

Check out the evaluation blog post:

- https:/github.com/nubificus/urunc = https:/blog.cloudkernels.net/posts/knative-runtime-eval

= https:/github.com/nubificus/bima

- https://github.com/nubificus/unikernel-demo
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=» orchestration platforms such as k8s are tightly coupled with the
container ecosystem

sandboxing containers to ensure isolation brings overhead, especially in
FaaS setups where short-lived tasks dominate
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urunc appears as the missing component, enabling the use of unikernels in
FaaS frameworks such as Knative

Check out the code on github: Check out the evaluation blog post:

- https:/github.com/nubificus/urunc = https:/blog.cloudkernels.net/posts/knative-runtime-eval

= https:/github.com/nubificus/bima
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