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Numerical weather predications

Special thanks to Simon Lang



Half a century of success stories in numerical weather predictions



Adapted from Neumann, Dueben et al. Phil Trans A 2018

And there is more to come with km-scale simulations

Figure courtesy of Sam Hatfield



And there is more to come with km-scale simulations

HRES (9km) DestinE (4.4km)

DestinE (2.8km) Radar + gauges

Storm Alex 2020/10/01 24h TP
Simulated visible satellite image from IFS at 9 km

Observed visible satellite image from GOES at 0.5 km

Simulated visible satellite image from IFS at 4.4 km

Simulated visible satellite image from IFS at 2.9 km

SYNOP



But progress in km-scale modelling is tough…

Compute power?
9 km → 1 km → Factor 93 = 729 compute power

Waiting for Moore's law.
→ 29 = 512 → Let’s wait for 18 years?

Data and storage?
9km: 6,599,680 points x 137 levels x 10 variables
→ 9 billion points → > 0.5 TB

1.5km: 256,800,000 points x 137 levels x 10 variables
→ 352 billion points → > 20 TB

Uff…



Adapted from Neumann, Dueben et al. Phil Trans A 2018

But progress in km-scale modelling is tough…



ECMWF - DESTINATION EARTH

Limited versatility to access and interact with the data

Pre-defined configurations & simulation run times
(every 7 years for climate!)

Small-scall processes not represented

Limited resolutions Limited ways to change experiment design or output

Separation of earth system & impact 
sector models

Earth System 
models & observations

Impact sectors Users

Current Systems



ECMWF - DESTINATION EARTH

Earth System 
models & observations

Impact sectors
Co-design
with users

Interactivity

Data streaming and tailored data access 

High resolutions

High quality global information with local granularity

Bringing impact sector models WITHIN the same workflow

Continuous (e.g yearly for climate) production

Flexible on-demand production

DestinE builds Digital Twins of the Earth



What about the machine learning revolution?



Machine Learning – Why in Earth System modelling

Earth system science is difficult as the Earth 
system is huge, complex and chaotic, and as the 
resolution of our models is limited

However, we have a huge amount of observations 
and Earth system data

Ø There are many application areas for machine 
learning in Earth system science

Inputs Outputs
machine learning



Improve understanding
• Fuse information content from different datasources
• Unsupervised learning
• Causal discovery
• AI powered visualisation
• Uncertainty quantification
• …

Speed up simulations
• Emulate model components
• Port emulators to heterogeneous hardware
• Use reduced numerical precision and sparse machine learning
• Optimise HPC and data workflow
• Data compression
• …

Improve models
• Learn components from observations
• Correct biases
• Quality control of observations and observation operators
• Feature detection
• …

Link communities
• Health – e.g. for predictions of risks
• Energy – e.g. for local downscaling
• Transport – e.g. to combine weather and IoT data
• Pollution – e.g. to detect sources
• Extremes – e.g. to predict wild fires
• …

Explore the space of machine learning for weather and climate modelling

Weather and climate modelling centres mostly explore the “hybrid space” coupling machine learning to conventional models. 



Science example 1: Downscaling with Generative Adversarial Networks

Input: IFS Model Simulation fields on 
coarse (9 km) grid
Output: Precipitation observation on 
fine (1 km) grid 

Harris, McRae, Chantry, Dueben, Palmer JAMES 2022



Let’s use transformers in the ensemble dimension 
following the work of Tobias Finn
"Self-Attentive Ensemble Transformer: Representing Ensemble 
Interactions in Neural Networks for Earth System Models." arXiv 
preprint arXiv:2106.13924

Let’s test this for hindcast ensembles in a 
collaboration between Microsoft and ECMWF

Ben Bouallegue, Weyn, Clare, Dramsch, Dueben, Chantry arXiv 2023https://jalammar.github.io/illustrated-transformer/

Science example 2: Transformer networks for ensemble post-processing



In comparison to the ENS-10 benchmarks from https://arxiv.org/abs/2206.14786

Science example 2: Transformer networks for ensemble post-processing

Ben Bouallegue, Weyn, Clare, Dramsch, Dueben, Chantry arXiv 2023



Science example 3: Improve results via emulation
To represent 3D cloud effects for radiation (SPARTACUS) within simulations of the Integrated Forecast Model is 
four time slower than the standard radiation scheme (Tripleclouds)

Can we emulate the difference between Tripleclouds and SPARTACUS using neural networks?

Rel. Cost Tripleclouds SPARTACUS Neural Network Tripleclouds+Neural Network
1.0 4.4 0.003 1.003

Meyer, Hogan, Dueben, Mason JAMES 2022



• During data-assimilation the model trajectory is “synchronised” with observations 
• It is possible to learn model error when comparing the model with (trustworthy) observations
Approach: Learn model error from a direct comparison of the model trajectory and observations
Benefit: Correct for model error and understand model deficiencies
Question: What happens when the model is upgraded and the error pattern change?

Learn how to combine operational models and machine learning

Laloyaux, Kurth, Dueben, Hall JAMES 2022



Dude, when do you finally wake up and do machine learning for the full model?



NIVIDA’s Earth-2 is coming with FourCastNet

Can we replace conventional Earth System models by deep learning?



GraphCast from Google/Deepmind is beating conventional 
weather forecast model in deterministic scores.

But how do these models actually work?

They get the best results when using very large timesteps 
(6h vs. 600s) and a couple of the previous timesteps as input.

They are trained for a small Root Mean Square Error.
→ They smear out for large lead times.

Can they extrapolate? Learn uncertainty? Learn from 
observations? Fill the state vector? Learn all important 
processes?

 
Images from Keisler (2022)

Can we replace conventional Earth System models by deep learning?



     What results are showing: Time-series of day 6, RMSE over Europe
      

21

PanguWeather vs 
ECMWF

§ Results extremely 
close...          

§ ‘forecast busts’ at similar 
time

§ More ‘physical’ than one 
might think!

Figure from 
Zied Ben-Bouallegue
  

Same starting point....Similar results 



   What the forecasts are showing: Severe Cold / Sodankylä, Finland, 22 Feb 00UTC

22

Observation – green hourglass
IFS HRES – red dot
IFS ENS - blue
Pangu – cyan dot
FourCastNet – magenta dot
Climatology – red box plot

Figure from 
Zied Ben-Bouallegue

To explore the ability of data-driven 
models to capture extreme events we 
examine a case study from Finland 
from earlier this year, when -29C was 
observed.
We find that Pangu and FourCastNet 
recognised the severity of this event 
earlier, however all models 
underestimated the temperature 
significantly, to a similar degree.



https://www.ecmwf.int/en/about/media-centre/news/2023/how-ai-models-are-
transforming-weather-forecasting-showcase-data

Can we replace conventional Earth System models by deep learning?



How will ML for weather and climate evolve in a public/private partnership?



You want to learn more? – Have a look at our MOOC material
ECMWF Massive Open Online Course (MOOC) on Machine Learning in Weather & Climate:
https://lms.ecmwf.int/course/index.php?categoryid=1

40h of content, >9000 registered participants, 159 countries, 60 experts, 47 videos

https://lms.ecmwf.int/course/index.php?categoryid=1


What have we learned?

The quiet revolution (1980-2015):
• Investment into Earth system modelling and Earth system observations can make a huge 

difference.

The digital revolution (2015-today):
• Conventional models need to be made future proof via the use of new coding standards.
• Km-scale models are possible today and are starting to make a difference.

The machine learning revolution (2022-today):
• A PhD student can write a machine learning tool of 2,000 lines of Python code that can beat the 

best weather prediction model in the world based on hundreds of person years of work and 
1,000,000 lines of Fortran code.

• Data needs to be open and easy to use to make progress.



What machine learned models can and cannot do

• Conventional models will not be replaced by machine learning models entirely.

• Machine learned models can predict weather extremes.

• Within the next couple of years most weather predictions will come from machine learning models.

• The availability and quality of data (observations, reanalysis and models) limits the quality of predictions.

• Km-scale models will make a difference for the generation of training datasets.

• Machine learning models will be able to predict the climate despite the current extrapolation problem.

• Not many meteorologists will be replaced by machine learning models.



What will we gain, what will we need?

What will we gain?

Better predictions for local and global weather and climate.

Models will become easier to use and easier to trigger.

It will be easy to build a specific machine learning model for a specific application.

What will we need?

Federated access to weather and climate data.

Projects such as DestinE and EVE to provide the infrastructure.

Many thanks!     Peter.Dueben@ecmwf.int   @PDueben
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