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What is the European Centre for Medium-Range Weather Forecasts (ECMWF)?

www.ecmwf.int 

• Research institute.
• 24/7 operational weather service for medium-range, monthly and seasonal forecasts. 
• Independent, intergovernmental organisation supported by 34 states. 
• Based in Reading, Bologna and Bonn; ≈350 member of staff. 
• Home of two supercomputers. 
• Home of the Integrated Forecast System (IFS).



Numerical weather predications

Control forecast Perturbed forecast 1 Perturbed forecast 2

Special thanks to Simon Lang



Machine Learning – Why did it start in 2018?

Increase in data 
volume

New computing 
hardware

Increase in 
knowledge

New machine 
learning software



Machine Learning – Why in Earth System modelling

Earth system science is difficult as the Earth 
system is huge, complex and chaotic, and as the 
resolution of our models is limited

However, we have a huge amount of observations 
and Earth system data

Ø There are many application areas for machine 
learning in Earth system science

Inputs Outputs
machine learning



And there is more to come in Destination Earth



Improve understanding
• Fuse information content from different datasources
• Unsupervised learning
• Causal discovery
• AI powered visualisation
• Uncertainty quantification
• …

Speed up simulations and green computing 
• Emulate model components
• Port emulators to heterogeneous hardware
• Use reduced numerical precision and sparse machine learning
• Optimise HPC and data workflow
• Data compression
• …

Improve models
• Learn components from observations
• Correct biases
• Quality control of observations and observation operators
• Feature detection
• …

Link communities
• Health – e.g. for predictions of risks
• Energy – e.g. for local downscaling
• Transport – e.g. to combine weather and IoT data
• Pollution – e.g. to detect sources
• Extremes – e.g. to predict wild fires
• …

Phase I: 2018-2021 – Explore the space



Phase II: 2022-2026 – Hybrid machine learning towards operational use
We already had great success stories when using machine 
learning in operational weather and climate predictions in:

- Some decision trees in ensemble post-processing…
- Some neural networks in observation operators…

→ We will need to do more and fast!

Most promising candidates for machine learning applications 
for operational use:
• Parametrisation emulation
• Observation operators
• Post-processing pointwise/ensembles/S2S 
• Parameter optimisation
• Online bias correction



Science example 1: Downscaling with Generative Adversarial Networks

Input: IFS Model Simulation fields on 
coarse (9 km) grid
Output: Precipitation observation on 
fine (1 km) grid 

Harris, McRae, Chantry, Dueben, Palmer JAMES 2022



Let’s use transformers in the ensemble dimension 
following the work of Tobias Finn
"Self-Attentive Ensemble Transformer: Representing Ensemble 
Interactions in Neural Networks for Earth System Models." arXiv 
preprint arXiv:2106.13924

Let’s test this for hindcast ensembles in a 
collaboration between Microsoft and ECMWF

Ben Bouallegue, Weyn, Clare, Dramsch, Dueben, Chantry arXiv 2023https://jalammar.github.io/illustrated-transformer/

Science example 2: Transformer networks for ensemble post-processing



In comparison to the ENS-10 benchmarks from https://arxiv.org/abs/2206.14786

Science example 2: Transformer networks for ensemble post-processing

Ben Bouallegue, Weyn, Clare, Dramsch, Dueben, Chantry arXiv 2023



Science example 3: Improve results via emulation
To represent 3D cloud effects for radiation (SPARTACUS) within simulations of the Integrated Forecast Model is 
four time slower than the standard radiation scheme (Tripleclouds)

Can we emulate the difference between Tripleclouds and SPARTACUS using neural networks?

Rel. Cost Tripleclouds SPARTACUS Neural Network Tripleclouds+Neural Network
1.0 4.4 0.003 1.003

Meyer, Hogan, Dueben, Mason JAMES 2022



• During data-assimilation the model trajectory is “synchronised” with observations 
• It is possible to learn model error when comparing the model with (trustworthy) observations
Approach: Learn model error from a direct comparison of the model trajectory and observations
Benefit: Correct for model error and understand model deficiencies
Question: What happens when the model is upgraded and the error pattern change?

Learn how to combine operational models and machine learning

Laloyaux, Kurth, Dueben, Hall JAMES 2022



We need to make developments comparable via benchmark datasets for Phase II

Benchmark datasets include:

- A problem statement

- Data that is available online

- Python code or Jupyter notebooks

- A reference machine learning solution

- Quantitative evaluation metrics

- Visualisation, diagnostics and robustness tests

- Computational benchmarks

Benchmark datasets are useful because:

- They allow a quantitative evaluation of machine 
learning approaches 

- They reduce data access and help scientists to get 
access to relevant data

- They allow for a separation of concerns between 
domain sciences and machine learning experts

- They allow for a separation of concerns between 
domain sciences and HPC experts



Benchmarks 
needed

Physical, 
turbulent 
systems

Obser-
vationsModelling

Missing machine learning benchmark datasets for atmospheric sciences
Trustworthy AI, 

explainable AI, physical 
consistency

Transfer learning

Online and 
reinforcement learning

Multi-scale interactions 
in space and time

Unstructured grids on 
the sphere

Training of machine 
learning tools in a 
changing climate

Dataflow and handling 
of huge datasets

Site-specific 
characteristics of 

observations

Composite 
distributions of 
observations

Extreme value 
predictions

Missing data and 
irregular spacing of 

monitoring sites

Auto correlation and 
periodic patterns

Physical constraints

Fusion of diverse 
datasets

Data anonymity

Nowcasting 
applications

Air-quality applications

Uncertainty estimates

Feature detection

Hybrid modelling and 
coupling

Uncertainty 
quantification and 

representation

Weather and climate 
predictions based on 

machine learning

The emulation of model 
components

Post-processing and 
down-scaling

Dueben, Schultz, Chantry, Gagne, Hall, McGovern AIES 2022



MAchinE Learning for Scalable meTeoROlogy and cliMate
Our datasets have been published! 
https://www.maelstrom-eurohpc.eu/           @MAELSTROM_EU

Learn how to use machine learning at scale → The MAELSTROM project



ChatGPT:

Phase X: A full machine learning model for weather and climate



Phase X: A full machine learning model for weather and climate

NIVIDA’s Earth-2 is coming with FourCastNet



Nowcasting: E.g. via Google’s MetNet or by Deepmind in Ravuri et al. Nature 2021

                                          NOAA forecast             Ground truth              Machine learning:

 

Deep learning for multi-year ENSO forecasts: E.g. Ham, Kim, Luo Nature 2019

And climate?

Can we replace conventional Earth System models by deep learning?



Phase X: A full machine learning model for weather and climate
GraphCast from Google/Deepmind is beating conventional 
weather forecast model in deterministic scores.

But how do these models actually work?

They are trained for a small Root Mean Square Error.
→ They smear out for large lead times.

They get the best results when using very large timesteps 
(6h vs. 600s) and a couple of the previous timesteps as input.
→ Implicit? Explicit? 

They do not model the physical equations, 
they learn to please the scores.

Can they extrapolate? Learn uncertainty? Learn from 
observations? Fill the state vector? Learn all important 
processes?

 
Images from Keisler (2022)



Phase X: A full machine learning model for weather and climate



Phase X: A full machine learning model for weather and climate

How will the forecast system of the future look like?



Conventional model Pure ML modelHybrid model

Technology companies, SMEs and Met 
Services

Development cycles of years with 1-10 
developers
Python/TensorFlow/PyTorch

GPUs and ML accelerators, low precision, 
high sustained flop-rate

Needs many tera-bytes of training data

Training at peta-scale, inference on single 
node

Unbeatable in scores (deterministic/
ensemble) and time-to-solution

Perform reasonable in data assimilation

Unusable for climate simulations, geo-
engineering, climate attribution, large-scale 
1/100 years extreme events, ocean models

Met Services

Development cycles of decades with 10-
100 developers
Fortran/DSLs/bits of Python

CPUs and GPUs, single precision, low 
sustained flop-rate

Needs significant data-handling 
infrastructure

Developed and run at peta-scale

Unbeatable in reliability and physical 
consistency, bad time-to-solution

Perform well in data assimilation

Unbeatable in climate simulations and 
ocean modelling

Met Services

Development cycles of years with 1-10 
developers based on conventional models
Fortran/Python/TensorFlow/PyTorch

CPUs and GPUs, single precision, low 
sustained flop-rate

Needs significant data-handling 
infrastructure

Developed and run at peta-scale

Reasonable physical consistency, bad 
time-to-solution

Unbeatable in data assimilation

Questionable in climate simulations



How will ML for weather and climate evolve in a public/private partnership?



You want to learn more? – Have a look at our MOOC material
ECMWF Massive Open Online Course (MOOC) on Machine Learning in Weather & Climate:
https://lms.ecmwf.int/course/index.php?categoryid=1

40h of content, >9000 registered participants, 159 countries, 60 experts, 47 videos

https://lms.ecmwf.int/course/index.php?categoryid=1


What is the direction? – Imagine if…

• …we could collect and centralise most datasets of observations from the past and presence, as 
well as model output and reanalysis data

• …we would have mapping tools from any point in time and space to any point in time and 
space for all datasets available

• …we would have interpretation tools for physical reasoning including the extraction of physical  
laws and the understanding of causality

• …we would have a tool to estimate uncertainties of all datasets based on the interpretation of 
mappings between different datasources

• …all of these tools were scalable and easy to use from Python, Jupyter, Julia…  

Many thanks!     Peter.Dueben@ecmwf.int   @PDueben
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