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1. What is the Earth system and why is it difficult to model the Earth system?

2. Why do we model the Earth system?

3. How do we model the Earth system?

4. How good are our models?

5. How do we represent uncertainties?

6. What geometry is important?

7. How do we use high performance computing?

8. What information is used? How does information link to geometry?

9. What is a good model?

10.What will machine learning do with Earth system modelling?

Earth System Modelling and Computational Geometry of Earth System Analysis



How to derive the equations?

Let’s consider a volume of a fluid with a 
specific density ⍴(x,y,z,t) and velocity u(x,y,z,t)

Resume:
We obtain the continuity equation of mass by 
evaluating mass conservations

world → continuous math description



We know the equations, so what’s the problem?

The equations are non-linear and we cannot solve them…

How do we still make weather predictions?

world → continuous math description → discretised equations



Finite difference method

We discretise our function f(x) at specific grid points f(0), f(∆x), f(2∆x)…

Derivatives are described by differential quotients 
→ There are plenty of different discretisation schemes

We need to discretise in both space and time
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Popular grids

Cubed sphere Icosahedral (triangular) Icosahedral (hexagonal)

See also Annual Seminar 2020, ECMWF
https://www.ecmwf.int/en/learning/workshops/annual-seminar-2020

Slide from Nils Wedi

https://www.ecmwf.int/en/learning/workshops/annual-seminar-2020


Spectral discretisation in the Integrated Forecast System (IFS)

The equations of motion can also be evaluated for spherical harmonics.

Grid-point space
   -semi-Lagrangian advection
   -physical parametrizations
   -products of terms

Fourier space

Spectral space
   -horizontal gradients
   -semi-implicit calculations 
   -horizontal diffusion

FFT

LT/FLT

Inverse FFT

Inverse LT/FLT

Fourier space

FFT: Fast Fourier Transform,  LT/FLT: Legendre Transform



DCMIP2016: a review of non-hydrostatic dynamical core design and 
intercomparison of participating models, Ullrich et al 2016

There are plenty of options to discretise… and they are used



IFS dynamical core options at ECMWF

|  currently operational |

Christian Kuehnlein

Slide from Nils Wedi
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Richardson’s forecast factory, 1922

Sketch by A. Lannerback (© Dagens Nyheter, Stockholm)
Found at http://mathsci.ucd.ie

Slide from Nils Wedi

So let’s just discretise the equations 
and all problems are solved…?



Why is it difficult to predict the weather?

• The Earth is huge, resolution is limited and we cannot 
represent all important processes within model 
simulations

• We do not know the exact initial conditions

• The Earth System shows “chaotic” dynamics which 
makes it difficult to predict the future based on equations

• All Earth System components (atmosphere, ocean, land 
surface, cloud physics,…) are connected in a non-trivial 
way

• Some of the processes involved are not well understood
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The Earth system as a multi-scale problem
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1/4° 1° TCo1279Ocean Atmosphere

Range of fast and slow waves … 
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Ocean model - resolution
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1/12° 1/4° 1°

Hewitt et al. (2017) Hallberg (2013)
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Ocean – Land – Atmosphere – Sea ice
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Earth System model complexity

Source: https://www.giss.nasa.gov

https://www.giss.nasa.gov/


The Earth system as a coupled system

Dueben et al. ECMWF Newsletter 2018



Beyond the grid…

• Not all processes can be discretised on a given grid

• Sub-grid-scale processes need to be parametrised 
including very important processes of the Earth 
system such as clouds, boundary layer turbulence, 
gravity wave drag, ocean eddies, land/snow/ice 
processes…

Adjusted from Neumann et al. Phil. Trans. A 2019



HPC and HPDA for weather and climate modelling

Bauer et al. ECMWF SAC paper 2019



Current challenges in high performance computing?

• Individual processors will not be faster
→ Parallelisation / power consumption / hardware faults

• Hardware will be more heterogeneous
→ CPUs / GPUs / FPGAs / ASICs

• Machine learning has strong impact on hardware development
→ High floprate at low precision

• I/O is becoming a nightmare and the optimisation of data movement will be the key

Source: venturebeat.com
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Energy-aware computing

• All 51 ENS members consume about 300KWh, approximately the same as a single (~5km) global 10-day forecast

• The energy consumption of one ENS member is equivalent to leaving the Kettle on for 2 hours ! 

http://ukbusinessblog.co.uk

Time-to-Solution vs. 
Energy-to-Solution
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Destination Earth at the horizon…



State-of-the-art: Global storm-resolving models

Global weather forecast simulations have O(1,000,000,000) degrees-of-freedom, can 
represent many details of the Earth System, and show a breath-taking level of complexity.

Simulations can act as a virtual laboratory to understand the Earth system.

1.4 km 9 km 9 km w/o deep  
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Spectral transform based model at global average 1.4 km grid spacing

6,599,680 points x 137 levels x 10 vars
at ~9km ~ 9 Billion points or ~100TB/day 

TCo7999 L137
256,800,000 points x 137 levels x 10 variables 
at ~1,4km
352 billion points x 960 pp steps == 
~100TB/simulated month
Summit SIMULATION

Slide from Nils Wedi



Global storm resolving models
Big steps toward operational use of global storm 
resolving simulations

• Month-long integration of a number of models at 
< 5 km grid-spacing as part of DYAMOND

• Season-long integrations of the IFS model at 1.45 
km grid-spacing on Summit as part of INCITE

• Year-long coupled ICON integration with 5 km 
grid-spacing 

• 1024-member ensemble data assimilation with 
3.5-km grid-spacing with NICAM

• NextGems and DestinE coming

• …

But rather a digital family than digital twins?
Figures by Roland Schrödner and Thibaut Dauhut



Stevens and Bony, Science, 2013.

Are our current models up for the challenge?



A story of uncertainties

Tebaldi et al. Earth System Dynamics 2021
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Addressing stratospheric biases in IFS

numerics, convection and radiation, opportunities with new observations,
assimilation methodology, identifying impact on the troposphere, … 

Polichtchouk et al, 2021
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ECMWF Ensemble Forecasting 

TCo1279L137 51 Ensemble members 20200913 00 UTC + 41 h

NOAA

Simon Lang

Relevant developments:
Ensemble size: How suboptimal is less than infinity?
Leutbecher, QJR, 2019
Exploring a representation of model uncertainty in the IFS 
due to the transport scheme
Lock et al (Annual Seminar 2020)
Revision of the SPP model uncertainty scheme in the IFS 
Lang et al, QJR 2021
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A cubic octahedral grid

N24 reduced Gaussian grid N24 octahedral Gaussian grid

A further ~20% reduction in gridpoints
=> ~50% less points compared to full grid

(Wedi et al, 2014, 2015)

What is a uniform grid ?
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Atlas: a library for NWP and climate modelling

Deconinck et al. 2017
Slide from Nils Wedi



October 29, 2014

Adaptation to future HPC architectures via ESCAPE Weather and Climate Dwarfs

Slide from Nils Wedi



Reduced numerical precision with single precision as first step
47R2, TCO639L137SP vs. 47R1, TCO639L91DP



Summary

• Equations → Discrete Models → Supercomputing

• Numerical models can act as a virtual laboratory for weather and climate

• Numerical models are not perfect and need to be evaluated critically with quantified uncertainties


