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A B S T R A C T

Data-driven modeling using Artificial Intelligence (AI) is envisioned as a key enabling technology for Zero
Touch Network (ZTN) management. Specifically, AI has shown huge potential for automating and modeling
the threat detection mechanism of complicated wireless systems. The current data-driven AI systems, however,
lack transparency and accountability in their decisions, and assuring the reliability and trustworthiness of
the data collected from participating entities is an important obstacle to threat detection and decision-
making. To this end, we integrate smart contracts with eXplainable AI (XAI) to design a robust cybersecurity
framework for ZTN. The proposed framework uses a blockchain and smart contract-enabled access control and
authentication mechanism to ensure trust among the participating entities. Additionally, with the collected
data, we designed Digital Twins (DTs) for simulating the attack detection operation in the ZTN environment.
Specifically, to provide a platform for analysis and the development of an Intrusion Detection System (IDS),
the DTs are equipped with a variety of process-aware attack scenarios. A Self Attention-based Long Short
Term Memory (SALSTM) network is used to evaluate the attack detection capabilities of the proposed
framework. Furthermore, the explainability of the proposed AI-based IDS is achieved using the SHapley
Additive exPlanations (SHAP) tool. The experimental results using N-BaIoT and a self-generated DTs dataset
confirm the superiority of the proposed framework over some baseline and state-of-the-art techniques.
1. Introduction

The next-generation network systems and emerging technologies
such as Software-Defined Networking (SDN) and Network Functions
Virtualization (NFV) have transformed wireless communication systems
and information technology to achieve not only efficiency, reliability,
and scalability but also to meet the anticipated demands of increased
traffic rate with increased number of connected devices [1–3]. Despite
these benefits, these systems also pose significant challenges relating
to increased complexity, operational expenses, and capital expenditure.
Additionally, data is collected and transmitted over insecure channels
within the network which is vulnerable to a wide range of cyberat-
tacks that can pose any potential risks relating to service disruption
and network resources depletion [4,5]. Human-driven approaches and
individual service-based configurations are commonly used but not
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adequately supported to tackle some of these challenges [6]. In this con-
text, closed-loop automation has emerged as a promising solution for
fully automated network operations and management services. In par-
ticular, Zero-Touch Network (ZTN) aims to automate all management
and operational processes (e.g., planning, deployment, provisioning,
monitoring, and optimization), without any human intervention [7].
However, applications deployed in ZTN still become a target of several
security threats. Protecting ZTN as a whole requires the testing of the
functionality of protection mechanisms like blockchain and Intrusion
Detection System (IDS). Additionally, the threat landscape is continu-
ously evolving with sophisticated attack techniques and traditional IDSs
cannot effectively support the identification of the anomalies to ensure
the security of ZTN.
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Artificial intelligence (AI) has been adopted in modern IDS to
extract important features, identify anomalies, and classify attacks [8–
10]. Machine learning and deep learning, in particular, have emerged
as promising security solutions when combined with IDS to mitigate
various types of cyberattacks. Over the last few years, deep learning-
based IDS have been widely used as they provide high accuracy and
a low false positive rate with better performance when working with
large amounts of data [11,12]. However, deep learning-based IDS are
still viewed as black boxes due to the complexity of detection models
and lack of explanation of the overall decision-making process [13].
Explainable Artificial Intelligence (XAI) is a new AI paradigm that
provides techniques for interpreting machine learning-based IDS, al-
lowing such models to explain the reason behind their prediction
[14–16]. Furthermore, blockchain has become another promising so-
lution for managing security and privacy issues in ZTNs due to its
functionalities relating to peer-to-peer (P2P) and decentralized net-
working [17]. Blockchain can greatly benefit ZTN applications as it
provides a decentralized network structure that ensures reliability,
trust, and transparency with full autonomy of operations and man-
agement. Additionally, entities in such a connected network need to
prove their identities to prevent unauthorized access to ZTNs. Hence,
blockchain-based authentication schemes have been proposed in dif-
ferent networking architectures [18,19]. However, despite significant
attention to using explainable deep learning-based IDS and blockchain
in various application domains, the adoption of ZTNs is still in the early
stages.

As stated above, it is necessary to test security solutions before
deploying into ZTN’s, but this task is challenging on a live ZTN sys-
tem as well as time-consuming. Multiple incidents could occur as a
result of the testing process on live systems, resulting in significant
physical damage and business disruption [20]. Digital Twin (DT) is a
cutting-edge technology that represents a system or machine through
simulation, emulation, and mirroring of the physical entity. It can be
used to evaluate and analyze how a system responds to cyberattacks
within a simulated environment [20,21]. To this end, DT has the
potential to become an enabler for improving ZTN cybersecurity by
implementing explainable deep learning-based IDS and blockchain-
based authentication mechanisms. There are a number of existing
contributions that consider DTs as an enabler to improve security [22–
24], but they mainly focus on examining the underlying concepts
and overall architecture design of DTs. There is a lack of focus on
DTs-enabled cybersecurity for ZTNs.

Within this context, this paper proposes a novel cybersecurity
framework that aims to enhance the overall security of ZTN. The pro-
posed framework is enabled by Digital Twins and adopts blockchain-
based smart contracts and XAI-based IDS for this purpose. The key
contributions of this paper are summarized as follows:

• A robust DT-enabled cybersecurity framework for ZTN is pro-
posed by integrating smart contracts with explainable AI.

• Blockchain-enabled key establishment and access control mech-
anism is proposed that authenticates the participating entities
within ZTN and ensures secure communication. The temper-proof
property of blockchain ensures high integrity of the data enrich-
ment and builds trust between the participating entities of the
blockchain network. A smart contract-enabled Proof-of-Authority
(PoA) consensus mechanism is used to verify and validate the
transactions or data.

• Adoption of DT for evaluating the security issues of the
blockchain-enabled authentication scheme and XAI-based IDS
within the ZTN environment. In particular, DT is set up with a
range of process-aware attack scenarios to provide a platform for
study and the creation of an IDS. A Self Attention-based Long
Short Term Memory (SALSTM) network and SHapley Additive
exPlanations (SHAP) tool is deployed for this purpose. This allows
us to assess the proposed framework’s ability to identify and
defend the attacks.
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• The proposed framework is evaluated through experiments using
an actual DTs simulated dataset and state-of-the-art intrusion
dataset (N-BaIoT). The outcomes are compared with existing
baseline and state-of-the-art techniques to show the effectiveness
of the proposed cybersecurity framework.

The rest of this paper is organized as follows. In Section 2, we have
discussed the related study. In Section 3, we have discussed the network
and threat model to design the proposed cybersecurity framework.
The proposed framework and its key components are discussed in
Section 4. In Section 5, we have discussed the experimental analysis
and comparison with baseline and state-of-the-art techniques. Finally,
Section 6 highlights conclusion and future research.

2. Related works

The realm of DTs-driven cybersecurity has been the subject of
significant research over the past years. This section outlines the con-
tributions of various studies and their implications for the field.

2.1. Digital Twins (DTs) and Intrusion Detection Systems (IDS)

Varghese et al. [22] concentrated on the integration of IDS with
DTs. They emphasized the design of IDS and attack simulation modules
that are integrated with DTs. However, their work is limited to only a
few types of attacks. Similarly, Suhail et al. [25] extended the capabili-
ties of DTs by incorporating XAI. Their work focuses on the explanation
of features by XAI, providing more transparency and understanding
for users. Despite its promising advantages, the study lacked a com-
prehensive evaluation of security detection. Eckhart et al. [20] utilized
DTs to evaluate and analyze a system’s response to cyberattacks. The
primary advantage of this study is the estimation of potential damages
and the design of mitigation mechanisms, thus safeguarding systems
from attacks without having to perform tests on running systems. Yigit
et al. [23] proposed DT-enabled cybersecurity framework to detect
Distributed Denial of Service (DDoS) attacks. The proposed system
architecture consists of physical objects, digital twins, and online learn-
ing. The authors investigated various feature selection methods and
selected the best work for the proposed model. The proposed model
used an artificial neural network (multilayer perceptron) for classifica-
tion. The proposed approach achieved better results, although it can
only identify DDoS attacks.

2.2. Deep learning and Explainable Artificial Intelligence (XAI)

Deep learning has significantly enhanced the capabilities of modern
IDS. Javeed et al. [8] focused on the use of artificial intelligence in IDS
to extract important features and identify anomalies. Their approach
led to AI-based anomaly detection, even though the models used are
often considered "black-boxes". To overcome, the blackbox nature of
a deep learning-based IDS, Wang et al. [11] proposed an explain-
able framework for intrusion detection. However, they evaluated their
proposed framework using an out-of-date dataset. Abou et al. [13]
promotes the benefits of XAI in IDS. By making the machine learning-
based models interpretable, the internal workings and decisions of the
models become more transparent, instilling confidence in users. Oseni
et al. [14] proposed an intrusion detection framework for Internet of
Things networks. Their proposed approach employed deep learning
techniques for attack classifications. Furthermore, they used the SHAP
method to explain the decisions of their deep learning-based IDS.
Their proposed work was validated using the ToN_IoT dataset, and
the experimental results showed that the detection model was effective
against various types of cyberattacks.
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Table 1
A comparison of existing solutions in Digital Twins-driven cybersecurity.

Related work Digital Twins Blockchain Explainable AI-based IDS ZTN Advantage Limitation

Varghese et al. [22] ✓ N/A N/A N/A IDS with DTs integration Limited attacks
Suhail et al. [25] ✓ N/A ✓ N/A XAI feature explanation Security evaluation
Thakur et al. [19] ✓ ✓ N/A N/A Defense against threats Communication cost
Lu et al. [26] ✓ ✓ N/A N/A Privacy via blockchain No accuracy
Ferrag et al. [27] ✓ N/A N/A N/A Security/privacy No comparison
Javeed et al. [8] N/A N/A ✓ N/A AI-based anomaly detection Black-box models
Abou et al. [13] N/A N/A ✓ N/A XAI in IDS Complex workings
Eckhart et al. [20] ✓ N/A N/A N/A DTs for attack response Testing on live systems
Kobayashi et al. [24] ✓ N/A ✓ N/A DTs with XAI Early research stage
Bitton et al. [28] ✓ N/A N/A N/A DTs for security Unspecified
2.3. Blockchain in cybersecurity

Blockchain technologies have been widely investigated in the cyber-
security domain as such technology ensures the integrity and authen-
ticity of a transaction [17]. Therefore, any alteration to chaining blocks
will be detected and rejected. Thakur et al. [19] combined the strengths
of DTs and blockchain technology. Their approach is notable for its
effectiveness against multiple security threats. However, they pointed
out that there is a computational cost associated with their methods.
Lu et al. [26] integrated blockchain with DTs, focusing on preserving
privacy using blockchain and federated learning. Despite its potential
for upholding privacy, the model’s accuracy was not detailed in their
study.

Table 1 provides a comparison of existing solutions in Digital
Twin-driven cybersecurity. The examination of these existing solutions
reveals a notable research gap in the comprehensive integration of
Blockchain technology and Explainable AI (XAI) with Digital Twins
(DTs) for enhanced cybersecurity. While several studies have individ-
ually explored the benefits of DTs for cybersecurity, the incorporation
of Blockchain and XAI remains fragmented and underexplored. Specif-
ically, the synergy between DTs and Blockchain for ensuring data
integrity and secure transactions, alongside the deployment of XAI for
transparent and understandable intrusion detection systems, is scarcely
addressed. This gap indicates a significant opportunity for research in
developing a unified cybersecurity framework that not only leverages
the predictive and responsive capabilities of DTs but also incorporates
Blockchain for security and trust, and XAI for clarity and accountability
in decision-making processes. The existing literature’s focus on isolated
components underscores the potential for a holistic approach that could
address the current limitations in trust, transparency, and explainability
within the realm of Digital Twins-driven cybersecurity.

3. System model

In this section, we present the network and threat model that we
have considered in designing the proposed framework. These models
are explained briefly below:

3.1. Network model

The proposed framework is based on the network model illustrated
in Fig. 1. In this model, we have considered a ZTN application that
includes multiple layers for data sharing namely, the device layer, edge
layer, cloud layer, and Digital Twins layer. Each layer has its own
responsibility and task to perform and they are mentioned below:

• Device layer: In the ZTN environment, various connected and
resource-constrained Smart Devices (SD) are used to monitor,
collect, and transfer the environment readings.

• Edge layer: The edge servers are equipped with relatively higher
computation devices for initial processing. The transaction or data
from the device layer are relayed on a hop-by-hop forwarding
basis to the edge layer.
193
Fig. 1. Network model of proposed framework.

• Cloud layer: The cloud layer is used for long-term data storage
and to perform various AI-based intelligent data analysis using the
collected data for ZTN security and network management. This
layer also uses a blockchain ledger to ensure secure decentralized
data storage.

• Digital Twins layer: The data from the blockchain ledger is
accessed by the Digital Twins (DTs) layer for generating and
uploading various virtual models. In this paper, these virtual
models are specifically various process-aware attack scenarios to
train AI models for intrusion detection. Finally, an explainability
element is added to the proposed attack detection technique in
order to further explain the reasoning behind the higher accuracy
in differentiating attacks from regular ZTN traffic patterns.
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3.2. Threat model

Managing cybersecurity threats in the ZTN is a challenging task due
to the integration of an increased number of devices, services, and tech-
nologies within the ZTN. In particular, advancement of IoT technology
and mobile-based services, the connected devices within ZTN increased
with potential attack surfaces that can pose any security threats [29].
It is necessary to understand threats within the network and take
proactive security measures to safeguard the network, service, and
data within ZTN. The proposed DT-enabled cybersecurity framework
for ZTN considers four different layers of abstraction for formulating
the network model. Threats that originated from the Device, Edge,
Cloud, and Digital Twin layers need to be taken into consideration for
threat modeling. Threat modeling provides an effective way to compre-
hensively understand and analyze the targeted attacks and identifies
means to lower the impact of potential risks relating to the threats
within ZTN. It allows one to identify weaknesses and shortcomings
before a threat actor can exploit them. The potential attack surface of
the ZTN is broad as vulnerabilities within the ZTN can be exploited
from devices, services, and technologies. Therefore, threat modeling
in ZTN needs to be carefully understood by each component within
the layer-based abstraction of the proposed framework. The threats
target ZTN focus on disruption of the network service delivery and
capture data exchange within the network based on various types of
attack including MITM, DoS, spoofing, tampering, and others. Addition-
ally, Application Programming Interfaces(API) is one of the necessary
components that interface between components and services within
ZTN. Insecure APIs and parameters-based attacks can also be exploited
that can pose unauthorized access, data manipulation, and DoS within
the ZTN framework [30]. The adoption of ML and deep learning-
based models in various parts of the ZTN such as IDS and intelligence
network management can also introduce new attack vectors for po-
tential poisoning attacks that tamper training data during the training
phase or evasion attacks that bypass the learned model during the
testing phase. There are also model inversion attacks that allow to
capture of sensitive data using the model parameters [31]. Intent-based
interfaces are the key component for the automation of ZTN which
decouples from underlying technology and vendor-specific details and
hides complexity from the user. There are several possible security
threats such as Intercepting of application-related information from
intent or malformed intent, which can violate the security of the ZTN.
Therefore, it is challenging for traditional security measures to ensure
security due to the growing number of connected devices, services, and
the variety of APIs within the ZTN. The proposed framework adopts
blockchain-based smart contracts and XAI-based IDS to enhance the
overall security of ZTN.

4. Proposed framework

In this section, we have discussed the key components of the pro-
posed cybersecurity framework.

4.1. Smart contract and blockchain-enabled authentication scheme

This subsection discusses mutual authentication, key agreement,
and consensus methods based on smart contracts for secure, traceable,
and transparent data storage.

4.1.1. System initialization phase
This section explains how network entities are initially set up. The

initial configuration is carried out by the trusted authority TPS, who
also distributes the necessary network settings for communications. The
next section discusses the actions necessary for the network’s initial
setup.

The basic configuration of network entities is described in this sec-
tion. The trustworthy entity TPS performs the initial configuration and
194
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distributes the required network configurations for communications.
The steps required to set up the network initially are covered in the
next section i.e.; registration and authentication. The description of the
symbols is provided in Table 2.

Step-1: A non-singular elliptic curve is used by the TPS i.e., 𝐸𝑛(𝑘, 𝑚)
hich is in the form of 𝑦2= 𝑥3+kx+m (mod e) over galois field GF(e),
here e signifies a large prime number over the condition 4𝑘3 + 27𝑚2

≠0 (mod e) and also follows a non-singularity property over 𝜔 which
ncludes either zero point and infinity point. Next, the TPS selects initial
oint BSP ∈ 𝐸𝑛(k,m) with closest order of e, say n i.e., n . BSP = 𝜔,
here n . BSP signifies the scalar multiplication point over the elliptic

urve and n ∈ 𝑍𝑒 i.e.; discrete algorithm over base point BSP.
Step-2: The TPS computes ℎ𝑓𝑛(.), a collision-resistant cryptographic

ash function with one-way working principles. This is computed using
he 256-bit message digest-providing secure hash technique (SHA-256)
or security reasons.
Step-3: The TPS chooses the unique identity 𝐼𝐷𝑇𝑃𝑆 and perform

omputation of master key 𝑀𝑇𝑃𝑆 and produces a private key randomly
𝑅𝐾𝑇𝑃𝑆 ∈ 𝑍𝑒, where 𝑍𝑒 = {1, 2, 3, 4,… , 𝑒 − 1}. The TPS computes a
ublic key i.e.; 𝑃𝐵𝐾𝑇𝑃𝑆 = 𝑃𝑅𝐾𝑇𝑃𝑆 . BSP.
Step-4: The TPS preserves a 𝑃𝑅𝐾𝑇𝑃𝑆 and 𝑀𝑇𝑃𝑆 preserves secret key

nd share the public parameter like { 𝐸𝑛(𝑘, 𝑚), BSP, 𝑃𝐵𝐾𝑇𝑃𝑆 , ℎ𝑓𝑛(.) }.

.1.2. Registration phase
This phase provides an illustration of the network entity registration

rocess.
(i) ES Registration: The following processes, which are depicted

elow, are used by the TPS to register an edge server ES.

tep-1: The TPS picks an identity 𝐼𝐷𝐸𝑆 and finds a pseudo identity
𝐼𝐷𝐸𝑆= hfn(𝐼𝐷𝑇𝑃𝑆 ∥ 𝑀𝑇𝑃𝑆 ∥ 𝑅𝑇𝐸𝑆 ), where 𝑅𝑇𝐸𝑆 signifies the times-

amp of registration of ES. Further, TPS chooses a temporary identity
𝐼𝐷𝑀𝐸𝑆 and computes random secret value 𝑃𝑅𝐾𝐸𝑆 ∈ 𝑍𝑒 and finds a
ublic key 𝑃𝐵𝐾𝐸𝑆 = 𝑃𝑅𝐾𝐸𝑆 . BSP.
Step-2: The TPS generates a certificate of ES as 𝐶𝑅𝑇𝐸𝑆 = 𝑀𝑇𝑃𝑆

hfn(𝑃𝐵𝐾𝑇𝑃𝑆 ∥ 𝑃𝐵𝐾𝐸𝑆 ∥) * 𝑃𝑅𝐾𝑇𝑃𝑆 (mod g). Further, TPS stores
he ES information i.e., (𝑇 𝐼𝐷𝑀𝐸𝑆 , 𝑆𝐼𝐷𝐸𝑆 , 𝐶𝑅𝑇𝐸𝑆 , 𝑃𝑅𝐾𝐸𝑆 , 𝐸𝑛(𝑘, 𝑚),
fn(.)) into the memory and distributes public key 𝑃𝐵𝐾𝐸𝑆 for further
ccess.
(ii) SD Registration: The following processes, which are depicted

elow, are used by the TPS to register an edge server SD.

tep-1: The TPS picks an identity 𝐼𝐷𝑆𝐷 and finds a pseudo identity
𝐼𝐷𝑆𝑀= hfn(𝐼𝐷𝑇𝑃𝑆 ∥ 𝑀𝑇𝑃𝑆 ∥ 𝑅𝑇𝑆𝐷), where 𝑅𝑇𝑆𝐷 signifies the times-

amp of registration of smart device. Further, TPS chooses a temporary
dentity 𝑇 𝐼𝐷𝑀𝑆𝐷 and computes random secret value 𝑃𝑅𝐾𝑆𝐷 ∈ 𝑍𝑒 and
inds a public key as 𝑃𝐵𝐾𝑆𝐷 = 𝑃𝑅𝐾𝑆𝐷 . BSP.
Step-2: The TPS generates a certificate of SD as 𝐶𝑅𝑇𝑆𝐷 = 𝑀𝑇𝑃𝑆

hfn(𝑃𝐵𝐾𝑇𝑃𝑆 ∥ 𝑃𝐵𝐾𝑆𝐷 ∥) * 𝑃𝑅𝐾𝑇𝑃𝑆 (mod g). Further, TPS stores
he SM information i.e., (𝑇 𝐼𝐷𝑀𝑆𝐷, 𝑆𝐼𝐷𝑆𝐷, 𝐶𝑅𝑇𝑆𝐷, 𝑃𝑅𝐾𝑆𝐷, 𝐸𝑛(𝑘, 𝑚),
fn(.)) into the memory and distributes public key 𝑃𝐵𝐾𝑆𝐷 for further
ccess.
(iii) CS Registration:The following processes, which are depicted

elow, are used by the TPS to register an edge server CS.

tep-1: The TPS picks an identity 𝐼𝐷𝐶𝑆 and perform computation of
seudo identity 𝑆𝐼𝐷𝐶𝑆= hfn(𝐼𝐷𝑇𝑃𝑆 ∥ 𝑀𝑇𝑃𝑆 ∥ 𝑅𝑇𝐶𝑆 ), where 𝑅𝑇𝐶𝑆
ignifies the timestamp of registration of cloud server. Further, TPS
hooses a temporary identity 𝑇 𝐼𝐷𝑀𝐶𝑆 and computes random secret
alue 𝑃𝑅𝐾𝐶𝑆 ∈ 𝑍𝑒 and finds a public key 𝑃𝐵𝐾𝐶𝑆 = 𝑃𝑅𝐾𝐶𝑆 . BSP.
Step-2: The TPS generates a certificate of CS as 𝐶𝑅𝑇𝐶𝑆 = 𝑀𝑇𝑃𝑆

hfn(𝑃𝐵𝐾𝑇𝑃𝑆 ∥ 𝑃𝐵𝐾𝐶𝑆 ∥) * 𝑃𝑅𝐾𝑇𝑃𝑆 (mod g). Further, TPS stores
he ES information i.e., (𝑇 𝐼𝐷𝑀𝐶𝑆 , 𝑆𝐼𝐷𝐶𝑆 , 𝐶𝑅𝑇𝐶𝑆 , 𝑃𝑅𝐾𝐶𝑆 , 𝐸𝑛(𝑘, 𝑚),
fn(.)) into the memory and distributes public key 𝑃𝐵𝐾𝐶𝑆 for further

ccess.
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Table 2
Symbol and description.

Symbol Descriptions

𝑇𝑃𝑆 Trusted authority
𝑀𝑇𝑃𝑆 , 𝑃𝑅𝐾𝑇𝑃𝑆 , 𝑃𝑅𝐾𝑇𝑃𝑆 Master key, Private key, and Public key of Trusted authority
𝐼𝐷𝐸𝑆 , 𝐼𝐷𝐶𝑆 , 𝐼𝐷𝑆𝐷𝑖

Identity of Edge server, Cloud server, and smart Device (SD)
𝑆𝐼𝐷𝐸𝑆 , 𝑆𝐼𝐷𝐶𝑆 , 𝑆𝐼𝐷𝑆𝐷𝑖

Pseudo identity of Edge server, cloud Server, and SD
𝑅𝑇𝐸𝑆 , 𝑅𝑇𝐶𝑆 , 𝑅𝑇𝑆𝐷𝑖

Registration Timestamp of Edge server, Cloud server, and SD
𝑇 𝐼𝐷𝑀𝐸𝑆 , 𝑇 𝐼𝐷𝑀𝐶𝑆 , 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

Temporary Identity of Edge server, Cloud server, and SD
𝐶𝑅𝑇𝐸𝑆 , 𝐶𝑅𝑇𝐶𝑆 , 𝐶𝑅𝑇𝑆𝐷𝑖

Certificate of Edge server, Cloud Server, and SD
𝑃𝑅𝐾𝐸𝑆 , 𝑃𝑅𝐾𝐶𝑆 , 𝑃𝑅𝐾𝑆𝐷𝑖

Private key of Edge server, Cloud server, and SD
𝑃𝐵𝐾𝐸𝑆 , 𝑃𝐵𝐾𝐶𝑆 , 𝑃𝐵𝐾𝑆𝐷𝑖

Public key of Edge server, Cloud server, and SD
hfn(.), 𝐸𝑛(𝑘, 𝑚), BSP Hash Function, Elliptical curve point (k,m), and curve base point
𝐶𝑇𝑃1, 𝐶𝑇𝑃2, 𝐶𝑇𝑃3 Current Timestamp of SD, Edge server, and cloud server
𝑆𝐸𝑆𝑉𝐸𝑆 , 𝑆𝐸𝑆𝑉𝐶𝑆 , 𝑆𝐸𝑆𝑉𝑆𝐷𝑖

Session key of Edge server, Cloud server, and SD
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4.1.3. Key establishment and access control authentication phase
In this phase, the authentication procedures for smart devices (𝑆𝐷),

Edge servers (𝐸𝑆), and cloud servers (𝐶𝑆) are discussed. Each entity
in the authentication process keeps a session key establishment and
access control, enabling secure interactions inside the framework. The
authorization of each entity in the framework is developed through this
method. The procedure for establishing key establishment and access
control authentication and sharing session keys includes the stages
below.

(i) Key Establishment and Access control Authentication between SD to
SD

Step-1: 𝑆𝐷𝑖 randomly take a number 𝐿1 ∈ 𝑍𝑒 and also triggers a current
timestamp 𝐶𝑇𝑃1 and evaluates 𝑇1= hfn(𝑆𝐼𝐷𝑆𝐷𝑖

∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
∥ 𝐿1 ∥

𝑇𝑃1). Then 𝑆𝐷𝑖 makes encryption operation 𝑇1 as 𝑇2= 𝐸𝑃𝐵𝐾𝑆𝐷𝑗
(𝑇1).

ext, 𝑆𝐷𝑖 evaluates the parameter 𝑇3= hfn(𝑇2 ∥ 𝐶𝑅𝑇𝑆𝐷𝑖
∥ 𝑆𝐼𝐷𝑆𝐷𝑖

∥
𝐼𝐷𝑀𝑆𝐷𝑖

∥ 𝐶𝑇𝑃1) and produces an request message 𝑀1={𝑆𝐼𝐷𝑆𝐷𝑖
,

𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
, 𝐶𝑇𝑃1, 𝑇2, 𝑇3} and sends to another smart device (𝑆𝐷𝑗) by

an open channels.

Step-2: After successful receiving of message 𝑀1 on time 𝐶𝑇𝑃 ∗
1 , the

𝐷𝑗 verifies the timestamp for checking delay of transmission using
𝐶𝑇𝑃 ∗

1 - 𝐶𝑇𝑃1| < 𝛥𝑇 . If the obtained timestamp is in the valid range,
hen 𝑆𝐷𝑗 checks for the certificate using 𝐶𝑅𝑇𝑆𝐷𝑖

.BSP= 𝑃𝐵𝐾𝑇𝑃𝑆 +
fn(𝑃𝐵𝐾𝑆𝐷𝑖

∥ 𝑃𝐵𝐾𝑇𝑃𝑆 ), For every successful match, the 𝑆𝐷𝑗 fetches
𝐼𝐷𝑆𝐷𝑖

corresponding to 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
from the secure database storage

nd computes 𝑇 ∗
3 = h (𝑇2 ∥ 𝑆𝐼𝐷𝑆𝐷𝑖

∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
∥ 𝐶𝑅𝑇𝑆𝐷𝑖

) to validate
hether 𝑇 ∗

3 = 𝑇3. if valid, then 𝑆𝐷𝑗 applies decryption 𝑇2 as 𝑇1=
𝑃𝑅𝐾𝑆𝐷𝑗

(𝑇2).

tep-3: Further, 𝑆𝐷𝑗 takes a number randomly 𝑓𝑟1 ∈ 𝑍𝑒 and ob-
erves current timestamp 𝐶𝑇𝑃2 and generates a new temporary identity
𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
and evaluates 𝑆𝐷𝑗 = hfn(𝑆𝐼𝐷𝑆𝐷𝑖

∥ 𝑆𝐼𝐷𝑆𝐷𝑗
∥ 𝑓𝑟1 ∥ 𝐶𝑇𝑃2)

nd applies encryption 𝑆𝐷1 as 𝑆𝐷2= 𝐸𝑃𝐵𝐾𝑆𝐷𝑖
(𝐹𝐺𝑆1). Next, 𝑆𝐷𝑗 gen-

rates a session key 𝑆𝐸𝑆𝑆𝐷𝑗
= hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
∥ 𝑇1 ∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑇𝑃1 ∥

𝑇𝑃2), 𝑇 𝐼𝐷𝑀∗
𝑆𝐷𝑖

= 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

⊕ hfn(𝑆𝐼𝐷𝑆𝐷𝑗
∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

∥𝐶𝑇𝑃2), and
𝐺3=hfn(𝑇 𝐼𝐷𝑀∗

𝑆𝐷𝑖
∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑅𝑇𝑆𝐷𝑗

∥ 𝑆𝐼𝐷𝑆𝐷𝑗
∥ 𝐶𝑇𝑃2) and makes

reply message 𝑀2= {𝑇 𝐼𝐷𝑀∗
𝑆𝐷𝑖

, 𝐹𝐺2, 𝐶𝑅𝑇𝑆𝐷𝑗
, 𝑆𝐼𝐷𝑆𝐷𝑗

, 𝐶𝑇𝑃2} and
hares with 𝑆𝐷𝑖 by an open channels.

tep-4: 𝑆𝐷𝑗 receives message (𝑀2) from 𝑆𝐷𝑖 on time 𝐶𝑇𝑃 ∗
2 , then 𝑆𝐷𝑖

erify whether | 𝐶𝑇𝑃 ∗
2 - 𝐶𝑇𝑃2 | < 𝛥𝑇 timestamp matches or not. if

atches and it is within the range, then 𝑆𝐷𝑖 checks for the certificate
.e.; 𝐶𝑅𝑇𝑆𝐷𝑗

.BSP=𝑃𝐵𝐾𝑇𝑃𝑆 + hfn(𝑃𝐵𝐾𝑆𝐷𝑗
∥ 𝑃𝐵𝐾𝑇𝑃𝑆 ). Further, 𝑆𝐷𝑖

pplies decryption 𝐹𝐺2 to get 𝐹𝐺𝑆1= 𝐷𝑃𝑅𝐾𝑆𝐷𝑖
(𝐹𝐺2). Furthermore,

𝑆𝐷𝑖 evaluates 𝐹𝐺∗
3= hfn(𝑇 𝐼𝐷𝑀∗

𝑆𝐷𝑖
∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑅𝑇𝑆𝐷𝑗

∥ 𝑆𝐼𝐷𝑆𝐷𝑗
∥

𝑇𝑃2) and verify, if 𝐹𝐺∗
3= 𝐹𝐺3 then 𝑆𝐷𝑖 it processes 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
=

𝐼𝐷𝑀∗
𝑆𝐷𝑖

⊕ hfn(𝑆𝐼𝐷𝑆𝐷𝑗
∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

∥ 𝐶𝑇𝑃2) and generates a ses-
ion key 𝑆𝐸𝑆𝑆𝐷𝑖

=hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

∥ 𝑇1 ∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑇𝑃1 ∥ 𝐶𝑇𝑃2) and
hares with 𝑆𝐷𝑗 . Next, 𝑆𝐷𝑖 picks a current timestamp 𝐶𝑇𝑃3 and per-
orm session key verification 𝑆𝐸𝑆𝑉𝑆𝐷𝑖

using 𝑆𝐸𝑆𝑉𝑆𝐷𝑖
=hfn(𝑆𝐸𝑆𝑆𝐷𝑖

𝐶𝑇𝑃3) and perform updation of 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
in the
195

ecure database storage. Further, 𝑆𝐷𝑖 generates an acknowledgment
essage 𝑀3={𝑆𝐸𝑆𝑉𝑆𝐷𝑖
, 𝐶𝑇𝑃3} and shares with 𝑆𝐷𝑗 by open chan-

nels.

Step-5: After receiving an acknowledgment message 𝑀3 on time 𝐶𝑇𝑃 ∗
3 ,

then 𝑆𝐷𝑗 checks the current timestamp using | 𝐶𝑇𝑃 ∗
3 - 𝐶𝑇𝑃3 | < 𝛥𝑇 to

verify the validity of the timestamp. Next, 𝑆𝐷𝑗 verifies 𝑆𝐸𝑆𝑉𝑆𝐷𝑖
= h

(𝑆𝐸𝑆𝑉𝑆𝐷𝑗
∥ 𝐶𝑇𝑃3). If it matches successfully, then 𝑆𝐷𝑗 shares the ses-

sion key and performs mutual authentication 𝑆𝐸𝑆𝑉𝑆𝐷𝑖
(= 𝑆𝐸𝑆𝑉𝑆𝐷𝑗

)
with 𝑆𝐷𝑖. Finally, 𝑆𝐷𝑗 makes updates to 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

in
the secure database. The authentication between 𝑆𝐷𝑖 and 𝑆𝐷𝑗 is shown
in Table 3.

(ii) Key Establishment and Access control Authentication between SD to
ES

Step-1: 𝑆𝐷𝑖 takes a number randomly 𝐿1 ∈ 𝑍𝑒 and preserve a times-
tamp 𝐶𝑇𝑃1 and perform computation of 𝑇1= hfn(𝑆𝐼𝐷𝑆𝐷𝑖

∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
∥ 𝐿1 ∥ 𝐶𝑇𝑃1). Further, 𝑆𝐷𝑖 applies encryption 𝑇1 as 𝑇2= 𝐸𝑃𝐵𝐾𝐸𝑆

(𝑇1).
Furthermore, 𝑆𝐷𝑖 perform computation of 𝑇3= hfn(𝑇2 ∥ 𝐶𝑅𝑇𝑆𝐷𝑖

∥
𝑆𝐼𝐷𝑆𝐷𝑖

∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
∥ 𝐶𝑇𝑃1) and sends a access request message

𝑀1={𝑆𝐼𝐷𝑆𝐷𝑖
, 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

, 𝐶𝑇𝑃1, 𝑇2, 𝑇3} and transmit to edger server
(𝐸𝑆) by an open channels.

Step-2: After receive of message 𝑀1 from 𝑆𝐷𝑖 on time 𝐶𝑇𝑃 ∗
1 , then 𝐸𝑆

verifies current timestamp |𝐶𝑇𝑃 ∗
1 - 𝐶𝑇𝑃1| < 𝛥𝑇 . For successful times-

tamp it computes 𝐸𝑆 and checks for certificate using 𝐶𝑅𝑇𝑆𝐷𝑖
.BSP=

𝑃𝐵𝐾𝑇𝑃𝑆 + hfn(𝑃𝐵𝐾𝑆𝐷𝑖
∥ 𝑃𝐵𝐾𝑇𝑃𝑆 ) if matches successfully, then 𝐸𝑆

keeps 𝑆𝐼𝐷𝑆𝐷𝑖
of respective 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

from the secure database storage
and evaluates 𝑇 ∗

3 = h (𝑇2 ∥ 𝑆𝐼𝐷𝑆𝐷𝑖
∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

∥ 𝐶𝑅𝑇𝑆𝐷𝑖
) to verify

whether 𝑇 ∗
3 = 𝑇3. if matches successfully, then 𝐸𝑆 applies decryption

𝑇2 as 𝑇1= 𝐷𝑃𝑅𝐾𝐸𝑆
(𝑇2).

Step-3: Further, 𝐸𝑆 takes a number randomly 𝑓𝑟1 ∈ 𝑍𝑒 and preserve
a timestamp 𝐶𝑇𝑃2 and assign new temporary identity 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
and

evaluates 𝐸𝑆 = hfn(𝑆𝐼𝐷𝑆𝐷𝑖
∥ 𝑆𝐼𝐷𝐸𝑆 ∥ 𝑓𝑟1 ∥ 𝐶𝑇𝑃2) and applies

encryption 𝑆𝐷1 as 𝑆𝐷2= 𝐸𝑃𝐵𝐾𝑆𝐷𝑖
(𝐹𝐺𝑆1). Next, 𝐸𝑆 evaluates a session

key 𝑆𝐸𝑆𝐸𝑆= hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

∥ 𝑇1 ∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑇𝑃1 ∥ 𝐶𝑇𝑃2), 𝑇 𝐼𝐷𝑀∗
𝑆𝐷𝑖

=
𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
⊕ hfn(𝑆𝐼𝐷𝐸𝑆 ∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

∥𝐶𝑇𝑃2), and 𝐹𝐺3=hfn(𝑇 𝐼𝐷𝑀∗
𝑆𝐷𝑖

∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑅𝑇𝐸𝑆 ∥ 𝑆𝐼𝐷𝐸𝑆 ∥ 𝐶𝑇𝑃2) and makes a reply message 𝑀2=
{𝑇 𝐼𝐷𝑀∗

𝑆𝐷𝑖
, 𝐹𝐺2, 𝐶𝑅𝑇𝐸𝑆 , 𝑆𝐼𝐷𝐸𝑆 , 𝐶𝑇𝑃2} and shares to 𝑆𝐷𝑖 by an

pen channels.

tep-4: After receive of reply message (𝑀2) from the 𝐸𝑆 on time
𝐶𝑇𝑃 ∗

2 , then 𝑆𝐷𝑖 verify whether | 𝐶𝑇𝑃 ∗
2 - 𝐶𝑇𝑃2 | < 𝛥𝑇 timestamp

is valid or not. if validates successfully, then 𝑆𝐷𝑖 checks for cer-
tificate by 𝐶𝑅𝑇𝐸𝑆 .BSP=𝑃𝐵𝐾𝑇𝑃𝑆 + hfn(𝑃𝐵𝐾𝐸𝑆 ∥ 𝑃𝐵𝐾𝑇𝑃𝑆 ). Further,
𝐷𝑖 applies decryption 𝐹𝐺2 to get 𝐹𝐺𝑆1= 𝐷𝑃𝑅𝐾𝑆𝐷𝑖

(𝐹𝐺2). Further-
ore, 𝑆𝐷𝑖 evaluates 𝐹𝐺∗

3= hfn(𝑇 𝐼𝐷𝑀∗
𝑆𝐷𝑖

∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑅𝑇𝐸𝑆 ∥ 𝑆𝐼𝐷𝐸𝑆
𝐶𝑇𝑃2) and verify, if 𝐹𝐺∗

3= 𝐹𝐺3 then 𝑆𝐷𝑖 perform computation
𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
= 𝑇 𝐼𝐷𝑀∗

𝑆𝐷𝑖
⊕ hfn(𝑆𝐼𝐷𝐸𝑆 ∥ 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

∥ 𝐶𝑇𝑃2) and also
akes evaluation of a session key 𝑆𝐸𝑆𝑆𝐷𝑖

=hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

∥ 𝑇1 ∥ 𝐹𝐺𝑆1
∥ 𝐶𝑇𝑃1 ∥ 𝐶𝑇𝑃2) and transmit to 𝐸𝑆. Further, 𝑆𝐷𝑖 picks a current
imestamp 𝐶𝑇𝑃3 and perform computation of session key verification
𝐸𝑆𝑉𝑆𝐷𝑖

using 𝑆𝐸𝑆𝑉𝑆𝐷𝑖
=hfn(𝑆𝐸𝑆𝑆𝐷𝑖

∥𝐶𝑇𝑃3) and makes updation
f the 𝑇 𝐼𝐷𝑀 and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤 in the secure database. Furthermore,
𝑆𝐷𝑖 𝑆𝐷𝑖
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Table 3
Authentication process between SD to SD.
Smart Device (𝑆𝐷𝑖) Edge Server (𝑆𝐷𝑗)

creates a unique random number 𝑆𝐷𝑟1 ∈ 𝐷𝑆𝑟
uses a current timestamp 𝐶𝑇𝑃1
Evaluates 𝐿𝑆𝐷1 = hfn (𝑆𝐼𝐷𝑆𝐷𝑖

|| 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
|| 𝑆𝐷𝑟1 || 𝐶𝑇𝑃1)

𝐿𝑆𝐷2 = 𝐸𝑁𝑃𝐵𝐾𝑆𝐷𝑗
(𝐿𝑆𝐷1)

𝐿𝑆𝐷3 = hfn(𝐿𝑆𝐷2 || 𝐶𝑅𝑇𝑆𝐷𝑖
||

𝑆𝐼𝐷𝑆𝐷𝑖
|| 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

|| 𝐶𝑇𝑃1)
𝑀𝑆𝐺1={𝑆𝐼𝐷𝑆𝐷𝑖 ,𝑇 𝐼𝐷𝑀𝑆𝐷𝑖 ,𝐶𝑇𝑃1 ,𝐿𝑆𝐷2 ,𝐿𝑆𝐷3}
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→

(open channel)
Verify |𝐶𝑇𝑃 ∗

1 - 𝐶𝑇𝑃1| < 𝛿𝑇 , if valid
𝐶𝑅𝑇𝑆𝐷𝑖

.BSP= 𝑃𝐵𝐾𝑇𝑃𝑆
+ hfn(𝑃𝐵𝐾𝑆𝐷𝑖

|| 𝑃𝐵𝐾𝑇𝑃𝑆 ), if valid
Fetch 𝑆𝐼𝐷𝑆𝐷𝑖

with respect to
𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

from the database
Computes 𝐿𝑆𝐷∗

3= hfn (𝐿𝑆𝐷2 || 𝑆𝐼𝐷𝑆𝐷𝑖
||

𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
|| 𝐶𝑅𝑇𝑆𝐷𝑖

)
Verify 𝐿𝑆𝐷∗

3= 𝐿𝑆𝐷3, if validated successfully
Decrypts 𝐿𝑆𝐷1= 𝐷𝑃𝑅𝐾𝑆𝐷𝑗

(𝐿𝑆𝐷2)
Picks a unique random number 𝐶𝑆𝑟1 ∈ 𝐷𝑆𝑟
and uses a current timestamp 𝐶𝑇𝑃2
Computes 𝐶𝑆1= hfn(𝑆𝐼𝐷𝑆𝐷𝑖

|| 𝑆𝐼𝐷𝑆𝐷𝑗
||

𝐶𝑆𝑟1 || 𝐶𝑇𝑃2)
Encrypt 𝐶𝑆1 and store in 𝐶𝑆2= 𝐸𝑁𝑃𝐵𝐾𝑆𝐷𝑖

(𝐶𝑆1)
produces a session key 𝑆𝐸𝑆𝑆𝐷𝑗

= hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

||

𝐿𝑆𝐷1 || 𝐶𝑆1 || 𝐶𝑇𝑃1 || 𝐶𝑇𝑃2),
𝑇 𝐼𝐷𝑀∗

𝑆𝐷𝑖
= 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
⊕ hfn(𝑆𝐼𝐷𝑆𝐷𝑗

||

𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
|| 𝐶𝑇𝑃2),

𝐶𝑆𝑉3= hfn(𝑇 𝐼𝐷𝑀∗
𝑆𝐷𝑖

|| 𝐶𝑆1 ||

𝐶𝑅𝑇𝑆𝐷𝑗
|| 𝑆𝐼𝐷𝑆𝐷𝑗

|| 𝐶𝑇𝑃2)
𝑀𝑆𝐺2=𝑇 𝐼𝐷𝑀∗

𝑆𝐷𝑖
,𝐸𝑆2 ,𝐶𝑅𝑇𝑆𝐷𝑗 ,𝑆𝐼𝐷𝑆𝐷𝑗 ,𝐶𝑇𝑃2

←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←
(via open channel)

Verify | 𝐶𝑇𝑃 ∗
2 - 𝐶𝑇𝑃2 | < 𝛿𝑇

Verify if, 𝐶𝑅𝑇𝑆𝐷𝑗
.BSP=𝑃𝐵𝐾𝑇𝑃𝑆

+ hfn(𝑃𝐵𝐾𝑆𝐷𝑗
|| 𝑃𝐵𝐾𝑇𝑃𝑆 )

Decrypts the 𝐶𝑆2 to receive 𝐶𝑆1= 𝐷𝑃𝑅𝐾𝑆𝐷𝑖
(𝐶𝑆2)

Computes 𝐶𝑆∗
3 = hfn(𝑇 𝐼𝐷𝑀∗

𝑆𝐷𝑖
||

𝐶𝑆1 || 𝐶𝑅𝑇𝑆𝐷𝑗
|| 𝑆𝐼𝐷𝑆𝐷𝑗

|| 𝐶𝑇𝑃2)
if 𝐶𝑆∗

3 = 𝐶𝑆3 valid
Computes 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖
= 𝑇 𝐼𝐷𝑀∗

𝑆𝐷𝑖
⊕

hfn(𝑆𝐼𝐷𝑆𝐷𝑗
|| 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

|| 𝐶𝑇𝑃2)
Evaluates session key 𝑆𝐸𝑆𝑆𝐷𝑖

=hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

||

𝐿𝑆𝐷1 || 𝐶𝑆1 || 𝐶𝑇𝑃1 || 𝐶𝑇𝑃2)
Uses the current timestamp 𝐶𝑇𝑃3
Performs verification of session key 𝑆𝐸𝑆𝑉𝑆𝐷𝑖

=hfn(𝑆𝐸𝑆𝑆𝐷𝑖

||𝐶𝑇𝑃3)
Change 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

in the database
𝑀𝑆𝐺3=𝑆𝐸𝑆𝑉𝑆𝐷𝑖 ,𝐶𝑇𝑃3
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→

(via open channel)
Verify | 𝐶𝑇𝑃 ∗

3 - 𝐶𝑇𝑃3 | < 𝛿𝑇
Verify 𝑆𝐸𝑆𝑉𝑆𝐷𝑖

= hfn (𝑆𝐸𝑆𝑉𝑆𝐷𝑗
|| 𝐶𝑇𝑃3) if validated successfully

Change 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖
and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷𝑖

in the database.
Verify both session keys 𝑆𝐷𝑖 and 𝑆𝐷𝑗
𝑆𝐸𝑆𝑉𝑆𝐷𝑖

(=𝑆𝐸𝑆𝑉𝑆𝐷𝑗
)

𝐿
t
∥
𝑇
b

S
c
c
𝑃
o
𝑆
m

S

𝑆𝐷𝑖 produces an acknowledgment message 𝑀3={𝑆𝐸𝑆𝑉𝑆𝐷𝑖
, 𝐶𝑇𝑃3} and

hares to 𝐸𝑆 by an open channels.

tep-5: After receive of an acknowledgment message 𝑀3 on time 𝐶𝑇𝑃 ∗
3 ,

hen 𝐸𝑆 check for the timestamp using | 𝐶𝑇𝑃 ∗
3 - 𝐶𝑇𝑃3 | < 𝛥𝑇 to check

he whether timestamp is valid or not. Further, 𝐸𝑆 checks 𝑆𝐸𝑆𝑉𝑆𝐷𝑖
= h

𝑆𝐸𝑆𝑉𝐸𝑆 ∥ 𝐶𝑇𝑃3). If matches successfully, then 𝐸𝑆 shares the session
ey and establish a mutual authentication 𝑆𝐸𝑆𝑉𝑆𝐷𝑖

(=𝑆𝐸𝑆𝑉𝐸𝑆 ) with
𝐷𝑖. Finally, 𝐸𝑆 makes updation of 𝑇 𝐼𝐷𝑀𝑆𝐷𝑖

and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷𝑖

in the
ecure database. The authentication between SD to ES is shown in
able 4.
(iii) Key Establishment and Access control Authentication between ES to

S
Step-1: 𝐸𝑆𝑖 takes a number randomly 𝐿1 ∈ 𝑍𝑒 and preserve a times-
196

amp 𝐶𝑇𝑃1 and perform computation of 𝑇1= hfn(𝑆𝐼𝐷𝐸𝑆𝑖
∥ 𝑇 𝐼𝐷𝑀𝐸𝑆𝑖

∥ t
1 ∥ 𝐶𝑇𝑃1). Further, 𝐸𝑆𝑖 applies encryption 𝑇1 as 𝑇2= 𝐸𝑃𝐵𝐾𝐶𝑆
(𝑇1). Fur-

hermore, 𝑆𝐷𝑖 perform computation of 𝑇3= hfn(𝑇2 ∥ 𝐶𝑅𝑇𝐸𝑆𝑖
∥ 𝑆𝐼𝐷𝐸𝑆𝑖

𝑇 𝐼𝐷𝑀𝐸𝑆𝑖
∥ 𝐶𝑇𝑃1) and sends a access request message 𝑀1={𝑆𝐼𝐷𝐸𝑆𝑖

,
𝐼𝐷𝑀𝐸𝑆𝑖

, 𝐶𝑇𝑃1, 𝑇2, 𝑇3} and transmit to smart respective meter (𝐶𝑆)
y an open channels.

tep-2: After receive of message 𝑀1 on time 𝐶𝑇𝑃 ∗
1 , then 𝐶𝑆 verifies

urrent timestamp |𝐶𝑇𝑃 ∗
1 - 𝐶𝑇𝑃1| < 𝛥𝑇 . For successful timestamp, 𝐶𝑆

hecks for certificate using 𝐶𝑅𝑇𝐸𝑆𝑖
.BSP= 𝑃𝐵𝐾𝑇𝑃𝑆 + hfn(𝑃𝐵𝐾𝐸𝑆𝑖

∥
𝐵𝐾𝑇𝑃𝑆 ). For successful verification of certificates 𝐶𝑆 keeps 𝑆𝐼𝐷𝐸𝑆𝑖
f respective 𝑇 𝐼𝐷𝑀𝐸𝑆𝑖

in the database and evaluates 𝑇 ∗
3 = h (𝑇2 ∥

𝐼𝐷𝐸𝑆𝑖
∥ 𝑇 𝐼𝐷𝑀𝐸𝑆𝑖

∥ 𝐶𝑅𝑇𝐸𝑆𝑖
) to verify whether 𝑇 ∗

3 = 𝑇3. For successful
atches, 𝐶𝑆 perform decryption 𝑇2 as 𝑇1= 𝐷𝑃𝑅𝐾𝐶𝑆

(𝑇2).

tep-3: Further, 𝐶𝑆 takes a number randomly 𝑓𝑟1 ∈ 𝑍𝑒 and preserve
𝑛𝑒𝑤
imestamp 𝐶𝑇𝑃2 and assign new temporary identity 𝑇 𝐼𝐷𝑀𝐸𝑆𝑖

and
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Table 4
Authentication process between SD and ES.
Smart Device (SD) Edge Server (ES)

creates a unique random number 𝑆𝐷𝑟1 ∈ 𝐷𝑆𝑟
uses a current timestamp 𝐶𝑇𝑃1
Evaluates 𝐿𝑆𝐷1= hfn (𝑆𝐼𝐷𝑆𝐷 || 𝑇 𝐼𝐷𝑀𝑆𝐷 || 𝑆𝐷𝑟1 || 𝐶𝑇𝑃1)
𝐿𝑆𝐷2= 𝐸𝑁𝑃𝐵𝐾𝐸𝑆

(𝐿𝑆𝐷1)
𝐿𝑆𝐷3= hfn(𝐿𝑆𝐷2 || 𝐶𝑅𝑇𝑆𝐷 ||

𝑆𝐼𝐷𝑆𝐷 || 𝑇 𝐼𝐷𝑀𝑆𝐷 || 𝐶𝑇𝑃1)
𝑀𝑆𝐺1={𝑆𝐼𝐷𝑆𝐷 ,𝑇 𝐼𝐷𝑀𝑆𝐷 ,𝐶𝑇𝑃1 ,𝐿𝑆𝐷2 ,𝐿𝑆𝐷3}
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→

(open channel)
Verify |𝐶𝑇𝑃 ∗

1 - 𝐶𝑇𝑃1| < 𝛿𝑇 , if valid
𝐶𝑅𝑇𝑆𝐷 .BSP= 𝑃𝐵𝐾𝑇𝑃𝑆
+ hfn(𝑃𝐵𝐾𝑆𝐷 || 𝑃𝐵𝐾𝑇𝑃𝑆 ), if valid
Fetch 𝑆𝐼𝐷𝑆𝐷 with respect to
𝑇 𝐼𝐷𝑀𝑆𝐷 from the database
Computes 𝐿𝑆𝐷∗

3= hfn (𝐿𝑆𝐷2 || 𝑆𝐼𝐷𝑆𝐷 ||

𝑇 𝐼𝐷𝑀𝑆𝐷 || 𝐶𝑅𝑇𝑆𝐷)
Verify 𝐿𝑆𝐷∗

3= 𝐿𝑆𝐷3, if validated successfully
Decrypts 𝐿𝑆𝐷1= 𝐷𝑃𝑅𝐾𝐸𝑆

(𝐿𝑆𝐷2)
Picks a unique random number 𝐶𝑆𝑟1 ∈ 𝐷𝑆𝑟
and uses a current timestamp 𝐶𝑇𝑃2
Computes 𝐶𝑆1= hfn(𝑆𝐼𝐷𝑆𝐷 || 𝑆𝐼𝐷𝐸𝑆 ||

𝐶𝑆𝑟1 || 𝐶𝑇𝑃2)
Encrypt 𝐶𝑆1 and stored in 𝐶𝑆2= 𝐸𝑁𝑃𝐵𝐾𝑆𝐷

(𝐶𝑆1)
produces a session key 𝑆𝐸𝑆𝐸𝑆= hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷 ||

𝐿𝑆𝐷1 || 𝐶𝑆1 || 𝐶𝑇𝑃1 || 𝐶𝑇𝑃2),
𝑇 𝐼𝐷𝑀∗

𝑆𝐷= 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝑆𝐷 ⊕ hfn(𝑆𝐼𝐷𝐸𝑆 ||

𝑇 𝐼𝐷𝑀𝑆𝐷 ||𝐶𝑇𝑃2),
𝐶𝑆𝑉3= hfn(𝑇 𝐼𝐷𝑀∗

𝑆𝐷 || 𝐶𝑆1 ||

𝐶𝑅𝑇𝐸𝑆 || 𝑆𝐼𝐷𝐸𝑆 || 𝐶𝑇𝑃2)
𝑀𝑆𝐺2=𝑇 𝐼𝐷𝑀∗

𝑆𝐷 ,𝐸𝑆2 ,𝐶𝑅𝑇𝐸𝑆 ,𝑆𝐼𝐷𝐸𝑆 ,𝐶𝑇𝑃2
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←

(via open channel)

Verify | 𝐶𝑇𝑃 ∗
2 - 𝐶𝑇𝑃2 | < 𝛿𝑇

Verify if, 𝐶𝑅𝑇𝐸𝑆 .BSP=𝑃𝐵𝐾𝑇𝑃𝑆
+ hfn(𝑃𝐵𝐾𝐸𝑆 || 𝑃𝐵𝐾𝑇𝑃𝑆 )
Decrypts the 𝐶𝑆2 to receive 𝐶𝑆1= 𝐷𝑃𝑅𝐾𝑆𝐷

(𝐶𝑆2)
Computes 𝐶𝑆∗

3 = hfn(𝑇 𝐼𝐷𝑀∗
𝑆𝐷 ||

𝐶𝑆1 || 𝐶𝑅𝑇𝐸𝑆 || 𝑆𝐼𝐷𝐸𝑆 || 𝐶𝑇𝑃2)
if 𝐶𝑆∗

3 = 𝐶𝑆3 valid
Computes 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷 = 𝑇 𝐼𝐷𝑀∗
𝑆𝐷 ⊕

hfn(𝑆𝐼𝐷𝐸𝑆 || 𝑇 𝐼𝐷𝑀𝑆𝐷 || 𝐶𝑇𝑃2)
Evaluates session key 𝑆𝐸𝑆𝑆𝐷=hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷 ||

𝐿𝑆𝐷1 || 𝐶𝑆1 || 𝐶𝑇𝑃1 || 𝐶𝑇𝑃2)
Uses the current timestamp 𝐶𝑇𝑃3
Performs verification of session key 𝑆𝐸𝑆𝑉𝑆𝐷=hfn(𝑆𝐸𝑆𝑆𝐷
||𝐶𝑇𝑃3)
Change 𝑇 𝐼𝐷𝑀𝑆𝐷 and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷
in the database
𝑀𝑆𝐺3=𝑆𝐸𝑆𝑉𝑆𝐷 ,𝐶𝑇𝑃3
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→

(via open channel)
Verify | 𝐶𝑇𝑃 ∗

3 - 𝐶𝑇𝑃3 | < 𝛿𝑇
Verify 𝑆𝐸𝑆𝑉𝑆𝐷= hfn (𝑆𝐸𝑆𝑉𝐸𝑆 || 𝐶𝑇𝑃3) if validated successfully
Change 𝑇 𝐼𝐷𝑀𝑆𝐷 and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝑆𝐷
in the database.
Verify both session key 𝐸𝑆 and ES
𝑆𝐸𝑆𝑉𝑆𝐷 (=𝑆𝐸𝑆𝑉𝐸𝑆 )
evaluates 𝐶𝑆 = hfn(𝑆𝐼𝐷𝐸𝑆𝑖
∥ 𝑆𝐼𝐷𝐶𝑆 ∥ 𝑓𝑟1 ∥ 𝐶𝑇𝑃2) and applies

encryption 𝑆𝐷1 as 𝑆𝐷2= 𝐸𝑃𝐵𝐾𝐸𝑆𝑖
(𝐹𝐺𝑆1). Next, 𝐶𝑆 evaluates a session

key 𝑆𝐸𝑆𝐶𝑆= hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝐸𝑆𝑖

∥ 𝑇1 ∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑇𝑃1 ∥ 𝐶𝑇𝑃2), 𝑇 𝐼𝐷𝑀∗
𝐸𝑆𝑖

=
𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝐸𝑆𝑖
⊕ hfn(𝑆𝐼𝐷𝐶𝑆 ∥ 𝑇 𝐼𝐷𝑀𝐸𝑆𝑖

∥𝐶𝑇𝑃2), and 𝐹𝐺3=hfn(𝑇 𝐼𝐷𝑀∗
𝐸𝑆𝑖

∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑅𝑇𝐶𝑆 ∥ 𝑆𝐼𝐷𝐶𝑆 ∥ 𝐶𝑇𝑃2) and makes a reply message 𝑀2=
{𝑇 𝐼𝐷𝑀∗

𝐸𝑆𝑖
, 𝐹𝐺2, 𝐶𝑅𝑇𝐶𝑆 , 𝑆𝐼𝐷𝐶𝑆 , 𝐶𝑇𝑃2} and shares to 𝑆𝐷𝑖 by an open

channels.

Step-4: After receive of reply message (}𝑀2) from the 𝐶𝑆 on time
𝐶𝑇𝑃 ∗

2 , then 𝑆𝐷𝑖 verify whether | 𝐶𝑇𝑃 ∗
2 - 𝐶𝑇𝑃2 | < 𝛥𝑇 timestamp

is valid or not. if validates successfully, then 𝑆𝐷𝑖 checks for cer-
tificate by 𝐶𝑅𝑇𝐶𝑆 .BSP=𝑃𝐵𝐾𝑇𝑃𝑆 + hfn(𝑃𝐵𝐾𝐶𝑆 ∥ 𝑃𝐵𝐾𝑇𝑃𝑆 ). Further,
𝑆𝐷𝑖 applies decryption 𝐹𝐺2 to get 𝐹𝐺𝑆1= 𝐷𝑃𝑅𝐾𝐸𝑆𝑖

(𝐹𝐺2). Further-
more, 𝑆𝐷𝑖 evaluates 𝐹𝐺∗

3= hfn(𝑇 𝐼𝐷𝑀∗
𝐸𝑆𝑖

∥ 𝐹𝐺𝑆1 ∥ 𝐶𝑅𝑇𝐶𝑆 ∥ 𝑆𝐼𝐷𝐶𝑆
∥ 𝐶𝑇𝑃2) and verify, if 𝐹𝐺∗

3= 𝐹𝐺3 then 𝑆𝐷𝑖 perform computation
𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝐸𝑆𝑖
= 𝑇 𝐼𝐷𝑀∗

𝐸𝑆𝑖
⊕ hfn(𝑆𝐼𝐷𝐶𝑆 ∥ 𝑇 𝐼𝐷𝑀𝐸𝑆𝑖

∥ 𝐶𝑇𝑃2) and also
makes evaluation of a session key 𝑆𝐸𝑆𝐸𝑆𝑖

=hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝐸𝑆𝑖

∥ 𝑇1 ∥ 𝐹𝐺𝑆1
∥ 𝐶𝑇𝑃 ∥ 𝐶𝑇𝑃 ) and transmit to 𝐶𝑆. Further, 𝑆𝐷 picks a current
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1 2 𝑖
timestamp 𝐶𝑇𝑃3 and perform computation of session key verification
𝑆𝐸𝑆𝑉𝐸𝑆𝑖

using 𝑆𝐸𝑆𝑉𝐸𝑆𝑖
=hfn(𝑆𝐸𝑆𝐸𝑆𝑖

∥𝐶𝑇𝑃3) and makes updation
of the 𝑇 𝐼𝐷𝑀𝐸𝑆𝑖

and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝐸𝑆𝑖

in the secure database. Furthermore,
𝑆𝐷𝑖 produces an acknowledgment message 𝑀3={𝑆𝐸𝑆𝑉𝐸𝑆𝑖

, 𝐶𝑇𝑃3} and
shares to 𝐶𝑆 by an open channels.

Step-5: After receive of an acknowledgment message 𝑀3 on time 𝐶𝑇𝑃 ∗
3 ,

the 𝐶𝑆 check for the timestamp using | 𝐶𝑇𝑃 ∗
3 - 𝐶𝑇𝑃3 | < 𝛥𝑇 to check

the whether timestamp is valid or not. Further, 𝐶𝑆 checks 𝑆𝐸𝑆𝑉𝐸𝑆𝑖
= h

(𝑆𝐸𝑆𝑉𝐶𝑆 ∥ 𝐶𝑇𝑃3). If matches successfully, then 𝐶𝑆 shares the session
key and establish a mutual authentication 𝑆𝐸𝑆𝑉𝐸𝑆𝑖

(=𝑆𝐸𝑆𝑉𝐶𝑆 ) with
𝐸𝑆𝑖. Finally, 𝐶𝑆 makes updation of 𝑇 𝐼𝐷𝑀𝐸𝑆𝑖

and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝐸𝑆𝑖

in the
secure database. The authentication between ES to CS is shown in the
Table 5.

4.2. Consensus mechanism for block creation and validation

This phase summarizes the consensus mechanism of verification and
block creation. The verification and block creation are performed by
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Table 5
Authentication process between ES and CS.
Edge Server (ES) Cloud Server (CS)

creates a unique random number 𝐸𝑆𝑟1 ∈ 𝐷𝑆𝑟
uses a current timestamp 𝐶𝑇𝑃1
Evaluates 𝐿𝐸𝑆1= hfn (𝑆𝐼𝐷𝐸𝑆 || 𝑇 𝐼𝐷𝑀𝐸𝑆 || 𝐸𝑆𝑟1 || 𝐶𝑇𝑃1)
𝐿𝐸𝑆2= 𝐸𝑁𝑃𝐵𝐾𝐶𝑆

(𝐿𝐸𝑆1)
𝐿𝐸𝑆3= hfn(𝐿𝐸𝑆2 || 𝐶𝑅𝑇𝐸𝑆 ||

𝑆𝐼𝐷𝐸𝑆 || 𝑇 𝐼𝐷𝑀𝐸𝑆 || 𝐶𝑇𝑃1)
𝑀𝑆𝐺1={𝑆𝐼𝐷𝐸𝑆 ,𝑇 𝐼𝐷𝑀𝐸𝑆 ,𝐶𝑇𝑃1 ,𝐿𝐸𝑆2 ,𝐿𝐸𝑆3}
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→

(open channel)
Verify |𝐶𝑇𝑃 ∗

1 - 𝐶𝑇𝑃1| < 𝛿𝑇 , if valid
𝐶𝑅𝑇𝐸𝑆 .BSP= 𝑃𝐵𝐾𝑇𝑃𝑆
+ hfn(𝑃𝐵𝐾𝐸𝑆 || 𝑃𝐵𝐾𝑇𝑃𝑆 ), if valid
Fetch 𝑆𝐼𝐷𝐸𝑆 with respect to
𝑇 𝐼𝐷𝑀𝐸𝑆 from the database
Computes 𝐿𝐸𝑆∗

3 = hfn (𝐿𝐸𝑆2 || 𝑆𝐼𝐷𝐸𝑆 ||

𝑇 𝐼𝐷𝑀𝐸𝑆 || 𝐶𝑅𝑇𝐸𝑆 )
Verify 𝐿𝐸𝑆∗

3 = 𝐿𝐸𝑆3, if validated successfully
Decrypts 𝐿𝐸𝑆1= 𝐷𝑃𝑅𝐾𝐶𝑆

(𝐿𝐸𝑆2)
Picks a unique random number 𝐶𝑆𝑟1 ∈ 𝐷𝑆𝑟
and uses a current timestamp 𝐶𝑇𝑃2
Computes 𝐶𝑆1= hfn(𝑆𝐼𝐷𝐸𝑆 || 𝑆𝐼𝐷𝐶𝑆 ||

𝐶𝑆𝑟1 || 𝐶𝑇𝑃2)
Encrypt 𝐶𝑆1 and stored in 𝐶𝑆2= 𝐸𝑁𝑃𝐵𝐾𝐸𝑆

(𝐶𝑆1)
produces a session key 𝑆𝐸𝑆𝐶𝑆= hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝐸𝑆 ||

𝐿𝐸𝑆1 || 𝐶𝑆1 || 𝐶𝑇𝑃1 || 𝐶𝑇𝑃2),
𝑇 𝐼𝐷𝑀∗

𝐸𝑆= 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤
𝐸𝑆 ⊕ hfn(𝑆𝐼𝐷𝐶𝑆 ||

𝑇 𝐼𝐷𝑀𝐸𝑆 ||𝐶𝑇𝑃2),
𝐶𝑆𝑉3= hfn(𝑇 𝐼𝐷𝑀∗

𝐸𝑆 || 𝐶𝑆1 ||

𝐶𝑅𝑇𝐶𝑆 || 𝑆𝐼𝐷𝐶𝑆 || 𝐶𝑇𝑃2)
𝑀𝑆𝐺2=𝑇 𝐼𝐷𝑀∗

𝐸𝑆 ,𝐶𝑆2 ,𝐶𝑅𝑇𝐶𝑆 ,𝑆𝐼𝐷𝐶𝑆 ,𝐶𝑇𝑃2
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←

(via open channel)

Verify | 𝐶𝑇𝑃 ∗
2 - 𝐶𝑇𝑃2 | < 𝛿𝑇

Verify if, 𝐶𝑅𝑇𝐶𝑆 .BSP=𝑃𝐵𝐾𝑇𝑃𝑆
+ hfn(𝑃𝐵𝐾𝐶𝑆 || 𝑃𝐵𝐾𝑇𝑃𝑆 )
Decrypts the 𝐶𝑆2 to receive 𝐶𝑆1= 𝐷𝑃𝑅𝐾𝐸𝑆

(𝐶𝑆2)
Computes 𝐶𝑆∗

3 = hfn(𝑇 𝐼𝐷𝑀∗
𝐸𝑆 ||

𝐶𝑆1 || 𝐶𝑅𝑇𝐶𝑆 || 𝑆𝐼𝐷𝐶𝑆 || 𝐶𝑇𝑃2)
if 𝐶𝑆∗

3 = 𝐶𝑆3 valid
Computes 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝐸𝑆 = 𝑇 𝐼𝐷𝑀∗
𝐸𝑆 ⊕

hfn(𝑆𝐼𝐷𝐶𝑆 || 𝑇 𝐼𝐷𝑀𝐸𝑆 || 𝐶𝑇𝑃2)
Evaluates session key 𝑆𝐸𝑆𝐸𝑆=hfn(𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝐸𝑆 ||

𝐿𝐸𝑆1 || 𝐶𝑆1 || 𝐶𝑇𝑃1 || 𝐶𝑇𝑃2)
Uses current timestamp 𝐶𝑇𝑃3
Performs verification of session key 𝑆𝐸𝑆𝑉𝐸𝑆=hfn(𝑆𝐸𝑆𝐸𝑆
||𝐶𝑇𝑃3)
Change 𝑇 𝐼𝐷𝑀𝐸𝑆 and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝐸𝑆
in the database
𝑀𝑆𝐺3=𝑆𝐸𝑆𝑉𝐸𝑆 ,𝐶𝑇𝑃3
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→

(via open channel)
Verify | 𝐶𝑇𝑃 ∗

3 - 𝐶𝑇𝑃3 | < 𝛿𝑇
Verify 𝑆𝐸𝑆𝑉𝐸𝑆= hfn (𝑆𝐸𝑆𝑉𝐶𝑆 || 𝐶𝑇𝑃3) if validated successfully
Change 𝑇 𝐼𝐷𝑀𝐸𝑆 and 𝑇 𝐼𝐷𝑀𝑛𝑒𝑤

𝐸𝑆
in th database.
Verify both session key 𝐸𝑆 and CS
𝑆𝐸𝑆𝑉𝐸𝑆 (=𝑆𝐸𝑆𝑉𝐶𝑆 )
the CS i . To verify and creation of block, a PoA consensus mechanism
s applied. The Algorithm 1 consists of two different methods namely
lockSign() and CreateBlock(). The BlockSign() module is responsible
or verifying and performing block signatures by the mining nodes i.e.;
S i . The underlying methods check for the current timestamp CTP and
lso check for maximum mining nodes are participating in the block
erification process. Next, for successful verification block weight is
ssigned to 1, and for every unsuccessful verification weight is assigned
o 0. Further, the CreateBlock() module takes the block weight, block-
ign, and mining node information. For successful authentication of
iners and related block information block creation is performed and

hared with the peer mining node to append the block to the current
edger. The algorithm consists of two functions namely Blocksign() and
eateBlock(). In the presented algorithm we have included 𝐶𝑆𝑖 as a

mining node where 𝑖th represent individual mining node. However, {𝑖 =
1, 2,… 𝑛}. The mining node sign the block which is added to next of the
𝑛th block. If the block is sign successfully by the mining node then block
198

weight gets value as BZ.W=1 Else BZ.W=0. However, each mining node
has two option either choose the block or not choose the block. So, as
per the mining option complexity of mining and generating block hash
of a block is O(2𝑛). Finally, Each blocks are added as a chronological
order and thus it must traverse the entire lists of block which takes
O(n) as a time complexity. The total time complexity of the algorithm
is O(2𝑛) + O(n).

4.3. Explainable deep learning-based intelligent Intrusion Detection System

The proposed IDS includes three main stages: (1) Data collection
and Pre-processing, (2) Self Attention-based LSTM, and (3) eXplainable
AI. The proposed IDS working is shown in Fig. 2. Each of them is
explained below in detail:

4.3.1. Data collection and pre-processing

This process includes two parts mentioned below:
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Fig. 2. Proposed explainable deep learning-based intelligent intrusion detection system.
Algorithm 1 Block Verification and Creation using Proof-of-Authority
Consensus Approach
1: Input: Set of CSi , BZ ← Block Details, PRB ← parent block, 𝐶𝑆𝐼𝐷𝑖

←

who made block signature, BSI ← Block Index Number, W ← Weight of
Signed Block, BD ← Block Delay Time Commitment, PRM ← Majority of
Peers((CSi∕2) + 1).

2: Output: Block Verification and Propagation
3: function BlockSign()(CSi , CTP ) ∶
4: 𝛽 ← Maximum CSi

5: Result= False
6: for doCS = {CTP -𝛽, … , CTP}
7: if thenBZ.BSI mod |CSi | == 𝑖𝑡ℎ then Result= True
8: return Result
9: end if

10: end for
11: end function
12: function CreateBlock(:)
13: while true do
14: CTP ← previous-block(𝐶𝑆𝑖).BSI
15: wait until function BlockSign(CSi ,N )
16: CTP ← receive-timestamp(CSi )
17: wait until clock >= CTP + BZ
18: if ( thenCTP + 1) mod (CSi ) == i𝑡ℎ then
19: BZ.W=1
20: else
21: BZ.W=0
22: end if
23: BZ.BI=CTP + 1
24: BZ.PRB= ParentBlock(BZi )
25: BZ.CSi ← BlockSign()
26: BZi ← { BZi U {BZ},PRBi𝑈{𝐵𝑍.𝑃𝑅𝐵} }
27: Distribute Block BZi

28: end while
29: end function

• Collecting data from the digital twin: This involves capturing
the virtual behaviors and interactions within the simulated en-
vironment. Considerations for intrusion detection using digital
twin data include: (1) Monitor the behavioral patterns of digital
199
entities within the virtual environment. This includes tracking
interactions between components, data flows, and communica-
tion protocols. (2) Intentionally introduce anomalies and security
threats into the digital twin to simulate potential intrusion sce-
narios. This enables the training of intrusion detection algorithms
on a diverse set of scenarios. (3) Emulate virtual sensors within
the digital twin to capture simulated data reflecting potential
security breaches. These sensors mimic network traffic, system
logs, and user activities in ZTN. (4) Implement detailed event
logging within the digital twin to record all activities and changes.
This log data serves as the basis for intrusion detection analysis.

• Pre-processing of collected data: (1) Identifying and addressing
missing values is essential for maintaining the integrity and ac-
curacy of the dataset. In this research article, we have used
the mean imputation approach. This involves identifying features
with missing data, calculating the mean for each of these features
based on available values, and replacing the missing entries with
their respective means. (2) categorical variables were converted
into numeric format. (3) Normalization using min–max scaling,
where numerical features were converted to a specific range,
typically between 0 and 1.

4.3.2. Self attention-based LSTM
The pre-processed data is being used to design self self-attention-

based LSTM model. The RNN has been widely used in the last few
years in a variety of areas, such as translation, speech recognition,
language modeling, etc. It was specifically designed for the time-series
data. Unlike traditional CNN-based models, i.e., VGG and AlexNet, the
RNN have the ability to capture the temporal information in sequence.
However, it has gradient vanishing problems. LSTM is considered to
be an advanced version of the traditional RNN [32], which is specially
designed to solve the gradient vanishing problems by using its gating
mechanism. The LSTM contains 3 gates; an Input gate (Nt ), Output gate
(Mt ), and a Forget gate (Pt ). The last Pt is used to discard and choose
to eliminate the extraneous data from the input (St ) and the preceding
output (Jt−1). The mathematical equations for computing these gates
are as follows [33]:

N = 𝜎(w S + w J + b ) (1)
t n t n t−1 n
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Pt = 𝜎(wpSt + wpJt−1 + bp) (2)

Mt = 𝜎(wm St + wm Jt−1 + bm ) (3)

Ct = Ct−1 ∗ Pt + tanh(wcSt + wcJt−1 + bc) (4)

Zt = tanh(wzSt + wzJt−1 + bz) (5)

Where 𝜎 is sigmoid function, St is the input vector, Wn , Wp , Wm , Wc and
z are the weight matrices for Nt , Pt , Mt , Ct and Zt . Furthermore the

Bias (b) for the weight matrices (w) are represented by bn , bp , bm , bc and
bz .

Moreover, we have employed an attention mechanism to learn and
select the relevant information from the N hidden states (Jt ) using the
weights (𝛾). Eq. (6) depicts the calculation of the Self-attention Vector
(SAV ).

SAV =
N
∑

𝑒=1
𝛾𝑡Jt (6)

where the weighting factor of the 𝛾𝑡 is determined as

𝛾𝑡 =
exp(L𝑇

𝑡 )Lw
∑

𝑡 exp(L𝑇
𝑡 )Lw

(7)

he Lw represents the weight matrix respectively.

.3.3. eXplainable AI
The recent advances in the communication sector have yielded

henomenal concepts for developing a rational understanding between
echnologies and consumers. Artificial intelligence (AI) is revealing
iraculous manifestations in every dimension of the digital world and
as become an accelerating choice for smart communication systems
uch as ZTNs. The flourishing trends of AI applications in ZTN en-
ironments stimulate the need for some explainable approaches to
nsure transparency in methodological frameworks. Explainable AI
XAI) is mapped over the elaboration concepts to visualize the typical
rocessing of conventional integration frameworks.

In this article, we have used SHapley Additive exPlanations (SHAP)
or interpreting the importance of features behind the attack detection
apabilities [34]. The SHAP explanation method from coalitional game
heory is used to derive Shapley values. First, calculate the SHAP values
or each feature 𝑖 in the set by evaluating the difference in predictions
hen including and excluding the feature. The SHAP value for feature
on input 𝑥 is given by:

𝑖(𝑥) =
∑

𝑆⊆𝑁∖{𝑖}

[

|𝑆|!(|𝑁| − |𝑆| − 1)!
|𝑁|!

]

×
[

𝑓𝛩(𝑆 ∪ {𝑖}, 𝑥) − 𝑓𝛩(𝑆, 𝑥)
]

. (8)

where 𝑁 is the set of all feature in the set, 𝑆 is a subset of feature
excluding feature 𝑖, 𝑓𝛩 (𝑆, 𝑥) is the model’s prediction with feature in

, 𝑓𝛩 (𝑆 ∪ {𝑖} , 𝑥) is the model’s prediction with feature in 𝑆 plus feature
. For global interpretation, we calculate global SHAP values for each
eature 𝑖 by aggregating the contributions across the entire dataset: 𝛷𝑖 =
1
𝑚
∑𝑚

𝑘=1 𝜙𝑖
(

𝑥𝑘
)

, where 𝛷𝑖 represents the global SHAP value for feature
𝑖 and 𝑚 is the number of data points in the dataset. Finally, we analyze
the global SHAP values 𝛷𝑖 to understand the relative importance of
each feature 𝑖 across the entire dataset. Larger absolute values of 𝛷𝑖
indicate more influential features.

5. Performance analysis

5.1. Experimental setup

The deep learning algorithms are implemented using Tensorflow
version 2.5 and Python programming language. The concept of ex-
plainable AI is implemented using the SHapley Additive exPlanations
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Table 6
Statistics of instances of the datasets.

Dataset Category Instances

N-BaIoT

Benign 49 433
Ack 3370
Scan 3277
SYN 2260
UDP 3377
UDP Plain 3383
Combo 3307
Junk 3367
TCP 3390

DTs

Benign 1930
NDoS 313
NMM 27
CI 163
CMM 97

(SHAP) library version 0.39.0. This approach uses DeepExplainer for
SALSTM model and plots the SHAP summary plot with mean SHAP
values on the 𝑥-axis, and feature names on the 𝑦-axis. The simulations
are carried out on PowerEdge R940xa Rack Server having 2x Intel®
Xeon® Gold 6240 2.6G, 256 GB RAM, and NVIDIA Ampere A100,
80 GB Passive GPU installed on Microsoft Server 2019 Standard. The
proposed XAI-SALSTM is trained with 3 layers having 128, 64, and
32 neurons, a ‘‘Relu’’ optimizer with a learning rate of 0.001 over 15
epochs, and ‘‘categorical cross-entropy’’ loss. The softmax activation
function is used at the last layer to perform multi-class attack detec-
tion. The blockchain-based experimental analysis is performed over
the Ethereum Goerli Test Network-enabled PoA consensus mechanism.
The smart contract is implemented using solidity version 0.8.21. The
Goreli etherscan blockchain explorer is used to store the transactions.
To access the ethersacn services and smart contract functionality Web3
python is used. To setup the Ethereum node and receive goreli faucet
Alchamey Web3 provider services are used.

5.2. Dataset description

This work employed IoT-based datasets, i.e., N-BaIoT [35] and a
self-generated DTs dataset by [22] for experimentation. The datasets
contain a Benign class along with numerous attack classes, such that
Ack, Scan, SYN, UDP, TCP, Junk, Combo, UDP Plain, Calculated Mea-
surement Modification (CMM), Naive Measurement Modification
(NMM), Command Injection (CI), and Network DoS (NDoS). The com-
plete details about the instances if these datasets are given in 6. Further,
we divided the dataset into the traditional 70 and 30 percent ratios.
Finally, we employed the pre-processing based on [36].

5.3. Evaluation metrics

In this work, we employed standard evaluation metrics to thor-
oughly evaluate the performance of our proposed framework, i.e., ac-
curacy, precision, recall, and F1-score. Furthermore, we used the Shap
summary plot of the XAI to interpret the features that contributed the
most to the model’s decision.

5.4. Numerical results for explainable DL-based IDS

In this subsection, we discussed the performance of the proposed
eXplainable DL-based IDS. Figs. 3(a) and 3(b) depict the confusion
matrix of the proposed IDS under N-BaIoT and DTs datasets. The figures
are evidence that the proposed IDS identified all the classes correctly
and categorized the instances into their specific class.

Further, The ROC Curve of the proposed IDS is given in Figs. 4(a)
and 4(b) for both datasets, where it depicts the performance between
the true positive rate and false positive. The proposed IDS learns all
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Fig. 3. Confusion matrix.

Fig. 4. ROC curve.

Fig. 5. Overall performance comparison of the proposed IDS with existing threat
detection schemes (Naive Bayes (NB) and Gated Recurrent Unit (GRU)).

the classes in an efficient manner. We designed the IDS for multi-
class detection, and it has the ability to identify each unique threat
independently, which is useful for the real-time deployment of the
protection mechanism. Despite the fact that multi-class detection is
a tricky, difficult, and very challenging task to attain high detection
accuracy, the proposed IDS was able to attain an efficient accuracy. The
overall comparison is provided in Fig. 5(a) under the N-BaIoT dataset,
where the model accomplished accuracy, precision, recall, and F1-
score of 99.31%, 98.42%, 98.82%, and 98.44%, respectively. Further,
the comparison under the DTs dataset is provided in Fig. 5(b), where
the proposed IDS achieved accuracy, precision, recall, and F1-score of
95.81%, 88.19%, 86.39%, and 87.66%. Also, in order to provide a more
comprehensive performance of the proposed IDS, we provide the per-
class performance analysis in Tables 7 and 8 for the N-BaIoT and DTs
datasets respectively.
201
Fig. 6. Shap summary plot under N-BaIoT dataset.

Fig. 7. Shap summary plot under DTs dataset.

Furthermore, we provide the Summary plot to show each feature’s
contribution in the model decision. Fig. 6 depicts the top 20 features
of each class of the N-BaIoT dataset, that contributed the most to the
proposed model output, while Fig. 7 illustrates the features of the DTs
dataset. The different colors in these figures depict the magnitude of
the features and the 𝑥-axis shows their influence on the classification of
each distinct class. These features and associated Shapley values allow
for the evaluation of the veracity of the projected result.

Further, to assess the statistical significance of the performance dif-
ferences between models on the N-BaIoT and DTs dataset, we utilized
the Wilcoxon rank-sum test, with a significance level set at 𝛼 = 0.05.
The results of this test are summarized in Table 9. As can be discerned
from the table, all the p-values are notably below the 0.05 threshold.
This suggests that the differences in performance between the models
are statistically significant across both datasets.

5.5. Numerical results for smart contract and blockchain-enabled authenti-
cation scheme

Fig. 8 shows execution time analysis of transaction (Tx) off-chain
upload and block mining using the PoA consensus mechanism. Fig. 9
illustrates the block creation time and storage size of transactions
over the off-chain layer. Figs. 8(b) and 9(a), illustrate block mining
and block creation time over different peers and transactions. The
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Table 7
Per-class performance analysis of the proposed IDS on N-BaIoT dataset.

Parameters Benign Ack Scan SYN UDP UDP Plain Combo Junk TCP

Accuracy 99.94 100.00 97.06 97.04 99.97 99.99 99.99 99.99 99.99
Precision 99.93 100.00 89.21 97.34 99.39 100.00 100.00 100.00 99.90
Recall 99.97 100.00 98.86 92.26 100.00 99.69 99.89 99.69 100.00
False Positive Rate 0.00306 0.00 0.03010 0.00045 0.00027 0.00 0.00 0.00 0.00004
L

Table 8
Per-class performance analysis of the proposed IDS on DTs dataset.

Parameters Benign NDoS NMM CI CMM

Accuracy 91.74 92.98 100.00 94.33 100.00
Precision 90.72 85.86 92.30 72.09 100.00
Recall 97.48 72.20 100.00 62.29 100.00
False Positive Rate 0.27467 0.01601 0.00 0.01349 0.00

Table 9
P-values of Wilcoxon test for accuracy results on N-BaIoT and
DTs dataset.

Comparison N-BaIoT DTs dataset

Proposed IDS vs NB 0.001953 0.002543
Proposed IDS vs GRU 0.002853 0.006606
NB vs GRU 0.003267 0.003658

Fig. 8. Analysis of blockchain authentication in terms of block mining using PoA
onsensus and Transaction (Tx) upload Time.

Fig. 9. Analysis of blockchain authentication in terms of block creation and storage
ize of transaction (Tx)

xecution time analysis gradually increments as more peers participate
n the network for the verification and mining process. Fig. 9(b) shows
he size of shared transactions over off-chain storage leveraged with
ifferent sets of transactions and participating peers. It can be noticed
hat storage size increases as participating nodes and transactions are
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dded to the network.
Table 10
Comparison with existing techniques.

Ref Model Dataset DTs BC XAI Accuracy

[39] CNN+RNN N-BaIoT × × × 86.47%
[22] Stacked DTs ✓ × × 92.70%
[37] SOM-DAGMM N-BaIoT × × × 96.00%
[38] SVM N-BaIoT × × × 95.90%
[10] Transformer N-BaIoT × × × 96.33%

Proposed XAI-SALSTM N-BaIoT
✓ ✓ ✓

99.31%
DTs 95.81%

Terms & Abbreviations: DTs: Digital Twins; BC: Blockchain; XAI: Explainable Artificial
Intelligence; SOM-DAGMM: Self-organizing Map-Deep Autoencoder Gaussian Mixture
Model; SVM: Support Vector Machine; CNN: Convolutional Neural Networks; RNN:
Recurrent Neural Network.

Table 11
Comparison between proposed work and other related frameworks.
Authors Year A B C D E F G H I J

Varghese et al. [22] 2022 ✓ × ✓ × × × × × × ×
Suhail et al. [25] 2023 ✓ × ✓ ✓ × × ✓ × ✓ ✓

Javeed et al. [8] 2023 ✓ × ✓ × × × × × × ×
Wang et al. [11] 2020 ✓ × ✓ ✓ × × ✓ × ✓ ×
Houda et al. [13] 2022 ✓ × ✓ ✓ × × ✓ × ✓ ×
Thakur et al. [19] 2023 ✓ ✓ × × × ✓ × × ✓ ✓

Lu et al. [26] 2020 ✓ ✓ × × × × × × ✓ ✓

Proposed Framework 2023 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

A ∶ Security; B ∶ Privacy; C ∶ Intrusion Detection System; D ∶ eXplainable AI; E ∶
edger Distribution; F ∶ Smart Contracts; G ∶ Transparency; H ∶ Decentralized; I ∶

Trust; J ∶ Digital Twins.

5.6. Comparative analysis

Finally, we compare the performance of the proposed framework
with some recent threat detection techniques from the current litera-
ture, i.e., [37,38], and [22]. Table 10 depicts the thorough comparison
of the proposed approach against these techniques. It can be seen
that the authors of [37] evaluated their proposed framework using the
N-BaIoT dataset and achieved 96% accuracy. Similarly, the authors
in [38] also used the N-BaIoT dataset for training and evaluation and
achieved an accuracy of 95.90%. Further, in [22] the authors em-
ployed a self-generated DTs dataset to train and evaluate their proposed
IDS and attained 92.70% detection accuracy. The comparison further
proves that the proposed framework outperformed the other schemes
by achieving an accuracy of 99.31% under the N-BaIoT dataset and
95.81% under the DTs dataset.

Finally, we have compared the proposed framework with some
recent state-of-the-art based on various factors. Table 11 shows this
comparison of the proposed work with [8,11,13,19,22,25,26]. For in-
stance, In the context of ZTN management, Security () is paramount
as it guards the system from cyber threats, ensuring that the au-
tomation in ZTN remains uncompromised. Privacy () is essential
because, with ZTN’s autonomous operations, maintaining user data
confidentiality becomes more critical to prevent unauthorized data
access. The Intrusion Detection System (IDS) (), utilizing Digital Twins
( ), offers a powerful mechanism for ZTN: these virtual replicas of
the network to allow for real-time simulations, enabling the IDS to
proactively identify and counter potential threats without disrupting
the actual network. Explainable AI () is vital for ZTN as stakeholders
need to understand AI-driven decisions in an environment that thrives
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on automation. Ledger Distribution () offers a decentralized record-
keeping mechanism, ensuring that data within ZTN is tamper-proof and
verifiable. Smart Contracts () bring in efficiency and trust in ZTN,
enabling automated agreements that execute when conditions are met.
Transparency () in ZTN ensures stakeholders can monitor and validate
the automated processes, ensuring accountability. Decentralization ()
is a foundational principle of ZTN, eliminating single points of failure
and promoting robustness. Trust () is especially vital in ZTN’s decen-
tralized landscape, ensuring that automated processes and interactions
are credible.

5.7. Discussion

The proposed SALSTM aligns with the single-step prediction
paradigm where the model predicts the classification of the current
packet or sequence based on the immediate past data. The self-attention
mechanism allows the model to weigh the importance of different
packets or features in a sequence, helping it to identify patterns that
are indicative of malicious behavior. By focusing on crucial segments of
the input, the model can make a more accurate single-step prediction,
especially when considering sequential data where long-term depen-
dencies exist. On the other hand, the proposed IDS has an impact on
DTs and the physical world. (1) DTs Impact: A DTs is a digital replica
of a physical system. Any prediction made by the SALSTM can be first
tested and visualized on the DTs. For intrusion detection, if an attack is
predicted, the DTs can simulate the effects of that attack on the digital
system, allowing for risk-free testing and validation. (2) Physical World
Impact: Once predictions are validated on the Digital Twins, they can
inform decisions in the real-world system. For instance, If an imminent
threat is detected, immediate protective measures can be initiated in
real-time to prevent potential harm.

6. Conclusion

In this paper, we have proposed a robust cybersecurity framework
by integrating smart contracts and eXplainable AI. Specifically, first, we
have designed a smart contract and blockchain-enabled authentication
scheme to ensure the trustworthiness of data acquisition from different
participating sources. Then, a DT was set up with different attack
scenarios to design and test the effectiveness of an intrusion detection
system in the ZTN environment. To detect attacks, a self-attention-
based long short-term memory was designed and deployed. We also
used the SHAP tool to understand the reasoning and effects of the
features contributing towards higher accuracy of the proposed IDS.
The experiment result shows that the proposed framework significantly
outperforms the baselines and state-of-the-art techniques in terms of
explainability, accuracy, and other crucial security parameters but has
few limitations. For instance, the proposed approach’s reliance on
specific datasets could affect broader applicability, and the sole use of
SHAP might not capture every interpretative nuance. Future research
will include implementing the proposed framework in a federated ZTN
scenario with other explainability methods.
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