
 

 

  

Abstract—The performance and analysis of speech recognition 

system is illustrated in this paper. An approach to recognize the 

English word corresponding to digit (0-9) spoken by 2 different 

speakers is captured in noise free environment. For feature extraction, 

speech Mel frequency cepstral coefficients (MFCC) has been used 

which gives a set of feature vectors from recorded speech samples. 

Neural network model is used to enhance the recognition 

performance. Feed forward neural network with back propagation 

algorithm model is used. However other speech recognition 

techniques such as HMM, DTW exist. All experiments are carried 

out on Matlab.  

 

Keywords—Speech Recognition, MFCC, Neural Network, 

classifier.  

I. INTRODUCTION 

N the recent past, speech recognition by computer becomes 

an active field of research where words/digits spoken by 

human are made computer recognizable. Brief glimpse of 

previous work are initially reported in this paper. So far 

numbers of different methodologies have been proposed by 

different researcher for continuous and isolated word 

recognition. Recognition task falls broadly into two classes: 

speaker dependent and speaker independent [1]-[3]. However 

HMM has been assumed as reliable classifier for speech 

recognition as it widely used by many researcher and have got 

mix amount of success [4], [6]. In the recent past, ANN has 

also been widely acceptable and used as classifier for speech 

recognition. Various features have been used to model speech 

signal such as DTW, LPC, MFCC [5], [7], [8], [12] etc. singly 

or collectively shows improvement in recognition accuracies. 

Recognition task starts with signal captured by microphone in 

noise free environment. The high accuracy of recognition is 

the key thrust of this paper, since speech signal contains 

energy band of (0-5KHZ) their property varied with time 

(shown in Figs. 1-3) therefore time varying Fourier transform 

are used to study speech signals [5], [6] during very short 

interval of time some of the parameter of speech signals are 

constant such as energy, zero crossing correlation etc. Hence 

during that period of time, by introduction of hamming 

window, these constant signals are divided into blocks of 

small duration. The MFCC data are then evaluated. These data 

sets are used for training, validation and testing by using ANN 

[4]. The training data set is used to train the Feed Forward 
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Neural Network where the weights are adjusted accordingly. 

According to the learning algorithms, Testing data sets are 

used to evaluate and analyse the efficiency of classifier. 

Testing data set is not used during the training session; these 

data sets are unknown to classifier.  

 

 

Fig. 1 Speech Sample 

 

The utterances of speech samples are recorded from four 

different speakers for the isolated word zero to nine (0-9) 

keeping 16 bits sampling frequency by using PRAAT 

Software. We have computed here MFCC of the recorded 

utterances. 

 

 

Fig. 2 Speech Sample of selected part 
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Fig. 3 Zoom in view of selected Speech Sample 

A. Methodology [9], [10] 

The recorded utterances have been segmented into frames. 

We have taken 20 ms window size and 15 ms frame size. The 

number of frames varied depending upon the amount of 

information available in speech sample. The steps involved are 

as below  

i) Digitizing the speech that is to be recognized 

ii) Capture the feature of the speech signal 

iii) Reduce the feature set using self organized map 

iv) Back propagation based phoneme classifier is used to 

classify each set of feature corresponding to the phoneme 

utterance of corresponding phoneme. 

II. MFCC 

Mel-scale frequency cepstral coefficients was developed by 

Stevens for feature extraction of front end input speech signal 

[3], [13] since MFCC is being categorized in frequency 

domain in nature. The key difference between MFCC and 

cepstral coefficients lies in the processing involved when 

characterizing the speech signals [6], [7]. 

A. MFCC Design Steps [3], [11] 

1. Frame Blocking: Speech signal is a continuous signal 

their parameters are divided into frames for proper 

analysis and investigation. 

2. Windowing: Since Speech signal is non stationery in 

nature, their parameters changes at every 15 ms approx. 

So we are windowing the frames at 15 ms for MFCC, 

these are logarithmic in nature. 

3. FFT: Used for Transforming Time domain speech signal 

into Frequency domain. It is computationally easier to 

calculate DFT of any signal that in turn saves time and 

energy. 

4. Mel-Filter Bank transformation: it is a logarithmic scale 

as the human auditory system which is also logarithmic in 

nature and is very robust for speech recognition 

 

Mel- (f) = 2595 log10 {1+f/1000} 

 

where f = actual frequency of speech. 

5. DCT: Discrete cosine transform is applied for Mel filter 

Bank to obtain MFCC. It minimizes the distortion in 

frequency domain. 

III. BACK PROPAGATION NEURAL NETWORK 

Neural Network [4], [14] is organized in layers which are 

made of inter connected nodes. Feature vectors of different 

samples (i.e. MFCC coefficients) are used as data setS for 

neural network. The feature vector data set is divided into 

three data sets. These are training data set, validation data set 

and testing data set. The weights are adjusted as per 

requirement. The hidden layer IS linked to the output layer 

where the result is displayed. Fig. 4 shows input layer one or 

more hidden layers and output layer.    
 

 

Fig. 4 Neural Network Architecture 

 

In this paper we have used artificial neural network (ANN) 

for speech classification. The neural networks (NN) are 

trained in supervised manner using back propagation (BP) 

algorithm. There are many variations in training algorithm to 

classify new data and then the network is trained with this data 

set on the basis of test procedure. 

IV. SPEECH CLASSIFICATION USING DTW AND HMM 

Researcher have also used DTW [5], [8] and HMM for 

speech recognition. DTW (Dynamic time warping) algorithm 

is widely used to measure similarities between two sequences. 

That may vary in time or speed as in case of speech 

recognition it allows computer to find a optimal match 

between two given patterns of speech sequence. The 

sequences are warped nonlinearly to match each other. The 

entire problem is divided into small number of states and 

needs a decision to be made. [7], [8] HMM is popular tool for 

modeling of time series Data of speech recognition and have 

got great success for speech pattern classification. The 

classification is based on combining digital signal processing 

technology (DSP) with pattern recognition methods that have 

been central to progress in automatic speech recognition 

(ASR) [11]. 

V. EXPERIMENTAL RESULT 

On the basis of experiment carried out using MATLAB 

features are extracted in the form of 13 MFCC coefficients 
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from each frame. A database is formed for each isolated word 

using these MFCC coefficients. The database is divided into 

10 classes corresponding to the isolated words spoken in the 

form of 0,1,2,3,4,5,6,7,8,9. Neural network pattern recognition 

tool of MATLAB is used for the classification of these MFCC 

pattern. The recognition efficiency of isolated word is found to 

be 100%. 

 

 

Fig. 5 Performance Curve 

 

Fig. 5 shows the neural network performance in terms of 

mean squared error versus epochs curve.  
 

 

Fig. 6 Plot Training State 

 

 

Fig. 7 Error Histogram 

 

Fig. 6 shows gradient and validation during the training 

epochs. The result then is shown in Figs. 7 and 8 in the form 

of error histogram and confusion matrix. Fig. 7 shows the 

error histogram of training, validation and test phases. Error 

histogram shows the error is very close to the zero error 

between target and output of the pattern recognizer.  

The confusion matrix consists of training, validation, test 

and all confusion matrixes. The diagonal of matrix shows the 

correct classification which is well enough for the recognition 

of isolated word in the form of a class.  

 

 

Fig. 8 Confusion Matrix 

 

 

Fig. 9 Receiver Operating Characteristics (ROC) 

 

Fig. 9 shows training, validation, testing and all receiver 

operating characteristics in terms of true and false positive 

rates. 

VI. CONCLUSION 

When features are classified using artificial neural network 

[ANN] pattern recognition tool with MATLAB 2010b, the 

testing result shows accuracy of 59.2 percent since accuracy of 

classification among ten classes [0-9] above 50 percent is 

considered as the recognition of one class is as 100 percent the 

recognition can be enhanced further by using more sample 

vectors of different groups of speaker. 
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