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Figure 1: Left: Props used during the bodystorming session. Middle and Right: Photos of the embodied and hybrid bodystorming

ABSTRACT
Extended Reality (XR) technology offers promising results to sup-
port skill training. In the field of surgical education, Virtual Reality
(VR) has long been explored, showing the potential to foster im-
proved skill development and learning. However, XR in this domain
is still underinvestigated, and there is a lack of design knowledge,
design methods, and guidelines to inform how to best design XR
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experiences for effective surgical training. Here, we focus on su-
ture training and show how participatory embodied design activ-
ities with experienced surgeons can help open the design space
and arrive at interesting design solutions. We report on a hybrid
bodystorming combining physical props with XR headsets with
passthrough capabilities, supporting rich embodied explorations,
a better understanding and articulation of key steps of suturing,
uncovering essential design requirements and features, and arriving
at an interesting design concept proposal that can be inspiring for
future works in the domain.
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1 INTRODUCTION
The emergence of eXtended Reality (XR) technology that spatially
integrates virtual cues aligned to the haptic feedback from physical
objects has opened up new possibilities in the field of surgical edu-
cation. Recent findings show potential for XR experiences to foster
improved skill development and afford more consistent learning
outcomes compared to conventional teaching methods for funda-
mental surgical skills such as suturing [10, 33]. While the literature
on Virtual Reality (VR) simulations with haptic feedback devices
is abundant [1, 2], the use of XR technology for surgical training
is underexplored, possibly due to the very recent availability of
more advanced, ergonomic and affordable headsets and software
development kits that make it easier to explore the design space
of mixed reality interactions. Therefore, there is a lack of design
knowledge, in the form of empirical research, design methods and
guidelines to inform how best to craft XR experiences for effec-
tive surgical training, and understanding what augmentations of
physical elements would contribute to facilitate learning.

Motivated by the potential of XR technology to support motor
and cognitive skill acquisition, we engaged in a series of embodied
co-design sessions with two experienced surgeons and professors
of medicine to design an immersive training tool to help medical
students better understand the process of stitching during sutures,
including essential hand-object manipulation aspects. We highlight
sensory and somatic considerations and reflect on the potential
of our hybrid methodology and technological setup, combining
physical props with XR headsets with passthrough capabilities,
to support exploration, uncovering essential design features that
would not have been possible to capture otherwise. We contribute
knowledge about the impact of important elements and hybrid
co-design strategies with regard to future immersive technology
for training.

2 RELATEDWORKS AND BACKGROUND
This work draws upon previous literature on experiential learning
and the use of educational technology in surgical training, im-
mersive systems and tools to support surgical activities as well as
embodied design methods.

2.1 Experiential, Hands-on Learning in Surgical
Training

Basic suture training is a fundamental skill for medical doctors,
which requires hours of hands-on practice to master different as-
pects of the stitching process, such as the correct sequence of actions

as well as accurate hand movements and manipulation of the in-
strumentation. Acquiring surgical skills is an embodied activity
[29]: Medical students learn not only from observations but from
engaging in active practice under expert guidance [7]. Hands-on
activities, sensory experiences and simulations play a crucial role
in acquiring surgical skills such as motor control and precision
[30] as well as procedural knowledge [7]. Additionally, the learning
experience involves a sensory semiosis in which, through repet-
itive practice, the students acquire the ability to interpret visual
and haptic cues [8], which are fundamental indications to direct
trainees’ attention and support motor learning [5]. The hands-on
teaching model in medical education, however, is often challenged
by several constraints, such as time limitations for in-class practice,
limited access to training resources, lack of consistent and objec-
tive feedback [43], the difficulty in providing in-class personalized
guidance [22] as well as the integration of novel technology in the
teaching practice [9].

The use of videos as educational media for surgical training
has shown a potential to enhance guided physical training by pro-
viding the underlying logic behind expert actions, which is often
difficult to explicitly convey in guided sessions [9]. The linear and
static nature of videos, however, hampers their full integration as
effective supplementary tools. Interactive XR technology, meaning-
fully integrated into the learning environment, can help tackle the
aforementioned issues, providing contextual and spatially-aligned
visualizations for interactive guidance [9] and immersive practice,
augmented visual and haptic cues, as well as personalized and
adaptive experiences that could better enable students to acquire
proficiency in suturing procedural steps and technique in a safe
and controlled environment [33].

2.2 Extended Reality for Surgical Training
Virtual Reality simulations with haptic force feedback for training
and evaluating suturing technique has long been the subject of
research [25]. The literature on the effectiveness of immersive VR,
compared to other forms of training such as traditional desktop-
based 3D images or physical training in different surgical training
contexts is not conclusive [1, 31]. However, immersive technology
providing contextual visualizations as well as spatial interactivity
is more effective than videos [2] and showed potential to increase
motivation for training as well as strengthen confidence for task
execution [1], enhance context-aware learning [27] and spatial
understanding (e.g., the distance between critical structures) [32].
Moreover, immersive systems can be used as risk-free learning en-
vironments to foster hand-eye coordination skill development, and,
at the same time, they can serve as an environment for objective
assessment of trainee performance [19]. Proposed VR systems focus
on technical aspects, such as the fidelity of surgical tools simulation
using high-end force feedback devices, physics-based 3D simula-
tions of tissues and the development of evaluation metrics to assess
the trainee’s performance during the training sessions, such as nee-
dle placement accuracy, surface tissue damage or time to complete
the task [25]. One exception is the work of Chellali et al. [6] that
reports methodological implications of their design process for a la-
paroscopic VR simulator, reflecting on the importance of engaging
expert surgeons in hands-on activities with the technology as part
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of the design process to uncover richer design considerations. Most
of the research on VR training has been conducted in the context of
laparoscopic suturing [2] and the kinaesthetic devices used do not
allow to generalise and adapt the implementations to other training
contexts such as basic suture training, in which more fine-grained
manipulations of different instrumentation are needed.

There are a few examples of immersive systems for basic suture
training. Lia et al. [15] used the HoloLens see-through device to
display mixed-reality instructional videos. Tashiro et al. [39] devel-
oped a gamified XR system for microsuture training employing a
microscopic camera and a Head-Mounted Display (HDM) to provide
real-time augmented feedback to the trainee. Rojo et al. [33] aug-
mented the standard suture training material available in medical
classrooms with contextual visual cues using the see-through Mag-
icLeap device. The design drivers and rationale of those systems,
however, are not described, and there is a lack of design knowledge
on how to integrate spatially aligned instructional material (e.g.,
visual cues) with the haptic feedback of the physical tools, taking
into account cognitive theories of multimedia learning [26].

2.3 Embodied Design Methods and Immersive
Technologies

Embodied design methods foreground the bodily, sensorial, and
first-person experience of the stakeholders to elicit early insights
into the embodied experience of participants of a design [20, 21,
24, 34, 40, 42]. They can be adopted in the different stages of a
design process, from sensitizing to evaluation. For instance, Bodys-
torming refers to a generative design method that, in contrast to
brainstorming, uses full-body engagement with objects, the space
and other people to kindle ideas. It has been developed in a variety
of directions. For example, Oulasvirta et al. [24] proposed bodys-
torming as the practice of implementing ideation sessions in the
physical context where designs will be used. Schleicher et al. [34]
presented bodystorming as three different approaches: prototyping
using enactment; physically emulating the spatial environment in
which technology will be used to generate and evaluate ideas in
context; and employing actors and props to play out expected use
case scenarios. Later on, Márquez Segura et al. [20] appropriated
the method to playfully design considering, and using as design
resources the physical, collocated, and social aspects of an activ-
ity. This method is eminently activity-centred, focusing ideation
around key actions of a future situation involving technology, i.e.
“embodied core mechanics” [20].

Relatedly, Embodied Sketching [21] encompasses ideation meth-
ods that prioritize the lived experience of participants-designers
and include the social and spatial context of a scenario as design re-
sources, along with digital and non-digital artefacts that aid in idea
generation. Embodied sketching is also based on harnessing play
and playfulness as the principal way to instigate creative physical
engagement. On a similar note, Embodied Design Ideation practices
[42] focus on the researchers’ and participants’ first-person experi-
ences throughout the design process by relying on estrangement in
the dimensions of body, material and context.

Embodied design methods are recently being explored in the
context of immersive experiences in the hands of recent advances
in immersive technologies, including VR, augmented reality (AR),

and XR. These technologies often facilitate perspectives, transitions,
and even the blending of physical and digital elements and realities
that support understanding of present and future situations and
technologies, fuelling creativity and innovation. VR has been used
in the context of product engineering and design, to design cars
[47]; spatially-aware interactive spaces [13] and large scale shape-
changing interfaces [3]. Often these works present interesting novel
VR facilitated embodied design methods. For example, in Simeone
et al.’s Immersive Speculative Enactments [36], users engage in
virtual bodystorming in Virtual Reality to reflect on possibilities for
design in the tangible world. Relatedly, in McVeigh-Schultz et al.’s
Immersive Design Fiction [18], designers are immersed in a virtual
narrative world acting as characters (future designers) engaging
with future work practices by their design company. In the context
of Mixed Reality (MR), Weijdom’s Performative Prototyping [41]
proposed bodystorming methods, puppeteering (a Wizard of Oz
technique in MR), and performative arts techniques and practices,
which are used in collaborative mixed-reality environments and
to design performative MR experiences in higher-art education.
Then, works as that of Zhou et al. [44] or Lund et al. [16] leveraged
the use of embodied design methods to explore the affordances of
collocated play in VR. In Zhou et al. [44], designers use physical
props and subvert VR equipment (i.e. controllers) to imagine a social
dance game in MR. Similarly to our work, these props are brought
in the VR realm through using the passthrough capabilities of the
VR headset.

3 METHODOLOGY
In this work, we follow a Research through Design (RtD) approach
[45, 46], which values the design process as much as the result-
ing design, the ‘ultimate particular’ [38]. This approach considers
knowledge and outcomes obtained as part of the process of design-
ing invaluable to shape the design, but also and notably relatedly,
to better understand the design problem at hand. Typically in RtD
processes, both problems and solutions emerge and evolve hand in
hand. Further, our RtD process is highly participatory, involving
expert surgeons (“expert” from here onwards) as co-designers. We
also employ embodied design methods [20, 21, 40, 42] to sensitize
[21] designers and surgeons and to ideate and test potential de-
signs. This work represents a first step to include XR technology in
the design of augmented training tools, in particular, to improve
current practices of suture teaching. In our design process, we
took a strong teacher-centred perspective, aiming at surfacing key
embodied design knowledge from expert surgeons and teachers
conducting the suturing practice, and explaining suturing to novice
practitioners. Our co-design process only included two expert sur-
geons due to: i) the early stage of the design process, targeting a first
design concept; ii) the teacher-centred approach taken, focusing
on improving current teaching practices with XR; and iii) the type
of research methods used, eminently qualitatively and focused on
micro video-analysis (See section 3.2). Still, while we have currently
only included two expert surgeons as co-designers, our participa-
tory design method plans to include learners (i.e., medical students)
in later stages, such as iterating and testing our design concepts
and prototypes, which will likely help us identify potential learning
obstacles, and polish our design.
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In the following, we briefly explain the design process we fol-
lowed (See Summary in Table 1 in the Supplementary Materials), to
then focus in particular on one embodied co-design activity (Session
4), which was particularly useful to i) further understand, refine,
and materialize the problems targetted by our design as well as
design requirements in our application domain; and ii) come up
with potential design solutions deemed useful by our expert.

We relate the fruitfulness of this session to the embodied and
hybrid nature—mixing VR and physical elements, blurring the bar-
riers between VR and the physical world—of the co-design session,
and focus this paper on the method employed, and the emerging
and resulting design and application domain insights.

3.1 The Design Process
The design process involved four distinctive phases including 3
debriefing sessions with an expert surgeon (the expert; and third
author) running the Department of Plastic Surgery in the University
Hospital Getafe, Spain, who also teaches future surgeons surgical
techniques, such as those involved in skin sutures (subcutaneous
sutures, intradermal sutures, etc.) during theoretical and practical
classes. In the latter, students would typically use a suture kit, which
includes a piece simulating the skin and fat (See object in between
the surgeon’s hands in the middle and right pictures in Fig. 1),
basic surgical instruments (e.g. scalpel, needle holder, forceps, etc),
and the sutures (nylon or vicryl). During the debriefing sessions,
the design team developed a basic understanding of overarching
problems the surgeons in training typically face, such as the little
guided practice time they have, and the challenges of personalized
assistance and dedicated teacher’s time during practice.

Together, we set to design a mixed reality experience featuring
virtual expert “ghost hands,”1 which would guide students during
their suture training with the physical suture kit. This virtual vi-
sualization would be designed to guide, model, and correct the
students in their practice. Next, we engaged in two embodied de-
sign sessions. The first was mainly planned to record data from two
expert surgeons (third and fourth authors) performing the different
suturing phases, as well as common mistakes a student would typ-
ically make. For this, we used the Meta Quest 2—with integrated
hand-tracking capabilities and passthrough—which allowed the sur-
geons to see through the headset and interact with the suturing kit.
However, the passthrough displayed a low-resolution grayscale of
the surrounding world, which hindered the precision and dexterity
of the surgeons. Still, it allowed us to capture data on the gestures
performed by the surgeon during the suturing process, as detected
by the XR device from an egocentric perspective. We collected hand
data using the Unity Hand Tracking API2 provided by the Meta
Quest Unity SDK. For each frame, we collected the 3D position and
orientation of each joint of the hand skeleton (25 in total, refer to the
documentation for further details on the joints3). This data, together
with video recording data from two GoPro cameras positioned in
front and at about 45 degrees to one side of the expert allowed us

1This is a commonly used game feature in which there is a non-collidable version of
the game currently played rendered as an overlay, typically a replay. It is called “ghost”
because the game version rendered is usually semi-transparent or in grey-scales, to
indicate a footprint condition rather than an interactable game element.
2https://developer.oculus.com/documentation/unity/unity-handtracking/
3https://developer.oculus.com/reference/unity/v57/class_o_v_r_skeleton/

to build our first preliminary prototypes, such as a 3D model of the
ghost hands guiding the suturing process that could be watched in
VR, and as part of a video prototype (See https://shorturl.at/rUW08
or a screenshot in Figure 1 in Supplementary Material).

Further, this first embodied design activity served as a sensitizing
one [21] for the experts, to familiarize themselves with the capabil-
ities of the technology; and for us designers, to better understand
and flesh out the problems and mistakes students make through
the expert’s enactment.

Then, we engaged in another embodied design activity—an em-
bodied hybrid bodystorming session, which is the design activity
at focus in this paper and is covered in the next subsection. All the
design activities are described in the Supplementary Materials, in-
cluding a brief description and summary of the main outcomes. See
a summary of the design process in Table 1 in the Supplementary
Material.

3.2 An Embodied Hybrid Bodystorming
This session was planned as a co-design activity to jointly think
about potential design concepts to correct and guide students in
their practice. From the onset, we planned the session to work in the
hybrid physical-virtual space, using the Meta Quest Pro VR headset
with passthrough capabilities, which can display virtual content and
at the same time allow the user to see a colour and higher resolution
3D view of the physical world than Meta Quest 2. This allowed
us to include in the “virtual world” physical elements brought to
the session. In particular, it allowed the surgeon to better interact—
with more precision, and dexterity—with the suturing kit. Further,
it allowed us to include physical props from our “bodystorming
basket” (see Figure 1) representing the ghost hands, and physical
visualizations prompts to envision and explore potential alternative
corrections and guidance for the ultimate design. Further, we also
brought our two early prototypes: one in VR, featuring expert ghost
hands guiding sutures; and a video prototype (See a screenshot
in Figure 1 in Supplementary Material or a demo video in https:
//shorturl.at/rUW08). This, together with the use of the new Meta
Quest Pro was meant to sensitize the expert to the possibilities of
the technology.

The bodystorming session beganwith the video prototype, which
triggered overarching discussions about what to see, how, and
where; as well as how to control and interact with the visualizations.
Later, we went through - and refined - the different suturing phases.
The expert surgeon enacted them using the Meta Quest Pro and
the suturing kit, walking the designers through and thinking aloud
[23] during each phase. For each step of each phase, the expert
also enacted the different errors. Each of them in turn, triggered
bodystorming using the physical props, which centred on how to
signal the mistake and guide the future surgeons’ practice.

The enactment of the different suturing phases, errors, and
proposed were captured with two GoPro cameras, one recording
slightly behind and over the surgeon’s shoulder; and another about
90 degrees from the first camera, capturing suturing from one side.
Mobile phone devices were also used to take snapshots of key mo-
ments and additional video recordings from alternate planes. This
material was later reviewed through a qualitative video analysis
[11] by the first author, who has extensive experience with video
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analysis and transcribing movement at a micro and macro scale, us-
ing knowledge in movement analysis and basic biomechanics. The
analysis involved several passes through the video material. A first
coarse pass focused on ‘what’ happened, identifying phases, steps
within each phase, and typical errors. Subsequent passes through
the video material were conducted to do a more detailed micro-
analysis focused also on ‘how’ each suturing step was conducted,
which allowed the transcription of detailed procedures, errors, and
visualizations. These transcriptions were later reviewed by the third
and fourth authors (expert surgeons) for procedural and conceptual
validation.

4 OUTCOMES
The hybrid bodystorming yielded varied outcomes. First, it helped
us designers understand, and the surgeons reflect, and better ex-
plain through enactment the different phases as well as the typical
mistakes the future surgeons make. While we already had a pre-
liminary list of phases, key procedures, and mistakes from earlier
sessions, this list was completed and substantially enriched in this
session. This allowed us designers to better document and update
earlier accounts of the suturing phases and mistakes. A posterior
video analysis [11] articulated these phases (Covered in subsection
4.1, and transcribed in Tables 3 to 8 in Supplementary Material).

The hybrid bodystorming also allowed all of us to explore dif-
ferent design possibilities, settle on particular design requirements
and features, and arrive at concrete ways to signal errors and vi-
sualize guidance for each of them (Covered in subsection 4.2 and
Tables 3 to 8 in Supplementary Material). A posterior video analy-
sis of the design proposals further classified the resulting designs
depending on what they visualized, where, when, and how, which
resulted in interesting patterns that can provide interesting direc-
tions for future designs. In the following subsections, we describe
the main outcomes of our hybrid methodology, first covering the
phases of the suturing process as emerging from the surgeon’s
description during the bodystorming sessions and then reporting
on the proposed design solutions with illustrative examples, as well
as reflecting on emerging patterns. But first, we recommend the
reader to go through the Supplementary Material to have a better
picture of the phases, steps, and sequences of actions involved in
the suturing process; and be able to better decode rather ‘complex’
action from a non-expert perspective.

4.1 The Steps of the Suturing Process
The suturing process involved six phases: (1) Preparing the materi-
als; (2) First stitch; (3) Knot; (4) Cutting the knot; (5) Repetition of
phase 1: preparing the materials; and (6) Second stitch: Repetition
of phase 2 with slight variations. In this section, we summarize the
procedures and classical errors involved in each suturing phase (P
from here onwards). An extended description of each phase and
error can be found in the Supplementary Materials, in the form of
tables. Here, we include an abridge of these tables compiling a few
procedures and errors, selected because they represent the main
phases and cover procedures and errors of every kind (See Table 1).
Next, we describe the different phases:

FIRST PHASE (P1). The first phase, “Preparing the materials,” is
a preparatory phase happening at the beginning of the suturing

process, and every time a stitch is completed. Hence, after phase
4, “Cutting the knot,” phase 5 repeats this preparatory phase. This
phase only included procedures related to preparing and handling
surgery equipment, such as the needle holder, the forceps, and the
needle (i.e. ID1, ID2, and ID3 respectively in Table 3 in Supplemen-
tary Material). Some of these procedures are particularly tricky
for how they stipulate a different holding of a tool that resembles
common daily ones. E.g. the forceps resemble tweezers, except that
the former requires handling the joint tip of the tool outside the
hand (crease between thumb and index finger), instead of inside
the hand like the tweezers. Similarly, the needle holder resembles
scissors, except the fingers that need to be inserted in the finger
rings are different. These errors, which are very common among
students (i.e. surgeons in training), and relatively hard for them
to pick up, impact the way the students can later handle and ma-
noeuvre, which might lead to additional difficulties and dexterity
problems in the suturing procedure.

SECOND PHASE (P2). The procedures in this phase, “First stitch,”
mostly require paying attention to relative positions of key elements
such as insertion points, stitch, wound, and thread. P2 focuses on
issues of length, distance and position of stitches with relation to
several aspects, such as needle insertion points (e.g. IDs 7-9 in Table
4 in Supplementary Material), and the wound (e.g. IDs 4, 8-9 in
Table 4 in Supplementary Material); as well as issues of length and
distance of the thread (e.g. IDs 5-6 in Table 4 in Supplementary
Material).

PHASE 3 (P3). The procedures within phase 3, “Knot,” starts with
an equipment handling (“EQUI”) task, ID10 in Table 5 in Supple-
mentary Material, and the relatively complex sequence (“SEQ”)
described in ID11 about tying the first knot in a “straight way,”
which involves the sub-procedures specified in IDs 12-14 (Table 5
in Supplementary Material). This is a particularly challenging step
in the suturing process leading to frequent mistakes (also specified
in IDs 12-14). The complexity lies in the fact that a “straight knot”
can be visually distinguished by the trained eye, but not by novices.
Similarly, unlike novices, trained surgeons have interiorised the key
movement specified in ID14 (Table 5 in Supplementary Material),
involving alternating the positions of the hands, which makes for
a “straight knot:” If the right hand (with the needle holder) picks
the loose end of the thread below the wound, this hand (and that
end of the thread) should finish above the wound; the opposite
hand, in turn, makes the opposite movement: starting from above
and moving below the wound. The complexity of this sequence
required a special kind of visualisation, explained in detail in the
following subsection. Then, the mistakes in procedures 15-17 (Table
5 in Supplementary Material) relate to the count, type, and kind of
stitches (“C&T/M”), e.g. the number of knots (ID15), whether knots
should be double or simple (ID16), and how to do the consecutive
knots (ID17). The last procedure in this third phase (ID18, in Table
5 in Supplementary Material) refers to the duration of this whole
phase (“TIME”), which should take about 20-30 seconds. In suture
training, practice takes time; and practice shortens the time it takes
surgeons to tie the knot.

PHASE 4 (P4), 5 (P5), and 6 (P6). The procedures in phase 4,
“Cutting the knot,” are two, one related to the handling of equipment
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Table 1: Examples of steps and errors in Phases 1, 2 and 3. The first column in the table, “ID,” refers to the identification number
(ID) of a particular procedure. The second column, “Ph,” refers to the phase of the stitching process. The third, “Code,” refers to
a code assigned to the procedure among the following: “EQUI” refers to the handling of equipment or materials; “L&D&P”
refers to length, distance, and position (of e.g. stitches, thread, from different points, e.g. the wound); “C&T/M” refers to count,
type, and mode (of stitches); “TIME” refers to the approximate time that should be spent; and “SEQ” refers to the sequence of
actions within a particular action. These codes emerged bottom-up in a posterior classification of procedures and errors in the
video analysis. The fourth column, “Name,” names the particular procedure at focus. The fifth column “Procedure,” describes
the procedure, emphasizing key aspects that might present particular difficulties. The sixth column, “Errors,” describes the
typical errors made by future surgeons.

ID Ph Code Name Procedure Errors
1 1 EQUI Handling the

needle holder
The needle holder should be handled using the first
(thumb) and fourth (ring) fingers. (Figure 2, Right)

Use of first and second or
third fingers instead.

2 1 EQUI Handling the
forceps

The first (thumb), second (index) and third (middle)
fingers are needed to use the forceps. The joint tip
of the forceps should stay outside the hand, leaning
in the crease between those fingers. (Figure 2, Left)

The joint tip of the forceps
stays inside the hand.

3 1 EQUI Handling the
needle

The needle should be picked up and manipulated
with the needle holder.

The needle is picked or ma-
nipulated with the hand

5 2 L&D&P Thread length After the needle goes through both sides of the
wound, the end of the remaining thread should not
be much longer than 3cm. (Figure 3, Left)

After the needle goes
through both sides of the
wound, the end of the
remaining thread is longer
than 3cm.

7 2 L&D&P Stitches align-
ment

The two points where the needle is inserted should
be aligned. (Figure 3, Right)

Misalignment of the two
points where the needle is
inserted

11 3 SEQ Tying the first
knot

The hand holding the forceps should take the thread
(at about 10cm); the needle holder on the other
hand should go on top (or below) of the thread and
turn twice (double knot) around the thread, creat-
ing a double loop. Then, the loose end of the thread
should be picked up and pulled through the loop,
drawing it tight and down to the wound.

Several errors, specified be-
low.

15 3 C&T/M Knots number Three knots need to be made. More or less than three
knots are made.

18 3 TIME Time The knot should be done within approximately 20-
30 seconds time.

Taking much longer than 30
sec to tie the knot.

(“EQUI”; ID19 in Table 6 in Supplementary Material), i.e. the forceps
and the needle holder, which should be picked with one hand while
the other cuts the threads; and another one related to the length
of the thread (“L&D&P”) that should remain after cutting the knot
(ID20 in Table 6 in Supplementary Material). After cutting the knot
comes phase 5, which involves preparing the materials like in phase
1 (with the same procedures and errors). Then, phase 6 follows,
when giving the second stitch. This involves the same procedures
and errors as phase 2, adding one more procedure (ID23), which
relates to the distance (“L&D&P”) between the new stitch and the
previous one.

A posterior analysis of articulation of the procedures and errors,
focused on classifying them onto different kinds allowed us to
characterize the suturing process with 32 procedures:

• 9 related to equipment handling (“EQUI”): 2 in phase 1 (P1);
1 in p2; 2 in P3; 1 in P4; 2 in P5; and 1 in P6.

• 15 related to length, distance and position (“L&D&P”): 6 in
phase 2 (P2); 1 in P3; 1 in P4; and 7 in P6.

• 3 related to count, type and kind of stitches (“C&T/M”), all
in P3.

• 1 related to “TIME” in P3.
• 4 involving sequences of actions: 1 in P2; 2 in P3; and 1 in
P6; one of which (in P2) also related to “L&D&P.”
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Interestingly, only four procedures were sequences of actions,
two of which involved pulling the thread in a particular way (ID6
in P2 and 6), which is a relatively simple task requiring paying
attention to when it is conducted (after the needle goes through
the two insertion points; see Table 4 in Supplementary Material).
The remaining two refer to the one complex sequence action in
suturing, which involves tying the first knot (ID11), and in par-
ticular, lowering this knot in a “straight way” (ID14), which is an
aspect of ID11. Most of the procedures involve paying attention to
issues related to length, distance, and position (“L&D&P,” 15), and
equipment handling (“EQUI,” 9). Still, doing all of these procedures
right is not straightforward, as stated by our expert surgeons, and
they take quite some practice and time to get right.

4.2 Design Features and Design Concept
Proposal

The hybrid bodystorming session yielded design proposals for each
of the procedures and errors future surgeons could make. A poste-
rior analysis of the resulting proposals revealed patterns regarding
what to display, where, how, and when. In this section, we first
describe and illustrate some of the resulting design proposals. For
the sake of space, we describe summaries of the resulting design
proposals per phase and illustrate only certain proposals, which
we chose because they show at least one per phase and some of
those characterizing patterns. All the descriptions of the resulting
designs can be found in the Supplementary Material. Then, we
reflect on the outcomes of our posterior analysis of the resulting
designs, deriving relevant design features and requirements for
future designs in the domain of XR experiences for suture training.

4.2.1 Summary of Design Proposals.

PHASE 1 (P1). All the procedures in P1 involved handling equip-
ment and the emerging design concepts were similar. They visu-
alised an error warning on the student’s hands (red X mark and red
arrow pointing to key student’s hand area at focus) and displayed
the correction/guidance on the ghosts’ hands, signalled with an
outward arrow originating at the student’s hand and ending on the
ghost’s hands. Depending on the error, the guidance appeared at
the same time (ID3), or right afterwards (ID1, ID2—See Figure 2).
Also, some of the emerging guidance/corrections on the ghost’s
hands displayed both the error and the correction (ID) or just the
correction (ID3).

PHASE 2 (P2). All the procedures in P2 relate to length, distance,
and position (“L&D&P”) of stitches, producing also similar visual-
izations. Since the stitches on the kit are the reference, the kit is
used to signal error warnings and to explain the error. Right after,
a ghost kit appears guiding the student on the correct performance.
In all cases (ID4-ID9), a dimension line appears, in red and on the kit
signalling problematic distances or positions; and in green and on
the ghost’s kit to signal correct ones. In most cases (ID4, ID5, ID7,
ID8, ID9), a dot marks particular points (e.g. needle insertion point
(ID4, ID7, ID8, ID9), and wound (ID4, ID8, ID9)). Dotted lines also
appear to highlight alignment (ID4, ID5, ID7, ID8, ID9). Both dots
and lines appear in red or green to signalling incorrect/or correct
points respectively. In a few cases (ID4, ID5, ID9), text or a symbol
(=, or ≠ in ID8) is also displayed to specify measures, e.g. “<3mm”

in ID5. As in P1, here a red X mark and red arrow signal incorrect
procedure; while a green check symbol signals correct procedure.
In a case (ID6), an element is highlighted (the thread) in red or
green to signal incorrect or correct procedure respectively.

PHASE 3 (P3). The two procedures (ID10, ID12) in P3 handling
equipment (“EQUI”) refer to dropping equipment on the work area
and are displayed similarly: signalling an error warning sign on
the student’s kit with a red X mark and a red arrow pointing to
the interest area; and displaying at the same time, the ghost hand
properly handling the equipment, highlighted in green. Then there’s
a procedure related to the distance of the thread (“L&D&P”; ID13)
that results in a similar visualisation of those in a similar category
in P2, except this time the student’s or the ghost’s kit & hand are
displayed. This is because the distance in ID13 refers to the distance
from the wound (kit) to the point of the tread picked up by the
surgeon’s hand, hence both, hand and kit are necessary to guide
performance.

Then, this phase contains two complex sequences (“SEQ”) of
actions related to tying the first knot (ID11, ID14), which involves
different visualizations depending on the specific error made. The
most interesting one is ID14, referring to the procedure of “lowering
the knot straight.” This triggers an error warning on the student’s
kit, and a visualisation on the ghost hands & kit of three alternating
sequences of actions: first, the correct procedure showing three
key moments of the sequence of actions to lower the knot straight;
then three key moments of the sequence of actions to that result in
lowering the knot twisted; and again the sequence of the correct
procedure. The former and latter are signalled with a green arrow
and green checkmark pointing at the interest area; the second
is signalled with a red cross and arrow pointing to the interest
area. This is the only emerging design proposal that shows an
animation of sorts, and the repetition of the correct procedure twice.
Last, procedures ID15-17 relate to the count, and type of stitches
(“C&T/M”), and all showcase the error warning (red cross and
arrow) and visualisation of the error on the student’s kit; and signal
(green checkmark and arrow) and showcase the right procedure on
the ghost’s kit. All include some text clarifying the type or count
referred to (e.g. “double knot,” ID16).

PHASE 4 (P4). This phase contains two procedures, one related to
handling equipment while cutting the knot (“EQUI,” ID19), and one
related to the length of the remaining thread of the knot (“L&D&P”;
ID20). The former refers to not dropping the equipment (forceps
and needle holder). It visualizes an error warning on the student’s
kit (red X mark and arrow pointing to the instruments dropped)
and, at the same time, a green checkmark and arrow pointing to
the ghost’s hands handling the instruments, highlighted in green.
The latter displays an error warning (red cross and arrow) to the
remaining thread, which is either shorter or larger than needed and
is highlighted in the student’s kit; and signalling (green checkmark
and arrow) and guidance on the ghost kit, highlighting the remain-
ing thread. Coloured dimension lines and texts reading the lengths
(>,<, or 0,5cm can be read in each of the kits).

PHASE 5 (P5) and PHASE 6 (P6). These phases repeat phases 1
and 2 respectively. P6 adds a procedure (ID23) related to the distance
between consecutive stitches, (“L&D&P”), which is visualized on
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Figure 2: Left (a, b), Correction sequence for wrong holding of the needle holder (ID1). Right (c, d), Correction sequence for the
wrong holding of the forceps (ID2).

Figure 3: Left (a, b), Correction sequence for an inappropriate length of thread after needle insertion (ID5), Right (c, d), Correction
sequence for misalignment in the placement of the needle (ID7)

the student’s and ghost’s kit in a similar way than “L&D&P” errors
earlier related to distance of stitches (ID4, and ID8): on the student’s
kit and the ghost’s kit, with a red error warning and arrow on the
former; and a green checkmark and arrow on the latter, and with
coloured dots marking insertion points, coloured dotted line joining
the consecutive insertion point dots, coloured dimension lines, and
text reading the separation in mm o the stitches. The colours used,
are red for errors, and green for guidance.

4.2.2 Insights and Emerging Patterns. Here, we reflect on the re-
sulting visualization proposals, under emerging salient categories.
Within them, we derive recommendations for future designs result-
ing from patterns in the proposals.

WHAT. Here, we briefly describe key design elements involved
in the visualization. Colours to convey information: All instances
made use of two primary colours, red and green, to signal incor-
rect and correct performance respectively. The choice of colours
is motivated culturally. In many western countries, the red colour
indicates “stop,” “danger,” or “caution,” (see e.g. traffic conventions);
in contrast the green indicates “safe” and “right way.” However, we
are aware that this is not valid worldwide and that it brings acces-
sibility issues for many with colour blindness. Hence all instances

also displayed symbols in the form of a red cross to indicate in-
correct, and a green 𝑐ℎ𝑒𝑐𝑘𝑚𝑎𝑟𝑘 to indicate correct performance.
Then, many instances (14) highlighted key areas of interest by
circling an area (ID1-ID3, ID13; three “EQUI” and one “L&D&P”
procedure), and by colouring (red/green again) an area of interest,
which was: finger (ID1, an “EQUI” procedure), forceps (ID2, ID3,
ID10; all “EQUI” procedures), the thread (ID5, ID6, ID13, ID20; all
“L&D&P” procedures), the needle (ID12, an “EQUI” procedure), the
knot (ID16, ID17; both “C&T/M” procedures), and the forceps and
needleholder (ID19, an “EQUI” procedure). While the colour might
bring the issues above mentioned, they could also be displayed by
heightening the shade of the object highlighted, e.g. a finger (ID1).
Then, six instances (ID4, ID5, ID7, ID8, ID9, ID23) used coloured
(red/green) dots and dotted lines. These were all “L&D&P” proce-
dures.

Symbols were prominently used (14 instances): in the form
of dimension lines (ID4, ID5, ID7, ID8, ID9, ID13, ID20, ID23; all
“L&D&P” procedures); mathematical expressions like ‘>’, ‘<’ (ID4,
ID5, ID9, ID18, ID20, ID23; all except one “L&D&P” procedures,
and one “TIME” procedure), and equal kinds of symbols (= ≠ ~(ID4,
ID5, ID8, ID9, ID20, ID23; all “L&D&P” procedures); knots (ID14,
ID15, ID16; two “C&T/M” and one “SEQ” procedures); loops (ID17, a
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“C&T/M” procedure); and a clock symbol (ID18, a “TIME” procedure).
Finally, text was also used together with symbols to further specify
measurements (ID4, ID5, ID9, ID20, ID23; all “L&D&P” procedures);
frequency (ID15, ID17; both “C&T/M” procedures); kinds type (e.g.
simple/double knot, ID16, a “C&T/M” procedure); and time (ID18,
a “TIME” procedure).

Derived design implications. Make clear what is the wrong
and right performance. Consider using colours with traditional cul-
tural significance, but bear in mind accessibility issues (e.g. people
with colourblindness) as well as cultural differences in colour mean-
ing. Including a symbol and/or brief text label (e.g. ‘YES’ ‘NO’) can
help address these issues. Length, distance and position (“L&D&P”)
procedures may benefit from dimension lines signalling distances;
mathematical expressions, and text specifying measurements. Then,
count, type, and mode instances (“C&T/M”) may benefit from sym-
bols specifying the type of element (e.g. twisted vs. straight knot,
ID14) with accompanying text, and/or text specifying frequency.
Consider circling areas of interest that might require closer at-
tention, which can be typically the case for “EQUI” and “L&D&P”
procedures. Consider highlighting areas of interest, such as equip-
ment and fingers for “EQUI” procedures, the thread for “L&D&P”
procedures, and the knot for “C&T/M” procedures.

TIMING. Here, we refer to aspects related to when certain visual-
izations appeared in the resulting design proposals. Most instances
(13: ID1, ID2, ID4-ID9, ID13, ID14, ID17, ID20, ID23) involved dis-
playing more than one visualization that was displayed sequen-
tially: first, the warning sign (and sometimes the error), which then
disappears appearing another visualization displaying the correct
procedure. At times, the error is also displayed in the second step
(ID1, ID2), this is when the guidance benefits from a side-to-side
visualization. Then, a few (6) of the resulting design proposals (ID3,
ID10, ID12, ID15, ID16, ID19) involved visualizations that appeared
at the same time. This relates to the complexity of the error and
the amount of (visual) explanation and guidance needed to un-
derstand the error and/or the correction. For example, ID14 is a
complex sequence procedure (“SEQ”) that resulted in the display
of three sequences of actions (wrong, right, wrong procedure) (See
descriptions of procedure in section 4.1 and of visualization in sec-
tion 4.2.1; Also see full descriptions in Table 5 in Supplementary
Material). Another example: ID2, and equipment handling error
(“EQUI”) involving the needle holder in phase 1 (See left (a,b) in Fig.
2) unfolds in a sequence: first an error warning is signalled on the
student’s hands; then on the ghost hands, a detailed visualization
explaining what is wrong and how it should be done appear. A
similar situation happens for ID1 another P1 equipment handling
error involving the forceps (See right (a,b) in Fig. 2). In contrast, ID3
shows another equipment handling error in P1 involving trying to
pick up the needle with the fingers while it should be done with the
needle holder displays at the same time the error and the guidance
(See Figure 4 in Supplementary Material). This error is likely to be
understood in a glimpse. The shown forceps in the guidance acts
symbolically to tell the student the following message: “Pick up
the needle with the forceps” rather than directly with their hands.
Similar cases are ID10 (dropping the forceps on the working area),
ID12 (dropping the needle in the work area), and ID19 (holding the
forceps and needle holder). While these are all equipment handling

procedures, there are also two counts, type, and mode of stitches
(“C&T/M”) procedures (ID15, and ID16), a “TIME” procedure (ID17),
all of which can be considered featuring symbolic warnings and
guidance, and add simple text. E.g. ID17 (“TIME”) displays above
the student’s hands a blinking red time symbol and a message in
red: “>30 sec.” Then, ID15, and ID16, which are about knots (ID15,
the number of knots performed; ID16, whether they are simple
or double), feature knot symbols and simple text (e.g. ID15 may
display “x3” to indicate three knots should be done). These kinds
of errors and guidance contrast with the above-explained ID1, and
ID2 that are displayed on a sequence, in that the guidance of ID1,
and ID2 requires a more nuanced perception and understanding of
what exactly is wrong and how to correct it.

Derived design implications. Corrections for procedures and
errors that are likely easier to perceive and understand can be dis-
played at the same time as their guidance. More complex errors
and/or correct procedures require a sequence of visualizations first
showing the error, and then the guidance. In suturing, the former
were typically “EQUI” and “C&T/M” procedures displaying sym-
bolic warnings and guidance; and the latter were “EQUI” and “SEQ”
that required careful attention to pick up seemingly subtle differ-
ences (e.g. where in the hand to position the tip of the forceps,
ID2).

WHERE. Here, we address where the error is signalled and ex-
plained, as well as the guidance. While we expected to obtain many
instances involving the student’s hand & the ghost’s hands, only
three featured those (ID1-ID3): all “EQUI” types (handling the for-
ceps, the needle handle, and the needle with needle handle instead
of hands). They signalled the error in the student’s hand (red cross
and an arrow pointing to a red circled area in the student’s hand),
and showed both the error and the guidance in the ghost’s hands
(See e.g. Fig 2). This was an aspect discussed among the team, which
initially explored the option of displaying error and error explana-
tions on the student’s hand and using the ghost’s only for guidance.
However, we could not rely on the “real” student’s hand to remain
static, in the same position during the error explanation, which
could complicate the design considerably4. Hence, only a brief error
warning sign (red cross, arrow, and circled area) would refer to the
“real” student’s hand. Also, in some cases, the team (expert and
designers) found particularly useful a certain hand position (e.g.
supine in ID2, see left (a, b) in Fig. 2) to show the error and the
guidance. Since designers have more control over the ghost hands
(e.g. position), we decided to use them for both error explanation
and guidance.

Most instances (10) involved using the student’s kit & the
ghost’s kit (ID4-ID9, ID15, ID16, ID20, ID23). Almost all (8) of these
cases are related to either length, distance, and position (“L&D&P”);
the rest (2), are to count, type, and kind of stitches (“C&T/M”). This
is not surprising since both kinds of procedures and errors require
references to key elements (insertion points in the skin, wound,
thread, etc.) tied to the kit. This made us consider using augmented
reality (AR) to display error and guidance explanations, which
seemed the best option precisely because of how important the
reference to the kit was. Unlike in the student’s hand & the ghost’s

4Note that, in general, we tended to lean towards the more simple solution that would
likely address the problem in an effective way.
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hands case, here we expected the kit to be relatively static and could
rely on relatively simply overlaying the relevant information on
the kit.

Then, a few instances (5) required both the kit or working space,
as well as the hands in some form. Three (ID10, ID12, ID19) required
the student’s kit (work area) & the ghost’s hand. All of those
were “EQUI” types of procedures and errors that involved dropping
equipment in the work area, hence the need to display that area.
AR would be used to overlay a red cross and arrow pointing to
the equipment of interest. At the same time, the ghost’s hands
would appear showing the correct handling of the equipment. As
mentioned earlier (timing), here the handling of the equipment
would be rather symbolic, and act as a reminder to hold onto the
equipment. Then, one instance (ID13) required the student’s kit +
the student’s hand & ghost’s kit and the ghost’s hand. This
was a “L&D&P” procedure/error related to the length of the thread
from the extraction point of the needle (placed on the kit) and the
point where the surgeon would pick up the thread (their fingers) in
preparation for a knot. Hence, the need emerged to show both the
kit and hand (“real” and ghost’s). Another instance (ID14) required
the student’s kit & the ghost’s hand and the ghost’s kit. This is
the error of not lowering the knot straight. The student’s kit is used
just to display a warning with a red cross and arrow pointing to
the knot, and a red symbol of a twisted knot next to the knot in the
kit. Here, both the ghost’s hands and kit are necessary to display
the sequences of actions showing the correct and the incorrect
movement of the hands, i.e. the initial, middle, and last position of
the hands while doing this. Since this position and movement take
as reference the loose thread end, which is placed on the kit, both
the ghost’s kit and the ghost’s hands need to appear.

The last instance, ID17, is just a “TIME” error, which does not
require referring to the hands or kit specifically. A blinking red
time symbol and some text (“>30 sec”) appear above and next to
the student’s hands, indicating a procedure is taking too long.

Derived design implications. Errors uniquely related to the
hands of the student should display the student’s hands as well
as the ghost’s hands. Consider using the “real” student’s hands to
display a warning error, and the ghost’s hands to illustrate the error
and produce guidance. Errors related to the kit and elements tied to
the kit should display the student’s kit & the ghost’s kit. AR should
be used to overlay visual pointers to the error on “the real kit.”

5 CONCLUDING REMARKS
In this paper, we have focused our design inquiry on understanding
needs emerging from the lived experience of an expert surgeon and
teacher with the technology prior to (and in parallel to) co-creating
possible future design concepts. This is the result of our Research
through Design approach, which lies in stark contrast to existing
approaches and trends in technology-oriented works, which tend to
impose arbitrary designs and simplified assessment metrics [33, 39].

In particular, through our hybrid bodystorming, we were able to
build a rich and nuanced description of the phases and procedures
of the suturing process, propose design solutions, and derive and
reflect on emerging patterns. Our hybrid embodied design method
is timely, supported by very recent technological advances, such as
XR headsets with high-resolution passthrough capabilities. Such

headsets can become an embodied tool that supports participants
to think and act, communicate and share ideas, and in general, fuel
their creative process. Like in prior works [44], passthrough capa-
bilities allow blending in elements from the physical and virtual
worlds. This supported the creative process of the social hybrid
game of Astaire [44]. In our case, it supported reflection and artic-
ulation. In particular, it helped the surgeon better articulate key
procedures, errors, and assessment metrics within the suturing
process. While problems and requirements, and even potential so-
lutions already emerged during the early stages of our inquiry
(i.e. in debriefing sessions with the experts using classical research
methods like interviews), the hybrid embodied design activity was
essential to complete (i.e. making more comprehensive) our list
of problems to address. It also helped refine, prioritize, further
classify, and even better articulate these problems thanks to their
materialization through physical enactment.

For example, during early debriefs, assessment metrics were very
unclear, in part because verbally articulating movement errors and
corrections is extremely hard [17, 28, 35]. This was particularly
clear with a complex sequence of actions in the “Knott” phase
(P3), i.e. ID14 “lower the knot straight.” The surgeon could easily
identify which knot was straight (after the fact, and also foresee it
when it was being done), and also had a sense of the importance of
certain hand movements (“like walking,” he explained); Yet, until
physical enactment (several strategies that helped in concrete were:
repetition, slowing down the pace, and gestural amplification), it
was not clear exactlywhatmade a knot “straight,” whichmovements
and positions were key and under which conditions.

This resonates with the concepts of “tacit knowledge” and “think-
ing through doing” described by Polanyi and Schön [28, 35]. Insights
into the sociology of knowledge explain why our knowledge and
skills are tacit and resist verbal articulation [17]. We are highly
more able to focus on skill performance and not on constituent
gestures, movements, and physical actions. In Polanyi’s words: “We
are attending from these elementary movements to the achieve-
ment of their joint purpose, and hence are usually unable to specify
these elementary acts” [28].

Another reason behind the difficulty in articulating problems
well and finding interesting solutions lies in the fact that the surgeon
was not initially aware of the capabilities of the technology despite
being a technology enthusiast. To this, the design team suggested
several possibilities considering the technology capabilities: e.g.
angle of the hands, speed, etc., which the expert deemed interesting.
However, most of them faded away to the light of actual errors and
corrections that would be meaningful for the students, which only
emerged through physical enactment.

The hybrid bodystorming was not only key to elucidating prob-
lems, but also to jointly envisioning meaningful solutions, from
pedagogical, design, and technical perspectives.

From a design perspective, exploring and testing different vi-
sualizations (i.e. physical props in our bodystorming basket that
the surgeon could thanks to the passthrough capabilities of the
headset) helped the expert and us understand if and how what was
in front of us would work and imagine other new visualizations.
This relates to Schön’s idea that sketches, in this case, embodied
sketches [21] (i.e. sketches done with the body instead of with pen
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and paper), “talk-back” to the practitioner, supporting understand-
ing (i.e. helping practitioners to read and “see as”) and evoking new
ideas (i.e. helping practitioners to “see that”) [4, 35]. This adds to the
body of works using embodied design methods in XR (e.g. [41, 44]),
which support live embodied improvisation and design. Both in
[44] and this work, this involved using objects in the physical space
(props) to imagine them in VR and XR. In [41], they used objects in
the physical world but also operated technical controls operated
by a “puppeteer,” which triggered real-time events in VR. Different
than in [44], the props in our bodystorming basket were carefully
curated, including wooden hand models, which were mostly used
in the hybrid design session to represent the ghost’s hands; and
physical visualization prompts, which would be used to explore
error signalling and potential corrections and guidance for future
design (See Figure 1). In turn, in Astaire [44], more general props
were brought to the hybrid bodystorming session, such as play toys,
cardboard boxes, and everyday gadgets bought in bazaars. This was
in part due to the fact that the bodystorming in [44] was very open
and explorative, and meant to open the design space widely; while
in our work, we were targetting from the onset particular kinds of
designs, i.e. displaying procedures, and errors. Hence this narrower
scope benefited from specific physical props to the intended future
design.

From a design and technical perspective, the hybrid bodystorm-
ing process also helped us designers to shift design directions and
choose the right technology for our design. We were opting for a VR
experience at the beginning, however, using a device (Meta Quest
Pro) that seamlessly allowed us to experiment with both virtual
reality and mixed-reality setups helped us realize the importance of
AR (and hence XR): real-world haptic feedback is key for surgical
training, and we (surgeon and designers) found extremely inter-
esting the possibility of using virtual elements to provide visual
cues that are spatially-aligned with the physical elements currently
used in their educational practices (e.g. suturing kit). Hence, this
will set our immediate future design direction. It would also be
interesting for future work, to explore VR setups and investigate
in a deeper way the effect of the physical feedback on learning
as well as explore to what extent the learning process of rich and
complex body movements would be supported by using movement
reduction strategies, similar to marking in dance, instead of the full
movement for rehearsal [14].

The hybrid bodystorming process also allowed us to uncover pe-
culiar needs for future technology, such as AI-powered technology
for the automatic detection of errors and assessment of the stitching
process, e.g. choosing the right tool, performing the stitches, the
type of knots, or understanding the position of the hand and fingers
relative to the tools. We will address this in future work as well.
During the co-design process, we gathered practical knowledge on
how best to collect data on the hands’ joints. It will be valuable for
creating a dataset for training machine learning models to auto-
matically assess performance and provide error cues for gesture
training in XR environments [12].

Then, our hybrid embodied design process helped better articu-
late procedures, and errors, and visualize how these errors materi-
alize and can be addressed by practitioners. Our expert surgeons

expressed the usefulness of these outcomes from a pedagogical per-
spective, and we expect this work to be already of use in surgical
training classes.

We acknowledge the limitations of not including novice learners
at this step of the design process, which precluded us from gath-
ering insights into their obstacles, needs and desires. As a future
step, we aim to involve medical students in the evaluation of the
proposed solution and learn about the difficulty they encounter in
their training (which could be not only skill-related but also cog-
nitive, physiological or psychological), drawing from theoretical
models of embodied and multisensory learning [1, 37].

We conclude with a method call for new innovative hybrid em-
bodied design methods, which will be key to supporting the emer-
gence of meaningful XR designs. We hope this work is part of
the beginning of a new wave of innovative design methods fea-
turing hybrid setups, which will leverage participants’ embodied
exploration (situated, physical and social) of current needs, and
innovative future possibilities.
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