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1. Introduction  
This document outlines the overall methodology followed for the study Machine Translation 
evaluation in the context of scholarly communication, carried out in the framework of the Translations 
and Open Science project (study corresponding to call 3 in the project). 

In particular, the document describes the approach for training and fine-tuning (specialising) engines 
(open-source and commercial) for machine translation (MT), selecting appropriate testing material, 
automatically evaluating output of engines on the material (including baseline engines), manually 
evaluating output of engines while taking into account a number of personas, and annotating errors 
in the MT output using the MQM framework. Discipline-specific details and results are described in 
separate reports (D2, D3 and D4). 

This document is structured as follows. In Section 2, we describe the approach for training, fine-
tuning, and data selection. Section 3 describes the procedure for automatic evaluation. In Section 4, 
we explain the different types of human evaluation. Finally, we provide conclusions and references, 
as well a number of annexes relating to Sections 2 and 4. 
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2. Training and fine-tuning MT engines 
2.1. Types of engines 

We test both commercial engines and open-source software using MT engines which can be trained 
and fine-tuned. In case of commercial engines, we investigate the functionalities that allow for fine-
tuning them (glossaries, translation memories). In case of open-source software, we train systems 
using various datasets, i.e. a baseline system based on generic data and systems based on both 
generic and discipline-specific data (note: an alternative setup, which may be more efficient in a 
production scenario, is to fine-tune a baseline model using discipline-specific data rather than training 
a discipline-specific model from scratch using a mix of generic and discipline-specific data). 

We specifically perform tests with two commercial engines (DeepL and ModernMT) and one open-
source software (OpenNMT), as described in Section 2.4. In addition, we also perform tests with 
eTranslation, the European Commission's MT tool (automatic evaluation only).1 

2.2. Training and evaluation data 
We make use of publicly available data for training a baseline model using open-source software. For 
fine-tuning commercial engines and training discipline-specific models using open-source software, 
we use scientific publications and abstracts available on web pages, as well as bilingual terminology 
lists. 

We specifically make use of the data extracted from web pages in the study Mapping and collection 
of scientific bilingual corpora (study corresponding to call 1 in the project). The data consists of 
several publication types (such as Journal Articles, Journal Article Abstracts and Thesis Abstracts) 
and their metadata (document ID, sizes, domain, publication type, publication source, URL, title, 
keywords, author and license), as well as a terminology list. For each discipline, around 100k sentence 
pairs and a term base of 300 terms are available. As described in Section 2.3, we use most of the 
data provided as training set, and, from the remaining data, extract a validation set (to be used during 
training), a test set (for automatic evaluation and selection of the final model) and an evaluation set 
(for human evaluation). In addition, with the support of OPERAS, we look for additional data for human 
evaluation, in the first place to have additional scientific sources of information compared to the 
training set, and in the second place to have sufficient popularising material, in case the material at 
hand has an exceedingly high scientific level for a broad audience. 

The data from call 1 was provided in the form of segment list, including metadata about the document 
source. These needed to be processed. They were grouped per document and parallel source and 
target documents were created. The metadata was saved separately at document level. The script 
for processing the segment list is provided here: https://github.com/CrossLangNV/Translations-and-
Open-Science. 

 

1 https://commission.europa.eu/resources-partners/etranslation_en 

https://github.com/CrossLangNV/Translations-and-Open-Science
https://github.com/CrossLangNV/Translations-and-Open-Science
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2.3. Data partitioning 
The collected data is partitioned into the following types of subsets: 

1. Training set 
The set of examples used to train a custom MT model. Based on this data, the model will learn 
to make predictions on new unseen data. 
 

2. Validation set  
A small subset held out from the training data used to monitor the performance of the model 
during training of the open-source MT system and allowing to determine when to stop training 
to prevent “overfitting” of the model.2 The validation subset does not overlap with the test set 
in order to separate the development process from the actual evaluation of the system’s 
performance. It is important not to look at the test and (human) evaluation sets while still 
developing or improving the model. 
 

3. Test set 
A set of unseen examples which is used to evaluate the performance of an MT model (in case 
of the open-source MT system, the model determined by the validation set) and select the 
final MT models for (human) evaluation. This set should therefore be separated from the 
datasets used for (human) evaluation. Test sets are scored using automated metrics only. 
Potential problems with MT models are typically detected by looking at the translation output 
of a model and looking for mistakes that seem to be recurring and follow a certain pattern. 
 

4. Evaluation set  
The actual evaluation data used for human evaluation are a mix of “internal” (i.e. held out from 
the original dataset) and “external” (i.e. coming from new sources) texts in order to assess 
how well the selected models perform on similar and new data. By including both internal and 
external data sources, the evaluation process addresses the generalizability and robustness 
of the MT models (data sparsity). Therefore, and depending on the objectives and 
requirements of the human evaluation, the evaluation set may have a different distribution 
than the training, validation and test data. Additional selection criteria may apply, such as text 
complexity (e.g. for the self-paced reading experiments) and license type (open licenses are 
preferred). In order to measure the correlation between human and automatic evaluation 
results, the evaluation sets will also be scored using automatic metrics. Therefore, it is 

 
2 Overfitting occurs when an MT model is trained to fit the new domain too closely so that it becomes unable to generalize 
well to new unseen data. 
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preferred to use parallel evaluation sets that include both the source and reference 
translations, even if the reference translations are not directly used during the human 
evaluation experiments. In order to facilitate the establishment of human evaluation tasks, we 
set up an evaluation set that is sufficiently large to sample from, as each task has its own 
focus; the selected samples may vary across tasks (see the above criteria) but also partially 
overlap, in order to allow for calculating cross-task statistics (e.g. correlation between human 
evaluation task scores). 

In addition, we also adhere to the following general principles during the data partitioning process:  

• Validation and test sets should have a similar distribution to the training data, particularly with 
regards to the text types (such as journal articles, journal article abstracts, and thesis 
abstracts), and should include different sources, if possible. Simultaneously, each type should 
have a large enough sample size to be statistically significant.  

• Documents should not be divided between different subsets. In other words, each text should 
be kept intact and not split between training, validation, test and evaluation datasets. 

• An important consideration for the composition of the evaluation set was the open license, 
allowing the data to be shared with translators for human evaluation purposes, as well as the 
potential open sourcing of the data at a later time. 

• The trained open-source systems are tested for regression: to ensure that the system is not 
deteriorating in comparison to the baseline model (i.e. overfitting on the in-domain data), 
additional "generic domain" test sets are used and scored using automatic metrics. 
 

The script for ensuring the distribution of the validation and test sets is provided on the GitHub site 
mentioned earlier. 

Detailed dataset statistics are provided in the discipline-specific reports (D2 to D4). 
 

2.4. MT Customisations  
For each discipline, we perform a set of MT customisation experiments using two commercial 
systems that are widespread among the translation community (DeepL and ModernMT) and one 
open-source solution (OpenNMT). The translation direction of the models depends on the discipline: 
for Neuroscience and Disorders of the Nervous System and Climatology and climate change, this is 
English to French, for Human Mobility, Environment, and Space, this is French to English.  
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• DeepL translator: DeepL3 is a commercial MT provider offering users the ability to customise 
translations by adding a glossary (list of terms)4 and enforcing a translation of a particular 
term, potentially resulting in better consistency of translated terms and, consequently, better 
quality translations. DeepL does not offer the option to customise a model using a parallel 
training dataset. We use a DeepL Pro Classic subscription for €16.53/month. The subscription 
includes 1 million free characters per month. Translations beyond that are charged €20 per 
1 million characters. 
 

• ModernMT: The second commercial system, ModernMT,5 offers the option to customise a 
generic model by simply uploading a user translation memory (TMX) without the need for a 
traditional pre-training process (the creators refer to this as “instance-based adaptation”). We 
make use of a ModernMT Batch license. This is a pay-per-use license with a rate of $8 per 1 
million characters to be translated. It should be noted that our license does not include the 
option to upload documents and comes with a maximum limit on the length of the test text 
that can be translated at once, requiring several copy-paste actions given a test set of a 
substantial size. 

 

• OpenNMT: OpenNMT6 is an open-source toolkit allowing developers to build and customise 
their own MT systems using pre-processing, training, and translation tools. For each 
discipline, we train three models. As a baseline, we train an MT model from scratch on publicly 
available data from the OPUS repository (Tiedemann 2009).7 In parallel, we train an in-domain 
MT model adding the domain-specific training data on top. A third model uses the SciPar8 
dataset in addition, to see whether and to what extent similar (pseudo in-domain) data might 
help further improve the quality of the translations. For all three models, we use the same 
hyperparameters for training. We apply BPE segmentation (Sennrich et al. 2016) with 32k 
merge operations (about 32k subtokens joint vocabulary). We train on sample sizes of 2.5M 
for 50 epochs, using the transformer_big training parameters. To make sure the OpenNMT 
models do not tend to overfit on the targeted domain, we take the following measures: 

o During training, a validation set is used allowing us to monitor the model’s potential 
overfitting on in-domain data and to decide when to stop training; 

 
3 https://www.deepl.com/translator 

4 Note that this option is only available for a limited number of languages, i.e. English, German, French, Dutch, 
Spanish, Italian, Japanese and Polish. A maximum of 5000 entries is allowed per glossary. 

5 www.modernmt.com 

6 We use the OpenNMT TensorFlow implementation (https://github.com/OpenNMT/OpenNMT-tf) 

7 https://opus.nlpl.eu. See Annex I for an overview of the datasets used. 

8 The SciPar corpus is available via OPUS and consists of about 1M abstracts 
(https://aclanthology.org/2022.lrec-1.284/). 

https://www.deepl.com/translator
file:///C:/Users/Tom.Vanallemeersch/OneDrive%20-%20WCS%20Group/OPERAS/call%203/deliverables/milestone%202/www.modernmt.com
https://github.com/OpenNMT/OpenNMT-tf
https://opus.nlpl.eu/
https://aclanthology.org/2022.lrec-1.284/
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o During automatic evaluation, scores for generic domain test sets are monitored as a 
significant decrease in quality might indicate the model’s potential overfitting.  
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3. Automated evaluation 
We evaluate the quality of the engines trained using the procedure in Section 2.4 by applying the 
engines to the source segments in the test set described in Section 2.3, as well as to subsets of it 
(based on document type), and running automated metrics to the output and the reference translation 
in the test set. We also visualise samples of differences between MT output. By applying these 
metrics and visualisations, a decision can be taken as to which engines will be submitted for human 
evaluation (see Section 4): if a specialised engine performs much lower in various aspects than 
others, it may be decided to submit merely the latter engines to the human evaluation tasks. 

To automatically measure the quality of the translation outputs compared to their reference 
translation, we compute different standard MT metrics for each system, such as BLEU (Bilingual 
Evaluation Understudy, Papineni et al. 2002) and TER (Translation Edit Rate),9 as well as neural 
metrics such as COMET (Rei et al., 2020). We also created reports for each type of system (produced 
using CrossLang's MT Advisory tool) where we compare baseline versus customised models, 
showing BLEU score and edit distance at segment level, as well as a comparison view with the edits 
needed to obtain the reference translation; see the example in Figure 1. 

 

 

For the automatic evaluation, we make use of the test sets outlined in Section 2.3. Additionally, we 
create parametrized subsets by dividing the test sets based on their text type, allowing us to identify 
potential differences in performance between various types of documents, such as journal articles, 
journal article abstracts and thesis abstracts. 

 
9 We use the SacreBLEU implementation.  

Figure 1 - Excerpt from report showing sentence-level scores and a comparison view of the different outputs 
with regards to the reference translation 
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In order to get a better idea of the score differences between MT engines, we calculate the statistical 
significance of each metric. Calculating the standard error of the mean (SEM) gives us an idea of the 
certainty interval in which the true mean score is contained.10 

  

 
10 See 
https://en.wikipedia.org/wiki/Standard_error#:~:text=Standard%20error%20of%20the%20sample%20mean%5
Bedit%5D 



  

 

11 

MT evaluation in the context of scholarly communication | D1: General methodology 

 

© CrossLang NV 2023. All rights reserved. 

 

4. Human evaluation 
The specialised engines considered to be sufficiently valuable according to the procedure described 
in Section 3 are submitted for human evaluation. The latter is undertaken from three different 
perspectives (profiles), i.e. translator, expert and layperson, and consists of three tasks, i.e. the 
adequacy task, the post-editing task, and self-paced reading experiments. In these tasks, subsets of 
the evaluation set (see Section 2.3) and the MT output from the different engines are used in a variety 
of ways. As part of the third task, we also undertake error annotations to get a better view of the 
relation between human judgment and MT errors. 

4.1. Profiles  
We consider the following profiles: 

1. “translator”: professional translator who masters the source language, is a native speaker of 
the target language, and has a good knowledge of the discipline in question. This persona 
performs post-editing in an environment such as a computer-aided translation (CAT) tool. 

2. “expert”: researcher specialised in a discipline and applying MT to (a) translate his/her 
scientific publication, (b) write an article in the target language (writing aid), or (c) perform 
gisting of scientific texts that are not written in the native language (reading aid). In the first 
two cases, the knowledge of the target language should be sufficient to be able to judge 
adequacy and grammaticality of discipline-specific text in that language. 

3. “layperson”: a person who has at most basic knowledge in the discipline (e.g. a non-academic 
person or a researcher in a different scientific discipline). This persona has good/excellent 
knowledge of the target language and makes use of MT to perform gisting of popularising 
scientific texts. 

4.2. Setup of paragraph samples 
In order to prepare the tasks for the evaluators, we take samples from the evaluation set described 
in Section 2.3. This set is sufficiently large to enable the selection of source segment samples 
appropriate for the tasks at hand. The samples for three tasks satisfy the following constraints: 

- They consist of paragraphs taken from articles or abstracts (actual or artificial paragraphs, 
as described below). 

- The samples for the adequacy task and the post-editing task are disjointed, in order to avoid 
bias (one evaluator may perform both tasks and should only evaluate one specific segment 
once). 

- The sample for the adequacy task and post-editing task covers various document types and 
contains segments which may be highly technical as well as popularising. The sample for the 
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self-paced reading experiments focuses on popularising text or text which may be technical 
but still sufficiently understandable for a larger audience. 

- There may be overlap between the sample of the adequacy or post-editing task and the one 
of the self-paced reading experiments. This allows for comparing the scores among various 
tasks. 

- Samples should have a similar distribution in terms of automatic evaluation scores compared 
to the full evaluation set. 

In order to determine paragraphs in the evaluation set, we manually indicate paragraph boundaries in 
it (the set is loaded into Excel and the start of a paragraph is flagged on the row of the segment in 
question). This manual process is not applied to abstracts in the evaluation set, as they typically 
consist of one block of text. Rather, this block of text is split automatically into artificial paragraphs. 

4.3. Adequacy task 
In this task, the evaluator (translator or researcher) judges the adequacy of translated segments (of 
type sentence) in the MT output of a specialised text, by assigning a score (rating) between 1 and 5; 
several MT outputs are shown per source segment, so the assignment of scores implicitly provides 
a ranking. The aim of this task is to assess how adequately the translation of the segment expresses 
the source segment’s meaning, and, by consequence, how useful the translation is for gisting. 

The adequacy task is set up as follows: 

- Randomly select paragraphs from the evaluation set. 
- List the selected paragraphs in a random order. 
- Translate the segments in the selected paragraphs using each of the three MT engines. 
- Manually check the segments and their MT output, as well as their reference translations (see 

below for types of comparison of automatic scores and human judgment). The source 
segment should correspond to the reference translation, and the MT outputs should 
correspond to the source segment; as data collection and processing involve various 
automated steps, unexpected results from these steps cannot be excluded. In case of an 
unexpected result, assess the potential solution on a case-by-case basis (e.g. resubmit source 
segment to MT engine). 

- Convert the resulting source segments and their MT outputs to input files for CrossLang’s 
Machine Translation Evaluation (MT-Eval) tool (CSV format). Each input file constitutes a 
“batch” in MT-Eval; it contains around 100 segments. Batches are used in order to keep the 
evaluation process manageable (e.g. in case something goes wrong with a file in MT-Eval, 
only a small part of the work needs to be redone). 

MT-Eval shows the following information for each segment:  

1. source segment 
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2. MT outputs (randomly ordered by MT-Eval, to avoid evaluator bias), each one followed by a 
set of labelled numbers to choose from. 

Figure 2 shows a screenshot of a segment to be evaluated using MT-Eval. 

 

 
Figure 2 - Comparison Task – CrossLang Machine Translation Evaluation tool 

 

Reference translations are not shown (again, to avoid bias). 

For each discipline, the task is performed by four to six evaluators (including translators and 
researchers), who each evaluate the MT output for around 500 source text segments. The contact 
with potential evaluators was established with the support of the University of Rennes and of 
OPERAS. The financial compensation proposed to potential evaluators either consisted of (a) a price 
based on an estimated 1-minute manual processing time per source segment and a fixed price per 
hour or (b) a fixed price for the whole task. The proposed time span to finalise the task (which also 
applied in case the evaluator performed two tasks, i.e. also the post-editing task discussed in Section 
4.4) consisted of two weeks. Upon agreement of the proposed compensation and time frame by the 
evaluator, the following information was sent to the evaluator: 

1. Instructions for performing the adequacy task, with a matrix explaining how to assess the 
conveyance of meaning from source segment to MT output (see Annex III). 

2. Links for opening the batches in MT-Eval. 
3. CrossLang’s standard NDA, to be signed by the evaluator. 
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4. (In case the evaluator is a researcher) a simple service contract, including information on the 
price and deadline, to be signed by the researcher. 

5. Background information in the form of (a) the terminology list provided by call 1 of the 
Translations and Open Science project and (b) the abstracts from which the segments to be 
evaluated originate from. 

Based on the evaluation outcome (enriched CSV files), a number of statistics can be produced: 

- Distribution of ratings for MT engines 
- Distribution of ratings for document types 
- Number of times an engine is ranked first 
- Correlations between automatic scores (e.g. BLEU) and human ratings 

The above statistics can also be calculated separately per type of evaluator (in order to compare 
ratings / rankings between translators and researchers). 

4.4. Post-editing task 
In this task, the evaluator (translator or researcher) is asked to post-edit translated segments in order 
to obtain a publishable translation. 

The post-editing task is set up in the same way as the adequacy task, with the following differences: 

- We add the string “NEW PARAGRAPH” to the first segment of a paragraph to indicate to the 
evaluator which segments belong together. 

- We translate each segment using just one MT engine, which is arbitrarily determined for a 
segment, such that MT engines are more or less equally distributed across the MT outputs 
proposed to the evaluator. 

- When creating batch files for MT-Eval, we ensure each segment is preceded by the previous 
segment in the paragraph and followed by the next one (if the segment is the start or end of 
the paragraph, the preceding/following segment belongs to another paragraph) and that each 
segment is followed by a dummy segment which allows for specifying perceived post-editing 
effort. This context provides support to the evaluator when translating a segment. 

The batch files allow MT-Eval to show the following information for each source segment in it: 

1. preceding source segment 
2. its MT output 
3. source segment to translate 
4. its MT output 
5. next source segment 

Figure 3 shows a screenshot of a segment to be evaluated using MT-Eval: 
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Figure 3 - Productivity Task – example segment to be evaluated in MT-Eval 

 

Figure 4 shows a screenshot of a dummy segment: 

 
Figure 4 - Productivity Task – example of a dummy segment 

 

For each discipline, the task is performed by four to six evaluators (including translators and 
researchers), who each post-edit the MT output for around 500 source text segments. The same 
procedure for contacting evaluators and price and time span proposal was followed as in case of the 
adequacy task; however, the first price option (i.e. the one not consisting of a fixed price) consisted 
of estimating the number of hours based on the average sentence length of the segments involved 
and a post-editing speed of 750 words per hour (after consultation with University of Rennes). The 
following information was sent to the evaluator: 

1. Instructions for performing the post-editing task, with an explanation of the criteria to be fulfilled 
by a publishable translation (see Annex IV). 

2. Links for opening the batches in MT-Eval. 
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3. (Unless the evaluator also performed an adequacy task and already signed the document) 
CrossLang’s standard NDA, to be signed by the evaluator. 

4. (In case the evaluator is a researcher and did not perform an adequacy task yet) a simple service 
contract, including information on the price and deadline, to be signed by the researcher. 

As in case of the adequacy task, background information in the form of a terminology list and 
abstracts is provided. 

Based on the evaluation outcome (enriched CSV files), a number of statistics can be produced: 

- Distribution of post-edition time (per segment) across evaluators 
- Correlation between post-edition time and perceived effort 
- Correlation between post-edition time and MT engine 
- Correlation between perceived effort and MT engine 
- Distribution of post-edition time across document types 
- Relation between HTER (human-target TER) and perceived effort 
- Correlation between HTER and post-edition time 

 

4.5. Self-paced reading experiment 
In this experiment, the evaluator is a layperson. We selected short text excerpts of 120-200 words 
from the evaluation set. Based on text characteristics, e.g. the origin of the excerpt (abstract or full 
text), sentence length and text difficulty in combination with the automatic evaluation scores, the 
texts were selected and classified into different sets. 

For each set, we made sure that all conditions (human reference translation, the output of the first 
MT system, the output of the second MT system and the output of the third MT system), were evenly 
distributed (see the balanced design provided in Table 1). 

At least three participants read all texts of one set. The participants were highly proficient in the target 
language. 

The total duration of the experiment was limited to one hour. The experiment started with a practice 
text to familiarise the participants with the task. Participants read the texts (in an isolated room, with 
minimal distraction) in a cumulative self-paced reading view, in which each button press reveals the 
next sentence while the previous sentences of the text stay in view. After each excerpt, a yes/no 
comprehension question was asked to give the participants an incentive to read the text attentively. 
After each excerpt, the participants answered the question whether the translation quality was 
sufficient to get an idea of the scientific text. 
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Table 1 - Example of the experimental design 

 

The self-paced reading experiments were executed using the Zep Experiment Control Application 
(version 2),11 a toolkit used for experimental psycholinguistics. Reading time was measured per 
sentence.  

 

4.6. MQM Error Annotation 
All texts used in the self-paced reading experiments are annotated for errors using the MQM 
framework.12 Prior to annotating MT errors, terms are marked in the source texts: (i) using the 
corresponding terminology list provided per discipline, and (ii) by the annotator. When using the term 
lists, terms are marked automatically (custom Python code). This automatic process works on 
lemmatized and lowercase text (except when entries are fully uppercase). In case of manual marking, 
the term extraction methodology proposed by Rigouts Terryn et al. (2020) is applied. 

Error annotation is performed by a single annotator, using the MQM error types, details of which are 
provided in Annex II: terminology, accuracy, linguistic conventions, style, locale conventions, audience 
appropriateness, and design and markup. For each MQM error type, fine-grained error annotations 
are made using the corresponding sub-categories.13 

The MQM decision tree14 is used to decide on the type of translation error, which is detected on a 
specific text span.  

 
11 https://www.beexy.nl/zep/wiki/doku.php?id=home 
12 https://themqm.org/ 
13 https://themqm.info/typology/ 
14 https://themqm.org/error-types-2/decisiontree/ 

https://www.beexy.nl/zep/wiki/doku.php?id=home
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MQM Scorecard templates15 are used to assign annotated errors to numerical values based on 
severity levels and corresponding severity multipliers. These values provide the data needed to 
“measure” translation quality in terms of the MQM metric. Four severity levels are considered: neutral, 
minor, major, and critical. Using the scorecard templates, four calculations (Error Count, Absolute 
Penalty Total, Per Word Penalty Total, Overall Quality Score) are made to convert error annotations to 
quality scores on sentence and document levels. Details on the severity levels and the calculations 
are provided in Annex II. In addition to the MQM scores, the ratio of the number of sentences with MT 
errors, total number of critical errors and total number of errors are calculated per engine.  

The error annotation task is performed using the Label Studio Toolkit16 (the interface of which is 

illustrated in Figure 5), with a local installation. The annotation task is performed per source sentence 

with the outputs listed for all three engines line by line. The order of the MT engines is randomised 

between different files (but are kept the same within the same file to potentially capture discourse-

related errors throughout a given text). The analysis of the error annotations is automatically 

performed using the JSON export files obtained from Label Studio. 

 

 
Figure 5 - Interface of the Label Studio Toolkit 

 

  

 
15 https://themqm.org/error-types-2/1_scorecards/design/ 

16 https://labelstud.io/ 
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5. Conclusions 
In this document, we outlined the overall methodology for our MT evaluation study. We described 
the types of MT engines, the approach for training and fine-tuning them, the procedure for data 
selection, the method for automatic evaluation, and the different types of human evaluation we 
applied. 

Reports D2 to D4 provide details on the application of the methodology to three predetermined 
scientific disciplines. The present document will allow the methodology to be replicated in the 
future on additional scientific disciplines and in an environment that is subject to production 
constraints. 
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Annex I: Out-of-domain datasets 
 

Domain Sample distribution Corpus name Corpus size 

Dialog 0.17 EUbookshop 10617855 

OpenSubtitles 41762988 

Medical 0.17 EMEA 1092068 

Legal 0.17 DGT 4938565 

ELITR-ECA 441081 

JRC-Acquis 813667 

News 0.17 News-Commentary 155622 

Education 0.16 QED 789911 

Patent 0.16 EuroPat 11098211 

 

Table 2 - Out-of-domain datasets 
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Annex II: Details on MQM framework 
 

High-level error dimensions: 

● Terminology – errors arising when a term does not conform to a normative domain or 
organizational terminology standards or when a term in the target text is not the correct, 
normative equivalent of the corresponding term in the source text.  

● Accuracy – errors occurring when the target text does not accurately correspond to the 
propositional content of the source text, introduced by distorting, omitting, or adding to the 
message. 

● Linguistic conventions (Fluency in version 1) – errors related to the linguistic well-
formedness of the text, including problems with grammaticality, spelling, punctuation, and 
mechanical correctness. 

● Style – errors occurring in a text that are grammatically acceptable but are inappropriate 
because they deviate from organizational style guides or exhibit inappropriate language 
style. 

● Locale conventions – errors occurring when the translation product violates locale-specific 
content or formatting requirements for data elements. 

● Audience appropriateness (Verity in version 1) – errors arising from the use of content in the 
translation product that is invalid or inappropriate for the target locale or target audience. 

● Design and markup – errors related to the physical design or presentation of a translation 
product, including character, paragraph, and UI element formatting and markup, integration of 
text with graphical elements, and overall page or window layout. 

 

Severity levels: 

1. Neutral: severity multiplier 0 (no effect on final error score) 

In this case, the evaluator considers that a different solution is warranted, but that the 
translation should not be penalized for an error. For instance, the root cause may be beyond 
the translator’s control, a termbase may have been incorrect, the evaluator’s suggested 
change is only preferential, or the severity of the error does not warrant even minor severity. 
This value can be used to flag items for fine-tuning feedback purposes. 

2. Minor - severity multiplier 1 
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A minor error instance has a limited impact on, for example, accuracy, stylistic quality, 
consistency, fluency, clarity, or general appeal of the content, but it does not seriously impede 
the usability, understandability, or reliability of the content for its intended purpose. 

3. Major - severity multiplier 5 

A major error instance seriously affects the understandability, reliability, or usability of the 
content for its intended purpose or hinders the proper use of the product or service, for 
instance due to a significant loss or change in meaning or because the error appears in a 
highly visible or important part of the content. 

4. Critical - severity multiplier 25 

A critical error renders the entire content unfit for purpose or poses the risk for serious 
physical, financial, or reputational harm. 

 

Calculations: 

1. Error count: reflects the total number of instances of that individual error type or subtype 
assigned to a given error severity level for a given translation evaluation. The scorecard 
automatically multiplies the error count for each cell by its respective severity penalty 
multiplier to produce an intermediate product, which may or may not be displayed in a 
separate column in the scorecard. 

2. Absolute Penalty Total (APT): The sum of all error type penalty totals (error counts multiplied 
by corresponding severity multipliers), which is used to calculate the Overall Quality Score.  

3. Per Word Penalty Total (PWPT): PWPT is determined by dividing the absolute penalty total 
by the evaluation word count.  
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4. Overall Quality Score (OQS): OQS is determined by multiplying the per-word penalty score 
(PWPT) by the maximum score value (which is 100) and subtracting this value from 1. This 
process manipulates the score so that it resembles a percentage value.  

  

Figure 6 - Sample scorecard and numerical values that represent translation quality 
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Annex III: Instructions for adequacy task 
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Annex IV: Instructions for post-editing task  
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Annex V: Profiles of the evaluators  
Discipline 1: Human Mobility, Environment and Space 

Translators   

• Translator 1: Former Head of a Centre for Translator Training and Translation Studies in a 
French university, now freelance translator. Experience in a previous project of machine 
translation evaluation in the humanities and social sciences.  

• Translator 2: Scientific editor and translator, postdoctoral researcher. Experience as a 
translator for a scientific journal specialising in environmental studies, geography, 
development, demography, and urban studies. 

French-native researchers   

• Researcher 1: Researcher since 2008, currently Maître de conférences in social geography.  
• Researcher 2: Researcher since 2011, specializing in biodiversity. 

English-native researchers   

• Researcher 3: retired professor specializing in GIS (Geographic Information Systems), data 
quality testing and the social and institutional aspects of GIS. 

• Researcher 4: PhD student since 2021, specializing in climate change. 

Discipline 2: Neuroscience and Disorders of the Nervous System 

Translators   

• Translator 1: freelance translator since 2019, specializing in healthcare. 
• Translator 2: freelance translator since 2004, specializing in neuroscience, veterinary 

science, social sciences and humanities. 

Researchers   

• Researcher 1: Researcher in neurosciences since 2007 in a French university. French native 
speaker, with perfect command of English (4 years in US and UK). 

• Researcher 2: ATER in a French university since 2018, specializing in changes and cognitive 
processes underlying novel skill acquisition. Serbian native speaker, with perfect command 
of English and French.  

Discipline 3: Climatology and Climate Change 

Translators   

• Translator 1: scientific and technical translator since 2007, specialising in environment and 
climate change, energy, industrial equipment and processes, electronics & optics, industrial 
process engineer. 

• Translator 2: freelance translator since 2013, specialising in environment and agriculture. 

Researchers   

• Researcher 1: researcher since 2011, currently working in a French research centre for 
Environmental Geosciences. French native speaker, with perfect command of English. 
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• Researcher 2: researcher in Earth and Universe Sciences in a French university since 2011. 
Italian native speaker, with perfect command of English and French  
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