
 

 

 
Abstract—The work proposes a decision support methodology 

for the credit risk minimization in selection of investment projects. 
The methodology provides two stages of projects’ evaluation. 
Preliminary selection of projects with minor credit risks is made 
using the Expertons Method. The second stage makes ranking of 
chosen projects using the Possibilistic Discrimination Analysis 
Method. The latter is a new modification of a well-known Method of 
Fuzzy Discrimination Analysis. 

 
Keywords—Expert valuations, expertons, investment project 

risks, positive and negative discriminations, possibility distribution. 

I. INTRODUCTION 

financial activity of banks, investment funds comes with 
the risk of the loss, especially in the sphere of crediting. 

Hence the issue of increasing the effectiveness of credit 
policies and lowering credit risks becomes very topical [10], 
[17]-[19].  

The investment decision-making usually uses special 
methods, such as logistic regression, discriminant analysis, 
various machine learning techniques, etc. The methods also 
can be based on the possibility analysis [2], [20]. 

Along with traditional statistical techniques, new credit 
scoring models are developed to support credit decisions. The 
investment decision-making is influenced by the various 
uncertainty factors and, the need to formalize and process 
fuzzy, insufficient and, mainly, expert data. Ignoring the 
above mentioned factors results in inadequate and non-
acceptable decisions. Correct processing of such data is 
provided with application of fuzzy-set approach [1], [5], [8]-
[18], [21]-[23]. 

Literature, published for the past decade, proposes 
application of fuzzy-statistical models, neural and fuzzy-
neural networks and genetic algorithms when evaluating credit 
risks [6], [18], [23]. All of the approaches mentioned above 
are based on the objective databases and expert data. 

The authors of this paper are experienced in applying 
heuristic methods to the decision-making problems which are 
based on the objective and expert data [5]-[7], [11]-[19]. They 
propose the methodology that combines two fuzzy-statistical 
methods and provides the means of evaluating risks of 
investment decisions. The methodology uses expert data 
provided by the members of the investment fund experts’ 
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commission. 
To support the first stage, the Kaufmann’s Expertons 

Method is used [2]-[4]. The method uses interval (pessimistic–
optimistic) evaluations defined by the experts in order to 
reduce a possibly large number of investment projects 
requesting for credit. The expert knowledge is thereby 
condensed and compatibility levels on the set of possible risks 
for each investment project are constructed. The method is 
described in Section II. 

In the second stage the chosen projects are compares and 
their ranking is made using the modified Possibilistic 
Discrimination Analysis Method. This method represents a 
possibilistic generalization of the known Fuzzy Discrimination 
Analysis [9] and is the modification of Possibilistic 
Discrimination Analysis Method previously proposed by the 
author’s [18]. Using the expert knowledge and experience, the 
possibility distribution is constructed on the set of all possible 
decisions (projects), which is used for projects ranking. The 
description of the modified method is presented in Section III. 

In addition to the proposed new methodology, by the 
authors is developed software package, which has already 
been successfully used in the investment tender. An example 
of investment decision making clearly illustrating the work of 
the proposed methodology is given in Section IV. 

II. DESCRIPTION OF THE EXPERTONS METHOD 

The use of the expertons theory allows the investment fund 
experts to evaluate the competition results of investment 
projects, represent these results in general form, condense data 
and obtain optimal evaluations. The aim of the expert 
methodology is to accumulate subjective estimates provided 
by the expert commission members in our specially created 
model of the decision-making system. The system then acts as 
an adviser that assists the expert commission in selecting 
minimum risk applications. 

An experton is the generalization of probability when 
cumulative probabilities are replaced by monotonically 
decreasing intervals. These intervals are statistically defined 
by a group of experts. The concept of the expertons theory can 
be briefly described as follows. 

Let D be a set of decisions (possible risks in our case). The 
group of r  experts is requested to express their subjective 
opinion regarding each alternative from D  in the form of a 
confidence interval: 
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where j  is the number of an expert. 

We consider statistics when to each element Dd   both 
the lower and the upper bounds of confidence intervals are 
assigned. The cumulative distribution law ),(* dF   is then 

given by the expressions )(* da j , and, ),(* dF   is given by 

the expressions )(* da j . Thus, we obtain  

 

 ),(),,()(
~

:]1,0[
*

* dFdFdA

Dd



 , 

 

where A
~

 denotes an experton. 
 Let be given some set of monotone levels: 

10 21   . The experton, which is used as a 

possibility to choice possible decision d , is reduced to a 
possibility distribution on the set of decisions by the averaging 
of the middle points of interval expertons: 
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III. DESCRIPTION OF THE MODIFIED POSSIBILISTIC 

DISCRIMINATION ANALYSIS METHOD 

The modified Possibilistic Discrimination Analysis 
(presented in this Section) is a modification of the generalized 
method [7], [17]-[19] of the Fuzzy Discrimination Analysis 
[9] purposed to process expert data.  

Let the set of all possible factors which acted on the 
possible decisions be  m ,...,, 21 . The factors are 

determined by the group of experts representing expert 
commission of investment fund.  

The set of decisions that represent all project-competitors 
with minimum risks selected by the expertons method is 
denoted by  ndddD ,...,, 21 . Unlike a generalized method 

[8], [18], here we consider the weighting vector 
 mwwww ,,, 21  , the component iw  of which defines 

significance level of i  factor for a decision: ]1,0[iw , 

1
1




m

i
iw . The vector of weights is also determined by experts. 

“Classic” variant of Fuzzy Discrimination Analysis Method 
is based on so-called frequency numerical-tabular knowledge 
base { ijf }, where ijf  designates the fraction of decisions jd  

that were correct when i  factor was exhibited. Such a 

knowledge base can be built, if databases of statistical 
information on successfully implemented investment projects 
exist. However, in developing countries (instance, in Georgia) 
such a databases with statistical (objective) data or not exists, 
or they are, but information in them is insufficient. Therefore 
the values ijf  can only be obtained by the psychometric 

survey of the experts. Then ijf  will designate the fraction of 

the experts who consider jd  being correct when i  factor 

was present. So, if N experts participate in the psychometric 
survey, then  

 

 NNf ijij  ,                                 (1) 

 

where ijN  is the number of experts who supported decision 

jd  when for the jd  competitor i  factor was present. And 

then instead of the frequency tabular-numeric knowledge base 
{ ijf } build so called possibilistic tabular-numeric knowledge 

base { i
j } [7], [9], [11], [17]-[19]. For instance, by 

normalizing each column of { ijf } we obtain 

 

 
ij

nj
ij

i
j ff
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

 .                              (2) 

 
The algorithm of a modified Possibilistic Discrimination 

Analysis Method is following:  
The algorithm of a modified Possibilistic Discrimination 

Analysis Method is following:  
1) Transform the possibilistic distribution table to the 

probabilistic distribution table [2], [11], [19]:  

For i ( i =1,2,…,m) let i
j

i
j

i
j n

  
21

, then the 

conditional probability i
jp  corresponding to the possibility 

i
j  is expressed by the formula  
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2) Build positive and negative discriminations on D and 

calculate the concrete compatibility levels which define 
how much the i  factor influence (positive 

discrimination) and how much it does not influence 
(negative discrimination) the decision jd  as compared 

with other decisions:  
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.2,1,0  ss  

 
Remark 1: clearly, positive and negative discriminations are 

not the notions which complement each other (in general, 
1 ijij np ) and therefore the influence of the factor i  on 
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the decision jd  is represented in the form of pairs ( ijp ; ijn ). 

Remark 2: if i
j  are numbers of “nearly” the same order, 

then for the “spectral decomposition” of ijp  and ijn  we will 

take values 1s ;  

3) Build the following weighted average positive and 
negative discriminations on the set of decisions D :  

 

   



m

i
iijj wp

1

 ,  



m

i
iijj wn

1

 ,                    (6) 

nj ,,2,1  ; 
 

4) Build possibility distribution nj ,...,2,1  on the possible 

decisions D: 
 

   21   jjj  ,  0 ;                    (7)  
         
Remark 3:  if j  and j  are numbers of “nearly” the same 

order, then for the “spectral decomposition” of j  we will 

take values 1 ;  

5) Perform the ranking of possible decisions by sorting their 
possibility levels in decreasing order: id jd , if ji   , 

where  is the preference relation on D . 
Remark 4: if necessary, regard the decision 

0j  which has 

a maximum value on the possibility distribution  j  as the 

most convincing decision:  
 

j
j

j  max
0
 . 

IV. AN EXAMPLE OF THE APPLICATION OF FUZZY 

METHODOLOGY TO SELECT CANDIDATES WITH MINIMAL 

CREDIT RISK 

Processing the information with the expertons method 
allows for selecting only those applicants whose profile 
provides either insignificant- or, possibly, low - credit risk.  

Let’s presume that the possible risk estimates for a given 
applicant, i.e. the possible decisions (crediting risks) are: 1d : 

crediting with an insignificant risk; 2d : crediting with a low 

risk; 3d : crediting with an average risk; 4d : crediting with a 

high risk. 

A. Preliminary Selection with the Expertons Method 

Assume that the members of the expert commission 
consider 4 possible decisions (i.e. the levels of credit granting 
risks for the concrete competitor) 4321 ,,, dddd . Instead of 

expressing their opinion by value  1,0 , they provide 

confidence intervals which are included in the interval  1,0 : 

   1,0, 21 aa , where 1a  is the pessimistic level of given risk 

and 2a  is the optimistic level of the risk.  

The aggregate table of experts’ estimates may have the 
following form: 

 
TABLE I 

THE AGGREGATE TABLE OF EXPERTS’ ESTIMATES 

Experts 
j 

Possible decisions id  

       d1                   d2                d3                d4 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

[0.3,0.5] 
[0.5,0.6] 
[0.4,0.7] 
[0.3,0.4] 

0.6 
[0.8, 1] 
[0.4,0.8] 
[0.4,0.5] 
[0,0.2] 

[0.6,0.8] 

[0.6,0.7] 
[0.4,0.6] 
 [0.8,0.9] 

1 
[0.7,0.9] 
[0.2,0.3] 
 [0,0.1] 

1 
[0.8,1] 

[0.4,0.7] 

[0.3,0.4] 
[0,0.1] 

[0.1,0.4] 
[0.2,0.5] 
 [0.1,0.4] 

0.4 
[0.3,0.7] 
 [0.8,1] 

0 
0.5 

0.5 
[0.2,0.4] 
[0.1,0.3] 

0 
[0.5,0.7] 

0.3 
[0.6,0.7] 

0.4 
[0.3,0.5] 
[0.2,0.6] 

 
Let us consider 11  -cuts from 0 to 1, and for each of the 

possible decisions 4,,1, jd j  calculate two statistics for 

each cut: one for the lower boundary of an interval and, the 
other, for the upper boundary. By extending these statistics to 
the set of levels 1,9.0,,2.0,1.0,0  , we obtain experton 

(see Table II):  
 

TABLE II 
EXPERTON 

Level 
Possible decisions 

       d1                   d2                   d3                  d4 
0 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1

1 
[0.9, 1] 
[0.9, 1] 

 [0.9, 0.9] 
[0.7, 0.9] 
[0.4, 0.8] 
[0.3, 0.6] 
[0.1, 0.4] 
[0.1, 0.3] 
[0, 0.1] 
[0, 0.1]

1 
[0.9, 1] 

0.9 
[0.8, 0.9] 

0.8 
[0.6, 0.8] 
[0.6, 0.8] 
[0.5, 0.7] 
[0.4, 0.5] 
[0.2, 0.5] 
[0.2, 0.3] 

1 
[0.8, 0.9] 
 [0.6, 0.8] 
[0.5, 0.8] 
[0.3, 0.8] 
[0.2, 0.4] 
[0.1, 0.2] 
[0.1, 0.2] 

0.1 
[0, 0.1] 
[0, 0.1] 

1 
0.9 

[0.8, 0.9] 
[0.6, 0.9] 
[0.4, 0.7] 
[0.3, 0.5] 
[0.1, 0.3] 
[0, 0.3] 

0 
0 
0

 

An experton A
~

 is then transformed as follows: 
 an averaged experton is calculated by taking a mean 

arithmetic value of each interval boundaries; 
 the averaged experton is reduced to a fuzzy set by 

calculating mean values; 
 if necessary, a nonfuzzy set, the closest to the fuzzy one, 

is found. 
In a given example we calculate averaged experton:  

 
TABLE III 

THE AVERAGED EXPERTON 

Level 
Possible decisions 

       d1                  d2                   d3                   d4 
0 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1

1 
0.95 
0.95 
0.95 
0.90 
0.80 
0.60 
0.45 
0.25  
0.05  
0.05

1 
0.95 
0.90 
0.85 
0.80 
0.70 
0.70 
0.60 
0.45 
0.35 
0.25 

1 
0.85 
0.70 
0.65 
0.55  
0.30 
0.15  
0.15 
0.10 
0.05  
0.05 

1 
0.90 
0.85 
0.75 
0.55 
0.40 
0.20 
0.10 

0 
0 
0
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After calculating the mean values for each id  on 

 4321 ,,, ddddD  , we obtain the possibility distribution 

)( id of identified risks of the considered competitor: 
 

 18243.0,41364.0,68636.0,56364.0 4321 dddd . 
 
To receive unique decision we apply the principle of a 

maximum: )(max
0 i

i
i d  .  

This means that in accordance to the common opinion of 
the experts the experton gives preference to the decision 2d , 

i.e. considered competitor has a low crediting risk. Such a 
decision, of course, permits the applicant to participate at the 
second stage of the competition. 

B. Final Decision with the Possibilistic Discrimination 
Analysis 

The second stage of the decision making methodology 
chooses from the number of the selected candidates by 
evaluating certain factors characteristic to these candidates. In 
our tender, after processing data by the expertons method, for 
further consideration only six applicants remained from thirty-
four possible candidates considered at the first stage. Their 
data then was processed by modified possibilistic 
discrimination analysis.  

Let us determine main 9,,2,1, kk  factors, by which 

all of the tender commission experts will score the candidate 
juridical person seeking the credit.  

The following factors influencing the decisions will be 
considered [11], [19]: 

1 : business profitability; 2 : purpose of the credit; 3 :  

pledge guaranteeing repayment of the credit; 4 : credit 

amount (monetary value); 5 : payment of interest ; 6 :  

credit granting date; 7 : credit repayment date; 8 : monthly 

payment of a portion of the principal and accrued interest 
(repayment scheme); 9 : percent ratio of the pledge to the 

credit monetary amount. 
In our case, the value ijf  describes the level of the i  factor 

for the j  participant. Thus, the expert commission consists of 

10 members, the factors to be evaluated are 9,,2,1, kk , 

and, after the preliminary selection, the number of competitors 
equals to 6 ( 6,,2,1, jd j ).  

Suppose that the aggregate table ijf  looks like (see Table 

IV): 
 
 
 
 
 
 
 
 
 
 
 

TABLE IV 

THE AGGREGATE TABLE OF ijf  VALUES 

 
D 

  d1           d2              d3                 d4                 d5                d6        

ω 1 0.6 0.5 0.7 0.1 0.3 0.4 

ω 2 0.4 0.8 0.1 0.5 0.2 0.3 

ω 3 0.1 0.5 0.2 0.4 0.6 0.3 

ω 4 0.4 0.3 0.6 0.1 0.2 0.7 

ω 5 0.5 0.4 0.8 0.3 0.7 0.6 

ω 6 0.6 0.1 0.3 0.4 0.5 0.2 

ω 7 0.3 0.3 0.2 0.4 0.4 0.2 

ω 8 0.5 0.2 0.3 0.6 0.4 0.3 

ω 9 0.2 0.6 0.4 0.5 0.8 0.2 

 

Firstly, using (2) we calculate the table of i
j  conditional 

possibilistic distribution (see Table V): 
 

TABLE V 

THE TABLE OF 
i
j  POSSIBILISTIC DISTRIBUTION 

 
D 

  d1            d2               d3                 d4                d5                d6             

ω 1 0.86  0.71  1.00  0.14  0.43  0.57 

ω 2 0.50  1.00  0.13  0.63  0.25  0.38 

ω 3 0.17  0.83  0.33  0.67  1.00  0.50 

ω 4 0.57  0.43  0.86  0.14  0.29  1.00 

ω 5 0.63  0.50  1.00  0.38  0.88  0.75 

ω 6 1.00  0.17  0.50  0.67  0.83  0.33 

ω 7 0.75    0.75    0.50  1.00  1.00  0.50 

ω 8 0.83  0.33  0.50  1.00  0.67  0.50 

ω 9 0.25  0.75  0.50  0.63  1.00  0.25 

 
By converting it to the table of conditional probabilistic 

distribution i
jp , we receive (see (3) and Table VI):       

 
TABLE VI 

THE TABLE OF CONDITIONAL PROBABILISTIC DISTRIBUTION
i
jp  

 
D 

     d1           d2                   d3                  d4                  d5                  d6            
ω 1  0.236  0.164  0.379  0.024  0.081  0.117 

ω 2  0.119  0.556  0.021  0.181  0.046  0.077 

ω 3  0.028  0.242  0.061  0.158  0.408  0.103 

ω 4  0.136  0.088  0.279  0.024  0.052  0.421 

ω 5  0.119  0.087  0.348  0.063  0.223  0.160 

ω 6  0.408  0.028  0.103  0.158  0.242  0.061 

ω 7  0.146  0.146  0.083  0.271  0.271  0.083 

ω 8  0.228  0.056  0.089  0.394  0.144  0.089 

ω 9  0.042  0.208  0.104  0.146  0.458  0.042 

 
Further, to calculate the tables of positive and negative 

discriminations, we take the values 25.01  , 75.02   

(chosen empirically for the “spectral decomposition” of the 
values ijp  and ijn ) as the coefficients of 2,1, ss . As a 

result, (see (4), (5)) we receive the table of positive and 
negative discriminations (see Table VII): 
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TABLE VII 
THE TABLE OF POSITIVE AND NEGATIVE DISCRIMINATIONS 

 
D 

     d1              d2                    d3                    d4                        d5                    d6           

pi j 

0.603     0.472     0.789     0.205     0.288     0.369    

0.448     0.876      0.207     0.569     0.270     0.350    

0.207     0.610     0.276     0.473     0.806     0.364    

0.457    0.355     0.641     0.206     0.272     0. 811    

0.361     0.279     0.77     0.214     0.591     0.463    

0.806     0.207     0.364     0.473     0.610     0.276    

0.386     0.386     0.221     0.644     0.644     0.221    

0.599     0.213     0.285     0.799     0.454     0.285    

0.211     0.584     0.368     0.462     0.833     0.211    

ni j 

0.218    0.262    0.175    0.469    0.366    0.311    

0.294     0.171     0.462     0.255     0.394     0.339    

0.463     0.221     0.385     0.269     0.174     0.323    

0.287     0.335     0.215     0.464     0.393     0.173    

0.304     0.360     0.175     0.428     0.216     0.258    

0.174     0.463     0.323     0.270    0.221    0.385    

0.274     0.274     0.403     0.184     0.184     0.403    

0.222     0.433    0.351     0.174    0.272    0.351    

0.441     0.236     0.319     0.276     0.173     0.441    

 

We proceed with calculating j  and j  representing the 

weighted average values of positive and negative 
discriminations for the j th applicant (see (6)). The weighted 

vector  
 

 ,125.0,11.0,125.0,125.0,125.0w  

                   123.0,11.0,0775.0,0775.0  
 

is defined by expert commission.  
Taking the coefficient value equal to 95.0  (chosen 

empirically for the “spectral decomposition” of the values 

j ), we determine the possibility distribution on 

 821 ,,, dddD   (see (7) and Table VIII):  
 

TABLE VIII 
THE POSITIVE AND NEGATIVE DISCRIMINATION'S WEIGHTED AVERAGE 

VALUES AND THE POSSIBILITY DISTRIBUTION ON D 
D            j                                       j                                      j 

d1 0.43735 0.30574 0.58143 

d2 0.46102 0.29780 0.59697 

d3 0.44837 0.30794 0.58582 

d4 0.43759 0.31749 0.57586 

d5 0.52554 0.26969 0.64230 

d6 0.37874 0.32766 0.54170 

 
Table VIII shows that ranking of considered projects 

according to possibility distribution j  is the following: 

 

641325 dddddd  . 

V. CONCLUSION 

We developed the methodology of experts information 
processing and synthesis. The methodology is the combination 
of Kaufmann’s expertons method and the possibilistic 

discrimination analysis proposed in the present work. The 
methodology provides experts with the opportunity to 
manifest intellectual activity of a high level. Securing the 
freedom of experts’ subjective evaluations, the methodology, 
however, allows for developing experts’ joint decision on 
granting credits. The latter distinguishes our methodology 
from the others. 

REFERENCES 
[1] R. E. Bellman and L. A. Zadeh, “Decision-Making in a Fuzzy 

Environment”, Management Science, 17(4), 1970, B-141-B-164. 
[2] D. Dubois and H. Prade, Possibility Theory: An Approach to 

Computerized Processing of Uncertainty. New-York: Plenum Press, 
1988. 

[3] A. Kaufmann, “Theory of expertons and fuzzy logic”, Fuzzy Sets and 
Systems, 28(3), 1988, 295-304. 

[4] A. Kaufmann, Expert Appraisements and Counter-Appraisements with 
Experton Processes, Analysis and Management of Uncertainty: Theory 
and Applications, North Holland, Amsterdam, 1992. 

[5] G. J. Klir and M. J. Wierman, Uncertainty-Based Information. Elements 
of Generalized Information Theory. Second edition. Studies in Fuzziness 
and Soft Computing, Physica-Verlag, Heidelberg, 1999. 

[6] I. Khutsishvili, “The Combined Decision Making Technology based on 
the Statistical and Fuzzy Analysis and its Application in Forecast’s 
Modeling”, WSEAS Transactions on Systems, 8(7), 2009, 891-901. 

[7] I. Khutsishvili and G. Sirbiladze, “Decision Support’s Precising 
Technology in the Investment Project Risk Management”, In: 
Proceedings of the 11th WSEAS International Conference on Automatic 
Control, Modelling and Simulation (ACMOS ‘09), Istanbul, Turkey, 
2009, 303-311. 

[8] B. Liu, “Toward fuzzy optimization without mathematical ambiquity”, 
Fuzzy Optimization and Decision Making, 1(1), 2002, 43-63. 

[9] D. Norris, B. W. Pilsworth and J. F. Baldwin, “Medical Diagnosis from 
patient records – A method using fuzzy discrimination and connectivity 
analysis”, Fuzzy Sets and Systems, 23, 1987, 73-87. 

[10] D. Ruan, J. Kacprzyk and M. Fedrizzi, Soft Computing for Risk 
Evaluation and Management: Applications in Technology, Environmenf 
and Finance. Studies in Fuzziness and Soft Computing. Heidelberg, New 
York: Physica-Verlag, 2001. 

[11] G. Sirbiladze, A. Sikharulidze and G. Korakhashvili, “Decision-making 
Aiding Fuzzy Informational Systems in Investments. Part I – 
Discrimination Analysis in Investment Projects”, Proceedings of Iv. 
Javakhishvili Tbilisi State University. Applied Mathematics and 
Computer Sciences, 353 (22-23), 2003, 77-94. 

[12] G. Sirbiladze and T. Gachechiladze, “Restored fuzzy measures in expert 
decision-making ”, Information Sciences, 169 (1/2), 2005, 71-95. 

[13] G. Sirbiladze and A. Sikharulidze, “Weighted Fuzzy Averages in Fuzzy 
Environment, Parts I, II”, International Journal of Uncertainty, 
Fuzziness and Knowledge-Based Systems, 11(2), 2003, 139-157, 159-
172. 

[14] G. Sirbiladze, “Decision Precising Technologies in Decision Making 
Systems”, Plenary Speech. In: N. Mastorakis, M. Demiralp, I. Rudas, C. 
A. Bulucea, L. Rogozea (Eds.), Proc.of the Applied Computing 
Conference 2009, ACC '09, Vouliagmeni, Athens, Greece, 2009, pp. 27-
28. 

[15] G. Sirbiladze, A. Sikharulidze and N. Sirbiladze, “Generalized Weighted 
Fuzzy Expected Values in Uncertainty Environment”, In: L. A. Zadeh, J. 
Kacprzyk, N. Mastorakis, A. Kuri-Morales, P. Borne, L. Kazovsky 
(Eds.), Proc. 9th WSEAS Int. Conf. on Artificial Intelligence, Knowledge 
Engineering and Data Bases, AIKED '10, University of Cambridge, UK, 
2010, pp. 59-65. 

[16] G. Sirbiladze, “Fuzzy dynamic programming problem for extremal 
fuzzy dynamic systems”, In: W. A. Lodwick and J. Kacprzyk (Eds.) 
Fuzzy Optimization: Recent Developments and Applications, Studies in 
Fuzziness and Soft Computing, 254, Heidelberg: Physica-Verlag, 231-
270, 2010. 

[17] G. Sirbiladze, “Fuzzy Identification Problem for Continuous Extremal 
Fuzzy Dynamic System”, Fuzzy Optimization and Decision Making, 9 
(3), 2010, 233-274. 

[18] G. Sirbiladze, I. Khutsisvili and P. Dvalishvili, “Decision Precising 
Fuzzy Technology to Evaluate the Credit Risks of Investment Projects”, 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:8, No:10, 2014 

1324International Scholarly and Scientific Research & Innovation 8(10) 2014 scholar.waset.org/1307-6892/9999527

In
te

rn
at

io
na

l S
ci

en
ce

 I
nd

ex
, C

om
pu

te
r 

an
d 

In
fo

rm
at

io
n 

E
ng

in
ee

ri
ng

 V
ol

:8
, N

o:
10

, 2
01

4 
w

as
et

.o
rg

/P
ub

lic
at

io
n/

99
99

52
7

http://waset.org/publication/Two-Stage-Fuzzy-Methodology-to-Evaluate-the-Credit-Risks-of-Investment-Projects/9999527
http://scholar.waset.org/1307-6892/9999527


 

 

IEEE 10-th International Conference on Intelligent Systems Desigh and 
Applications (ISDA 2010), Cairo, Egypt, 2010, 103-108. 

[19] G.Sirbiladze, I. Khutsishvili and B. Ghvaberidze, “Multistage decision-
making fuzzy methodology for optimal investments based on experts’ 
evaluations”, European Journal of Operational Research, 232(1), 2014, 
169–177. 

[20] D. Wu, Y. Zhang, D. Wu and D. L. Olson, “Fuzzy multi-objective 
programming for supplier selection and risk modeling: A possibility 
approach”, European Journal of Operational Research, 200(3), 2010, 
774-787 

[21] R. R. Yager, “On the Evalution of Uncertain Courses of Action”, Fuzzy 
Optimization and Decision Making, 1(1), 2002, 13-41. 

[22] R. R.Yager, “Aggregation of ordinal information”, Fuzzy Optimization 
and Decision Making, 6(3), 2007, 199-219. 

[23] L. Yu, S. Wang and K. K. Lai, “An intelligent-agent-based fuzzy group 
decision making model for financial multicriteria decision support: The 
case of credit scoring”, European Journal of Operational Research, 
195(3), 2009, 942-959. 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:8, No:10, 2014 

1325International Scholarly and Scientific Research & Innovation 8(10) 2014 scholar.waset.org/1307-6892/9999527

In
te

rn
at

io
na

l S
ci

en
ce

 I
nd

ex
, C

om
pu

te
r 

an
d 

In
fo

rm
at

io
n 

E
ng

in
ee

ri
ng

 V
ol

:8
, N

o:
10

, 2
01

4 
w

as
et

.o
rg

/P
ub

lic
at

io
n/

99
99

52
7

http://waset.org/publication/Two-Stage-Fuzzy-Methodology-to-Evaluate-the-Credit-Risks-of-Investment-Projects/9999527
http://scholar.waset.org/1307-6892/9999527

