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Abstract—This paper presents a novel framework for the thorough
analysis of fake news and disinformation campaigns, which have the
potential to result in both offline and online criminal activities. With
a primary focus on the analysing the spread of disinformation across
social media and online platforms, it aims to uncover the underlying dy-
namics and mechanisms driving the dissemination of false information.
The developed framework integrates state-of-the-art natural language
processing (NLP) techniques, for sentiment analysis, deep learning
(DL) algorithms, for the prediction of criminal activities related to the
disinformation spread, and graph analysis, in identifying the key actors
and propagation pathways. To address the emerging challenges of
disinformation, that transcend the online realm and have tangible real-
world consequences, this framework extends its analysis to potential
offline actions incited by disinformation, such as acts of violence and
public unrest or the disruption of public health efforts, especially in
case of pandemics. By exploring the complex interconnections between
disinformation and crime, our research aims to contribute to a deeper
understanding of the societal implications of false information and pro-
vide actionable insights for policymakers, security practitioners and the
broader public.

Index Terms—Big Data Analytics, Artificial Intelligence, Fake News and
Disinformation Analysis, Online and Offline Crimes

1 INTRODUCTION

The advent of social media has ushered in a profound
transformation in the landscape of human communication
and information sharing. The digital revolution has not only
exponentially increased the volume of generated data but
has also given rise to a burgeoning challenge in the realm
of disinformation and fake news (D&FN), with implications
extending towards criminal activities [1]. Within this con-
text, the domain of data analysis assumes a pivotal role, as
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researchers grapple with the intricate facets of D&FN among
the vast expanse of social media data. D&FN, characterized
by its deceptive and often false information, poses an inher-
ent threat capable of inflicting considerable harm [2]. This
perilous propagation has the capacity to exert a formidable
influence over public opinion, engendering a state of con-
fusion and eroding trust in established sources of informa-
tion [3]. The dynamic interplay of D&FN with the analysis
of big social media data is pivotal in comprehending its far-
reaching consequences. The virulent influence wielded by
D&FN, on public opinion, is conspicuously observable [4].
False information disseminates with unprecedented velocity
within the confines of social media platforms, primarily due
to the prevalent tendency of individuals to uncritically em-
brace online content, often eschewing the rigorous scrutiny
of its veracity.

In light of the escalating magnitude of the D&FN
predicament and its palpable repercussions on public opin-
ion, the European Union (EU) has adopted a comprehen-
sive approach to mitigate its dissemination. Within said
approach, the EU initiated the FERMI project with the
primary objective to develop a holistic framework compris-
ing interconnected analytical tools that analyse fake news
and various disinformation campaigns that may lead to
offline and online crimes. Furthermore, the project aspires
to delineate and recommend contextually relevant security
countermeasures tailored to distinct geographic locations
and segments of society, thereby mitigating the pernicious
influence of D&FN. In summary, the symbiotic relationship
between the burgeoning realm of big data analytics and the
vexing conundrum of D&FN on social media is undeniably
intricate. The multifaceted dimensions of this issue neces-
sitate innovative approaches, such as the FERMI project, to
not only elucidate the mechanics of D&FN dissemination
but also to fortify our societal resilience against its deleteri-
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ous effects.

2 RELATED WORK

The fight against disinformation campaigns and fake news
through big data analytics has witnessed significant growth
and innovation in recent years. Researchers and security
practitioners have explored various approaches to identify
sources of disinformation and understand, detect and com-
bat the spread of false information in the digital age [5].
Existing literature reveals a multifaceted landscape, charac-
terized by diverse methodologies and strategies [6]. Many
studies have focused on the development of machine learn-
ing (ML) models that analyze textual and multimedia
content to identify disinformation patterns and malicious
actors [7]. Others have investigated network-based ap-
proaches, such as graph analysis, community detection [8],
to unveil the intricate web of disinformation propagation,
and game theoretic approaches, to model the effect of disin-
formation propagation on opinion dynamics [9]. Addition-
ally, efforts have been made to incorporate user behavior
and credibility assessment [10] into the analysis, recognizing
the pivotal role of human interactions in disinformation
dynamics [11]. Collaborative initiatives between academia,
industry, and government agencies have led to the creation
of large-scale datasets [12] and platforms [13] for disinfor-
mation research, fostering a rich ecosystem of tools and
resources. Nevertheless, challenges persist, including the
adaptability of disinformation tactics, the need for real-time
detection and the ethical implications of data collection as
well as surveillance [14], [15]. In this paper, we provide
an in-depth review and synthesis of the current state of
research in the fight against disinformation, through big
data analytics, highlighting both the advancements and
ongoing challenges in this critical field.

3 THE OVERALL ARCHITECTURE

In the pursuit of enhancing ML methodologies for the
prediction of offline and online criminal activities associated
with D&FN, FERMI has conceived and executed a novel
swarm learning framework. This framework has been tai-
lored to cater to the specific requisites of law enforcement
agencies (LEAs). Notably, FERMI’s framework employs a
fully decentralized paradigm, as illustrated in Figure 1,
which ensures adherence to extant data protection regula-
tions and minimizes the attack surface. At the same time,
it facilitates the dynamic and agile collaboration between
multiple LEAs throughout Europe, since the role of a cen-
tral entity will not be needed. The framework employs a
permissioned blockchain network for the inclusion of nodes
or agents participating in the framework and for the secure
dissemination of insights. It is imperative to note that this
framework accommodates popular DL frameworks such as
TensorFlow, PyTorch, and Caffe, in addition to state-of-the-
art NLP libraries like Hugging Face. This level of integration
enables the processing of textual content from websites and
social media channels. The ensuing sections provide a com-
prehensive examination of the three principal components
of the overarching platform, along with a discussion of key
challenges and results.

The platform’s input is derived from posts on social
media platforms (in our case Twitter) that have already been
flagged as disinformation by independent fact-checking en-
tities. Given said social media post, the platform, through
crawling mechanisms, creates a graphical representation of
the nodes linked to it, where each node is an additional
tweet. This resultant graph, encompassing retweets and
quotations of the original post, serves as the fundamental
input to be further analysed by the proceeding technological
components.

In order to retrieve the most influential nodes inside
the graph the PageRank algorithm was selected [17]. The
algorithm measures the importance of each node within
the graph based on the number of incoming relationships
and their importance, which may be taken into account
during the analysis depending on the actual examination
process. In case further tuning is deemed necessary, the
overall decision can incorporate different weights for the
relationships. The proposed PageRank algorithm can be
mathematically articulated as follows:

PR(α) =
(1− d)

N
+ d

∑
x∈N (α)

PR(x)

C(x)
(1)

where N is the number of nodes, N (x) denotes the set
of neighbouring nodes with links to node α, C(x) is the
number of outgoing links in node α, and d is the damping
factor. The contribution of PR(x) from a neighboring page x
is divided by C(x) assuming each link has an equal chance
to be selected. The damping factor d can be set to any value
between 0 (inclusive) and 1 (exclusive) but is usually set to
0.85. This equation is used to iteratively update a candidate
solution repeating some calculations until convergence. It is
noteworthy that the user originating the initial post attains
the highest PageRank score, with subsequent nodes receiv-
ing progressively lower scores. In summary, the PageRank
algorithm demonstrates a remarkable efficacy in identifying
nodes with the highest influence over the graph and serves
as an initial mechanism for identifying the most influential
graph nodes within the network.

4 SENTIMENT ANALYSIS

4.1 Overview of the Technology

FERMI’s Sentiment Analysis Tool emerges as a valuable
asset in addressing the prevailing issue of fight against
D&FN. Rooted in NLP and ML, the tool is designed to
assess the emotional disposition of a social media post’s
author, with respect to crucial antecedents. Through doing
so, the Sentiment Analysis Tool provides significant aid in
facilitating the identification of potential linkages between
online and offline criminal behaviours. This application as-
sumes particular importance in the context of combating the
proliferation of D&FN, given the common use of deceptive
information in eliciting emotional responses from readers.
By scrutinizing sentiment patterns embedded in social me-
dia content, linguistic nuances employed by individuals
involved in the dissemination of D&FN can be revealed.
Consequently, this analytical methodology constitutes a sig-
nificant stride in the endeavour to combat criminal activities
and counter-terrorism, while simultaneously addressing the
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Fig. 1. The FERMI conceptual architecture with its core components (a) the sentiment analysis module, the crime predictor and the disinformation
spread and impact analyser. The platform receives as input a fake news item identified by an independent authority such as fact checkers and
proceeds with its analysis.

impact D&FN has on public sentiment and discourse. The
tool harnesses the power of the cutting-edge bidirectional
encoder representations from Transformers (BERT) lan-
guage model [16] to delve into the vast realm of social media
data (e.g., twitter posts data graph with highly influential
nodes spreading disinformation). However, its capabilities
could extend beyond just Twitter, encompassing a wide
array of big data text sources such as online comments, chat
logs, and witness statements, just to name a few. Through a
seamless two-phase process, namely the training phase and
the inference phase, the tool unveils the sentiments embedded
within these textual treasures.

4.2 Training Phase and Relevant Datasets

As will be elaborated with the steps taken during the
training phase of the fine-tuned model, the complex nature
of social media data, particularly those related to D&FN, the
proposed model evidently needed different aspects to accu-
rately predict content’s sentiment polarity. For the purposes
of model training and benchmarking, the TweetEval dataset
was selected as the corpus of choice. This dataset encom-
passes textual content extracted from tweets, categorized
into three distinct sentiment classes: 0 denoting negative
sentiment, 1 representing neutral sentiment and 2 indicating
positive sentiment. The dataset is meticulously partitioned
into three subsets: a training set comprising 45,615 data
points, a validation set consisting of 2,000 data points and a
testing set encompassing 12,284 data points. It is noteworthy

that this dataset exhibits a high level of completeness, as
there are no missing values present and the incidence of
duplicate data points is exceptionally low, a mere 0.06%. A
discernible class imbalance is observed within the dataset,
with the neutral class demonstrating over-representation,
while the negative class displays an underrepresented pro-
portion. Within the scope of the conducted ML experiments,
the issue of class imbalance in the training dataset was duly
recognized and addressed. The primary objective was to
evaluate the potential enhancement of the model’s perfor-
mance through the implementation of various strategies.
Three distinct approaches have been systematically inves-
tigated and are listed below:

• Oversampling the Underrepresented Classes: This
technique involves the generation of duplicate in-
stances within the underrepresented classes to rectify
the imbalance.

• Weighted Loss During Training: During the model’s
training process, weighted loss functions were em-
ployed. These functions assigned increased signifi-
cance to the underrepresented classes, thereby miti-
gating the impact of class imbalance.

• Supplementing with Additional Data: To effectively
tackle the class imbalance issue, supplementary data
from the underrepresented classes was introduced.
This supplementary data is sourced from an external
dataset, specifically, the t4sa dataset.

In selecting the appropriate model for each step of the
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training phase, the following two fundamental methodolo-
gies were examined, namely (i) feature extraction, which
leverages a pre-trained model as a feature extraction mecha-
nism and (ii) fine-tuning , where architectural modifications
to the model have been undertaken by appending addi-
tional layers to the pre-trained model’s structure. The initial
step involved the identification of approaches and architec-
tural configurations including the base models’ selection,
encoding, fine-tuning and feature extraction deemed worthy
of examination. Within the context of this experiment, two
distinct strategies have been chosen to evaluate. The first
architectural configuration involved the utilization of a pre-
trained base model, either RoBERTa or BERT, augmented
by a straightforward classifier positioned atop it. This top
classifier underwent fine-tuning while leaving the layers
of the pre-trained base model trainable. In contrast, the
second selected model employed a pre-trained model as a
feature extractor, with a long short-term memory (LSTM)
classifier applied on top of it. In this latter architecture, token
embeddings were fed into the LSTM classifier. The experi-
mental procedure encompassed a comprehensive evaluation
of both methods, followed by a comparative analysis to
discern the optimal choice for the Sentiment Analysis Tool.

The base models’ selection: The chosen models, con-
sidered state-of-the-art in text classification, for evaluation
in the experiments include BERT, RoBERTa, DistilBERT, and
ALBERT . In the conducted experiments, the emphasis was
primarily placed on architectural configurations, specifically
RoBERTa and BERT, which were identified as being pre-
trained on sentiment analysis tasks. For the fine-tuning
methodology, the chosen approach involved utilizing a pre-
trained RoBERTa model initially pre-trained on the SST3
dataset and subsequently fine-tuned with the TweetEval
dataset. In the case of the feature-extraction approach, an
array of models was assessed, including RoBERTa pre-
trained on SST3, RoBERTa base, and RoBERTa pre-trained
on TweetEval, among others.

The fine-tuning method: In the fine-tuning mode, all
layers of the pre-trained base model are made trainable,
permitting them to engage in the learning process through-
out training. Notably, the upper layers tend to specialize in
the specific task being addressed. However, as the training
advances, the model gradually tends to forget previously
acquired knowledge. In the course of the experiments, the
alternative of freezing specific layers was also explored. The
optimization of hyperparameters was conducted using the
training split of the TweetEval dataset, in conjunction with
the validation split of TweetEval. Hyperparameter tuning
was specifically tailored to optimize the average recall met-
ric. The hyperparameters selected for tuning encompassed
the Learning Rate, Weight Decay, Per Device Train Batch
Size, Per Device Eval Batch Size, Num Train Epochs, and
the choice of Optimizer, which is the algorithm employed to
update the model’s weights during the training process.

In addition to the aforementioned procedures, the num-
ber of trainable layers was also fine-tuned. Following the
selection of optimal hyperparameters, an exhaustive search
was conducted to identify the most suitable seed for data
sampling and model initialization.

4.3 Results and Challenges

In the experimental setup, two distinct methodologies were
implemented to address the challenges intrinsic to 3-class
sentiment analysis. Firstly, the fine-tuning approach was
adopted, involving the fine-tuning of a pre-trained RoBERTa
model on SST3, using the TweetEval benchmark dataset for
training. Simultaneously, an architecture was constructed
following the feature extraction approach, wherein various
pre-trained models acted as feature extractors, subsequently
training an LSTM classifier using the TweetEval dataset.
Both approaches underwent meticulous hyperparameter
tuning and evaluation metric assessment on the test dataset.
The results from the experiments indicated that the fine-
tuning approach yielded the most promising outcomes,
showcasing the highest average recall metric. In the bench-
mark rankings, the trained model secured the third position,
with an average recall metric of 72.2% on the TweetEval test
set. Subsequently, different pre-processing pipelines with
this model were explored to investigate whether extensive
data cleaning would result in performance improvements.
Surprisingly, the outcomes indicated that actions such as
the removal of stop words, punctuation marks, and lemma-
tization led to only marginal decreases in evaluation met-
rics. Additionally, the class imbalance issue was addressed
within our dataset, through three distinct strategies ap-
plied to the training dataset. These strategies encompassed
oversampling within the same dataset, the application of
weighted loss techniques to assign higher weights to un-
derrepresented classes, and oversampling utilizing an exter-
nal t4sa dataset with categorized tweets spanning positive,
negative, and neutral sentiments. Remarkably, the results
highlighted that the most significant enhancement in eval-
uation metrics was achieved through the second approach,
which involved the utilization of weighted loss techniques.
This model exhibited an average recall metric of 72.4%
when assessed on the TweetEval test dataset. Consequently,
elevating our model to the second position in the benchmark
rankings.

Twitter poses a unique set of challenges for NLP, primar-
ily attributable to several distinctive characteristics inherent
to the platform. A key challenge stems from the brevity of
tweets, necessitating the use of concise and novel language
specific to Twitter. This succinct mode of communication
often incorporates slang and acronyms as well as being
further constrained by the platform’s character limit. Con-
sequently, Twitter users develop a rapidly evolving and
unique vocabulary presenting a formidable challenge for
analysis. Moreover, selecting a three-class sentiment anal-
ysis approach, instead of a two-class one, introduces sev-
eral technical challenges, including heightened complexity,
data imbalance issues, semantic ambiguity, labeling com-
plexities and the necessity of selecting suitable evaluation
metrics. Lastly, Twitter operates as a continuous stream of
dynamically generated tweets, introducing a temporal di-
mension. This temporal aspect necessitates the deployment
of methodologies capable of handling real-time data influx.
In summation, these factors collectively underscore the in-
tricacies associated with the analysis and interpretation of
content on the Twitter platform.
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Fig. 2. The graphical representation of the nodes created from tweets
crawled from the Twitter API. The graph contains all the retweets and
quotes of a specific post that was provided for further analysis.

5 CRIME PREDICTOR

5.1 Introduction to the Technology

Contemporary research has turned to social media –and
online content in general– as a new means of predicting
offline events, from election results to stock market fluctu-
ations [18], [19]. Employing online content to understand
and predict crime is certainly an emerging trend [20]–[23],
one which we advance through the construction of a DL
algorithm trained on the intensity of D&FN, at a macro-
level, and past crime occurrences, at the incident-level.
This crime prediction mechanism, utilizing big data, NLP
and DL, generates informed, accurate predictions of crimes,
occurring offline, following the spread of D&FN online.

Our DL algorithm can be applied to forecast the im-
pact of multiple disinformation topics on offline crimes.
In this paper, for demonstration purposes, we will focus
on COVID-19 D&FN as it exhibits well the algorithms’s
overall capabilities. The United States (US) were chosen as
the geopolitical area to train the model due to the pertinent
role of D&FN in the American political landscape, with
one-third of Americans regularly encountering false content
online and two-thirds believing said content cause signif-
icant levels of public confusion [24]. Moreover, the US is
characterized by the high availability of both incident level
crime data and D&FN datasets.

Capable of making forecasts for multiple types of crime,
our DL algorithm employs multiple architectures - and
ensembles of them - identifying which worked best for each
type of crime. The best performing architecture for each
type of crime is then selected for each crime’s prediction. In
other words, depending on the crime type the prediction is
requested for, the DL algorithm will utilize the architecture
(or ensemble of architectures) identified as being most ac-
curate during the training phase. The results for two crime
types (assault and vandalism) will be presented, with the
latter predicted using transformers and the former using an
ensemble of 1-dimensional convolutional neural networks
(CNN) and Transformers.

5.2 Data & Pre-processing

5.2.1 Crime Data
Crime data referring to 11 types of crimes were collected
from 31 American cities (see Fig. 3). The inclusion criteria for
cities required that their local institutions publicly publish
crime data at the incident level, including the date and type
of each crime occurrence. The dataset had to span the entire
period from 2020 to 2022, with additional data collected for
2023, if available, to provide further unseen observations for
model testing. The choice of the 2020–2022 time-frame was
deliberate, aiming to encompass the impact of COVID-19
and associated D&FN campaigns.

Fig. 3. Crime types by cities (data for Montgomery refers to the Maryland
county, whereas data for the other 30 cities refer to the municipality.)

The data underwent standardization to align crime types
with the Federal Bureau of Investigation’s universal crime
reporting system’s categories. However, due to data privacy
policies in some municipalities, not all models had access
to crime instances from all 31 American cities, resulting in
varying sample sizes for each set of models as seen in Fig-
ure 3. Furthermore, the study focused on 11 specific crime
types deemed theoretically relevant to online disinformation
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spread, excluding less obviously connected crime types like
gambling offenses.

In total, 3,123,893 crime incidents were included, a col-
lection that captures the vast majority of crime in the sample
cities during the years of interest. Just as well, it represents
a shift away from small samples when testing predictive
models, toward a big data approach that provides artificial
intelligence-driven models with nearly all relevant observa-
tions as it can be readily seen in Figure 4.

Fig. 4. Crime Count by City.

5.2.2 Disinformation Intensity
D&FN intensity was collected to train the device. NELA-GT
datasets were chosen due to their comprehensive coverage

of the years of interest and their use throughout state-of-the-
art literature on disinformation [25]–[30]. In total, the NELA-
GT datasets, for the years 2020, 2021 and 2022, comprised
nearly 5.4 million news articles with date of publication and
a label for their reliability [31]–[34]. From these datasets,
daily measures of intensity for COVID-19 disinformation
were extracted and transformed into a time-series through
keyword matching the plain text of the articles with NELA-
GT provided COVID-19 keywords.

5.2.3 Other Predictors
Socio-economic controls, as well as spatial mobility data,
were used to ensure the models understood the commonly
agreed upon contextual factors that influence changes in
crime occurrence [35]–[38]. The city’s population, GDP per
capita, gender demographics, age structure, unemployment
rate, educational attainment level, law enforcement em-
ployment per capita, and daily spatial mobility data were
collected from the US Census Bureau, Department of Labor,
and Google’s mobility reports.

5.2.4 Data Structure
Various pre-processing steps were undertaken before feed-
ing the data into the DL models. To provide a more exten-
sive view of long-term trends and minimize the impact of
daily fluctuations, the collected daily data was aggregated
into weekly observations. Additionally, all continuous vari-
ables underwent a logarithmic transformation (log(x + 1)),
and ratio variables were standardized to fall within a range
of 0 to 1.

Our crime-specific models were developed using a win-
dowing technique, which involved dividing the data into
12-week intervals. This approach captures seasonal varia-
tions and monthly effects while emphasizing recent devel-
opments, typically within the three months leading up to
the point from which we aim to predict future crimes. Each
model’s input matrix comprises a 12-week data sequence
containing information on crime category, disinformation
intensity, mobility, macroeconomic controls and city-specific
details.

To capture seasonality within each input window, season
and month-based dummy variables were introduced. For
the model to capture diverse crime data scales, all windows
were scaled to a consistent range. The windows were split
into training and testing sets, with an 80% allocation for
training data and a 20% allocation for testing data. Thus, the
output of each model consists of 12 values, each represent-
ing the forecasted incidences of the specific crime category
for the subsequent 12 weeks. This comprehensive approach
ensures a more robust analysis of crime trends, while ac-
counting for seasonal variations and monthly influences.

5.3 Deep-Learning Architecture
5.3.1 Convolutional Neural Networks
CNNs are effective for time-series data prediction [39],
[40]. They comprise two key components: the CNN, which
extracts and filters relevant features and the fully connected
layer, which uses these features for predictions. Rectified
linear unit activation functions introduce non-linearity in
convolutional layers, and four dense layers in the fully
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connected part further refine features and reduce dimen-
sionality [41].

Our CNN design features three convolutional blocks
with varying numbers of filters: 500 in the first set, 250 in
the second, and 128 in the third. These filters enhance the
network’s pattern recognition capacity. We employ rectified
linear unit activation in each convolutional layer and train
the model to minimize mean squared error loss. During
training, the model continually changed its learning rate.

5.3.2 Transformers
Another, more novel, DL model for time-series forecasting,
transformers, can be best characterized by the addition of
self-attention mechanisms, often found in NLP [42], [43].
Through self-attention mechanisms, the model focuses on
different parts of the input sequence when making pre-
dictions. For a sequence of N elements, in our case 12,
denoted X = [x1, x2, . . . , x12]. These mechanisms then
compute a new sequence, often referred to as the contextual
or weighted sequence, denoted as Z = [z1, z2, . . . , z12].
For each variable it is provided, three sets of vectors are
computed: (1) query vectors, (2) key vectors, and (3) value
vectors. The first represents a given variable’s importance,
what the model needs to pay attention to, the second, how
much other variables will affect the given one, and the third,
represents the content of said variable [44]. These vectors are
computed as linear transformations of the input sequence
X using the learned weight matrices. For a specific variable,
xi, the query, key, and value vectors can be computed as
follows:

Query Vector: qi = Wq · xi (2)

Key Vector: ki = Wk · xi (3)

Value Vector: vi = Wv · xi (4)

where Wq , Wk, and Wv are the learned weight matrices for
a given variable in the self-attention mechanism. The self-
attention mechanism computes attention weights for each
pair of variables in the input sequence, which are computed
through a similarity function, often the dot or scaled dot
product:

Attention(qi, kj) =
qi · kj√

dk
(5)

where qi and kj are the query and key vectors of variables
xi and xj respectively, and dk is the dimension of the key
vectors.

After calculating the attention weights, the mechanism
generates the weighted sum of the value vectors to obtain
an output for each element. This weighted sum incorporates
information from all the variables in the input sequence,
where the importance of each is determined by the atten-
tion weights. Thus, the self-attention mechanism allows the
model to focus on different parts of the input sequence when
making a prediction, making it a powerful tool for capturing
long-range dependencies and context in sequences relevant
to accurate forecasting.

The output for a specific variable, denoted as zi, is
computed as:

zi =
N∑
j=1

Attention(qi, kj) · vj (6)

where qi and kj represent the query and key vectors of
variables xi and xj , respectively, and vj represents the value
vector for variable xj .

Our architecture combines convolutional layers for fea-
ture extraction with transformer layers, for capturing tem-
poral dependencies in time series data. Transformer layers
are stacked to enhance feature representation. Dropout and
layer normalization improve model robustness, followed
by dense layers leading to the output layer. The model is
trained to minimize mean squared error loss and use mean
absolute error for evaluation. This design exhibits the use
of transformers in time-series forecasting, as they enable
precise predictions through appreciating nuanced temporal
patterns.

5.3.3 Ensemble
To leverage the strengths of both the CNN and transformers’
architecture, an ensemble method was applied. An ensem-
ble takes advantage of the strengths and capacity possessed
by each independent architecture [45], [46], using either a
voting between or averaging of outputs to produce a final
output. For our device, averaging was chosen as the ideal
ensemble method. The average function takes the element-
wise average of the predictions produced by the models.
The ensemble model is then trained to minimize the mean
squared error loss, and mean absolute error is used for
evaluation, as is the case for the transformers model.

Ensemble Pred. =
CNN Pred. + Transformers Pred.

2
(7)

5.4 Results

After being trained on the complete time-series data, the
model underwent testing using a randomly selected 24-
week window. This window was divided into two distinct
periods: the first 12 weeks served as the ”seen” data, while
the subsequent 12 weeks were labeled as the ”unseen” data.
The ”seen” data was subsequently input into the deep-
learning model that had exhibited the best performance for
the specific crime type under consideration. As a result,
this model generated 12 predictions, each corresponding to
one of the ”unseen” weeks. In this section, we present the
results for assault and vandalism, crimes with plausible con-
nections to the dissemination of disinformation online [47].
Figure 5 showcases an example of the 12 ”unseen” weeks,
illustrating both the actual values for assault (above) and
vandalism (below), as well as the corresponding predicted
values.

Fig. 5. Twelve-weeks forecasts for assault and vandalism.
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The most suitable model for assault incorporated an
ensemble of transformers and CNN, which yielded a mean
absolute error (MAE) of 21.9. In contrast, the optimal model
for vandalism exclusively relied on the transformers’ ar-
chitecture, resulting in a MAE of 20.9. In order to gauge
the efficacy of our model, we introduced an autoregressive
integrated moving average (ARIMA) ML model to produce
predictions for the same time frame, utilizing historical
crime data. Interestingly, the ARIMA model demonstrated
higher MAEs not only for assault and vandalism but also
across all 11 crime types (Figure 6).

Fig. 6. Mean absolute error across crime types,

6 CONCLUSIONS

In this paper, a comprehensive framework has been in-
troduced, aimed at combating the issue of disinformation
spread, particularly as it relates to offline and online crim-
inal activities, leveraging the capabilities of big data ana-
lytics. The focus is squarely on understanding the intricate

dynamics of disinformation propagation and its potential
real-world consequences. The analysis conducted in this
study sheds light on the complex nature of disinforma-
tion campaigns, highlighting the critical role that interdisci-
plinary approaches play in comprehending and mitigating
this problem. Through the integration of advanced ML
techniques and network analysis our framework stands as a
potent resource for LEAs in their quest to identify disinfor-
mation patterns and anticipate criminal activities stemming
from D&FN. However, it is manifest that the battle against
D&FN remains a dynamic and continuously evolving chal-
lenge. Subsequent research endeavors must be undertaken
to refine and adapt these methodologies in order to stay
ahead of the ever-evolving strategies employed by disinfor-
mation campaigns. Moreover, it is imperative to underscore
the significance of ethical considerations surrounding data
privacy and algorithmic bias must remain at the forefront
of technological developments in this domain, along with
the emerging issue of limited access to data from major
social media platforms necessitates further exploration and
resolution in order to maintain the efficacy of disinformation
mitigation strategies.
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