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Abstract—Many problems in computer vision and image Processor

processing present potential for parallel impleragons through one
of the three major paradigms of geometric paraife]i algorithmic
parallelism and processor farming. Static procesbteduling
techniques are used successfully to exploit gederetid algorithmic
parallelism, while dynamic process scheduling istdoesuited to
dealing with the independent processes inherenthi process
farming paradigm. This paper considers the apjlinatf parallel or
multi-computers to a class of problems exhibitingat&l data
characteristic of the geometric paradigm. Howevby, using
processor farming paradigm, a dynamic schedulirdhrigue is
developed to suit the MIMD structure of the mubiiRgputers. A
hybrid scheme of scheduling is also developed amdpared with
the other schemes. The specific problem chosethéomvestigation
is the Hough transform for line detection.
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transforms, parallel computer,

|. INTRODUCTION

parallel

scheduling determines which processes are
assigned to specific processors. There are marferetit
techniques of processor scheduling that can be ueed
optimize performance in parallel computer systehjs [

Processors operating in such an environment wijleneral
perform two functions; computations and communaai A
suitable balance between these functions is redjuoeensure
efficient use of the processing resources. Whertithe taken
to perform the computation of a given sub-problsress than
the time associated with the communications ofdata and
results, then the communication bandwidth is likelyimit the
performance. An appropriate scheduling technique leep
the processors as busy as possible and help aohpdveum
performance.

The problem chosen for the investigation relatesth®
scheduling techniques for the parallel implemeatatdf the
Hough transform [2], [3].

The detection of straight lines in digital images &

APPUCAT'ONS are decomposed into processes to &xpl@kcurring problem in computer vision and image pssing.

the parallelism inherent in an application. Thee many
ways to exhibit this parallelism, but the most coonilg used
parallel paradigms in scientific applications agEometric
parallelism, algorithmic parallelism and processarming.
Processor scheduling determines which and whenepses
are assigned to specific processors. There areereiift

The Hough transform is an efficient method of deeclines
and curves. It is used to extract global featuremfshapes.
The technique is robust in the presence of noisissing
points, and occlusions. Due to its computationahgiexity
the Hough transform is not easily implemented fealtime
applications. However, by using parallel paradignesr real-

techniques of processor scheduling that can be used time implementation of Hough transforms can be e on

optimize performance in parallel computer systei@atic
process scheduling techniques are used successfudlyploit
geometric and algorithmic parallelism, while dynamrocess
scheduling is better suited to dealing with theejmenhdent
processes inherent in the process farming paradigm.

The work presented in this paper,

a network of multi-computers [4]-[7]. The Hough risform
exhibits a regular structure of computation and nimy
considered best suited to static scheduling. Howéneusing
dynamic and a hybridstatistic) scheduling technique, the
MIMD structure of NPLA is effectively exploited. A

investigates th&ymparison of the investigated scheduling techrigsegiven

performance of scheduling techniques for the palrallin terms of total processing times, speedup aridieficy.

implementation of grid-type applications on a MINMEachine.
The specific problem chosen for the investigat®the Hough
transform for line detection. Several algorithme developed

for this application and are executed on a Netwbrke
Processor Linear ArrafNPLA) consisting of 10 processors.

Experiments are performed and compared in termtotal
processing times, speedup and efficiency using
number of processors.
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Il. A BRIEFREVIEW

Since their invention in the 1940's, computers dase the
John von Neumann architecture have been built arame
basic plan; a single processor, connected to desstgre of
memory, executing one instruction at a time. Thecpssor

ivary fetches instructions from a program stored in tkeenory, then

fetches operands for those instructions from timeesaemory,
performs a calculation, and writes the results baxkhe
memory.

The von Neumann architecture was popular for sévera
reasons. It was conceptually simple, von Neumanohmas
were simpler to build and machines were economida. idea
of parallelism was originated at the same time lpn v
Neumann to use many processors to solve a singtdgon.
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The idea was to build a cellular automata machinehich requires responses to be generated instantly. ®atera
a very large number of simple calculators work $iemeously system which is totally general and yet providesximam
on small parts of a large problem. However, it déd become efficiency poses great problems.
reality because of the hardware and software chjpedbiof
that time. Ill.  CLASSIFICATION OF COMPUTERS
Things began to change in 1960's when the vacub@stu  computer systems can be classified into a number of
were switched to solid state components. Insteassioig one  co|lective groups determined by the type of proiceswhich

computer, which is a state of art machine of tiaé toperating  efficiency.

at a clock speed of 100 nanoseconds. All computer systems, sequential and parallel cadibided
In the early 1970's, the first vector computeremhlCray 1 according to the following schemes:

were based on the idea of replication. This vecmmnputer  Handler's Classification: determined by the degree of
was based on overlapping of operations. In veaanputers, parallelismandpipeliningat various subsystem levels.

vectors of numbers are being added together, ssivees from jts constituent parts (six machines).
additions are overlapped to increase the overailighput. Skillicorn's Taxonomybased on the functional structure of

Development in the field of parallel processing wared  the architecture and the data flow between its eorept parts.
for all these years. Then, in the late 1970's, fbirgs made  Flynn's  Classification: based on the multiplicity of

the parallel processing possible. The first wasdieelopment  jnstryction streamsand data streamsn a computer system.
of the VLSI(Very Large Scale Integratiog¢chnology, which pmost of the serial and parallel computers are diags
allowed hundreds of thousands of transistors tintegrated according to Flynn's taxonomy. Therefore, it iscdissed in
on a single integrated circuit. The second was fR t getajl. Four schemes of Flynn's classification are:
development of better concurrent programming meshdthe ) ) ) _
third was the actual construction of parallel cotepst  A-SISD (single instruction stream/ single data strga
Example is the C.mmp (computer with multiple mini- This is the conventional serial John von Neumarmmpmger
processors) from Carnegie-Mellon University. Lastthe as shown in Fig. 1 (a). Most serial computers ifad this
continued development in the field of high speedtwme category. Although instruction execution may beepired,
computers. computers in this category can decode only a simgkeuction
By the early 1980s, parallel computers were beinig unit time. A SISD computer may have multiple dtional
manufactured commercially. The main advantage iasost. units, but are under the direction of a single cantnit.
'V'O.St of .the parallel computers at that time wereaier th"’,‘n B.SIMD (single instruction stream / multiple dataestms)
their serial counterparts. The speed of the pdmdieputers is

limited by the speed of light, therefore, the wéyperforming . Thlese ?omputerg 'EVOIVe _rnulUpIg gig(“:;ssors
a computation more quickly is to move more bits ofmultaneously executing the same mstrucnon_ __nt
data. These are the systems with multiple arittodetic

processors or units and a control processor asrsirowig. 1
(b). Each arithmetic-logic unit processes a dateast of its
own, as directed by the single control unit. SIMRahines are
also called array processors.

information at once, which is parallelism. Thesenpaters
contain several processors together in order teesalsingle
problem. The questions remaining are how many [ssms
should be used, how big they should be, and howldhbey
be organized.

Multiple processor systems have a number of patenti C.MISD (multiple instruction streams / single dateesim)
disadvantages, probably the most important beiag/dny real
problem of being able to use the processing poWieiently.
For example, if a problem is solved by a process@mome
particular time, then it is very difficult for threame problem to
be solved in exactly half the time when two prooessare ~ D-MIMD (multiple instruction streams / multiple data
used. This involves a number a factors; the abilisy Streams)
decompose a problem into an optimum number and afize This consists of processing elements linked by an
modules, to define these modules in such a way thiaterconnection network or by accessing data inresha
communications between processors may be carrieavitu memory units. Each processing elements stores xeclies
the absolute minimum of waiting time, and with animmal independent instruction streams, using local datah@wn in
delay, across the communication network. Fig. 1 (c). MIMD computers support parallel solmsothat

Present day real time problems tend to involve dargequire processors to operate in a largely automsmaanner.
amounts of data received at varying times and ratesyet Thus MIMD architectures are asynchronous computers,

characterized by decentralized hardware control. [8]

These computers involve multiple processors apglyin
different instructions to a single data stream. réh&s no
realization of this kind of architecture.
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PM: program memory
IS: instruction stream
CU: controf unit

PU: processor unit
MM: memory module
DS: data stream

IS
DS DS
PU |= > MM
Fig. 1 (a) SISD computer
1S
/
PU.1 PU.2 e ¢ 00 PU.n
DS.1 DSs.2 DS.n
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Fig. 1 (b) SIMD computer
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Fig. 1 (c) MIMD computer

With the aid of Flynn's classification, a struciuiaxonomy
of both serial and parallel computers is formulafElde basic
division is made according to the instruction simea The
single instruction computers consist of SISD and3I
machines. The SISD computers include single-unitakse
multiple-unit scalars, and pipelined computers. THdMD
computers include processor arrays and associatd@essors.

In the multiple instruction stream, the MIMD ar&gtures
are divided into subgroups of multiprocessors andltim

International Scholarly and Scientific Research & Innovation 6(1) 2012

computers. The multiprocessors are classified mmgeof
loosely coupledwhich is sharing the local memory of the
processors, aniightly coupled which is that all the processors
share a global memory through a central switchieghmanism.
The switching mechanism determines the processor
organization and can be a common bus, a crosshhsoy a
multistage switched network.

Multi-computers are characterized by distributedmogy.
Every CPU(Central Processing Unithas its own memory,
and all communications (point-to-point) and synclization
between processors are via message passing. Th&s GRU
inter-connected to form a processor organizatieferred to as
“topology'.

Dedicated computers were further divided into thb@sic
types based on the ideas from MIMD computers: Array
Processors, Pipeline Computers, and Very Large eScal
Integration Computers. DSP Parallel architecturesamother
concept of hierarchical classification initiated ithe early
1990s [9].

Parallel systems based on geometrical decomposifon
applications are divided into three categories oE@mputer
based dedicated systems, b) computer based gesystaimns,
and c) digital signal processing systems. The fiategory
includes array processor, pipeline computers, praltiessor
systems, very large scale integration, whereasd¢icend one
includes Distributed Shared Memory (DSM), MassiegdHel
Processing (MPP), and Clusters, and the third biaees the
combined capabilities of the first two categori#8]{[12].

IV. HOUGH TRANSFORMS

Hough transform technique allows discovering shdpas
edges. It attempts to combine edges into lines evher
sequence of edge pixels in a line indicates thetah edge
exists. It is a popular procedure to detect line$ @rcles.

The simplest characterization of the Hough tramsfts to
convert a difficult global detection problem in ompace
(image space) into a more easily solved local pietlection
problem in another space (parameter space). A laopu
parameterization of a straight line is via the dimumaof the
normal vector from the origin of the straight line,

£ =xcos@) +ysin@)

where,p is the length of the normal to the line from thigim,
ando is the angle that the normal makes with the x-axis
Thep and6 parameters of a line are unique if<09 < 180°.
Points which are collinear in an image space adirsect at a
common point in a parameter space and the cooediradtthis
parameter point characterizes the straight lineneoting the
image points. Using this parameterization eachgempoint
(X, y) generates a sinusoidal locusgnf) space and thus lines
are identified by the intersection of many of theseisoids.
The Hough transform has been used in many apmitatin
the field of medicine, character recognition, irtdias
inspection, military, shape recognition, geologyg, €13].
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V. PARALLEL PARADIGMS
In order to efficiently utilize the computationabtential of

C.Processor Farm
Is present where a program must be run large number

a large number of processors in a parallel prongssitimes with different parameters. It is often mofficent to

environment it is necessary to identify the impottparallel
features of the application. There are several lsipppradigms
for exploiting parallelism in scientific and engareg

applications, but the most commonly occurring tyfadkinto

three classes. These three paradigms are desdribeubre
detail in [14], [15].

A.Algorithmic Parallelism

Is present where the algorithm can be broken dowm &
pipeline of processors in such a way that each gusmr
executes a small part of the total algorithm. Tlaeafpelism
inherent in the algorithm is exploited. In this degosition,
the data flows through the processing elements &nd
sometimes referred asData Flow parallelism. The
communication loads on each processor is increasedthe
communication bandwidth problems can degrade
performance.Therefore, for algorithmic parallelistma be
successful the work load must be balanced uniforacoss
the processors. The advantage of this decomposgidhat
little data space is required per processor. Thepcer
systems based on the algorithmic parallelism gaceeptable
efficiency. Fig. 2 shows an example of algoritharallelism.

 J

> generator

i

Fig. 2 Example algorithmic parallelism — a languagmpiler

B.Geometric Parallelism

Is present where the problem can be broken dowm ant
number of similar processes in such a way as tsepve
processor data locality and each processor operatifferent
subset of the total data to be processed. All #ta dequired
by a processor are arranged to be on that processmre of
its immediate neighbors.

In this decomposition, parallelism inherent in tihata is
exploited. This type of parallelism requires onljraction of
the total data on each processor, and is sometiefiesed as
Data Structureparallelism.

Processors communicate with the neighboring pracess
The communication loads are proportional to the si#the
boundary of the element, while the computationaldk are
proportional to the volume of the element. Eactcpssor has
an almost complete copy of the whole program, floeee
moderate memory requirements. The computer systerssd
on the geometric parallelism gives very good edficly.

International Scholarly and Scientific Research & Innovation 6(1) 2012 97

the

run these independent tasks concurrently on differe
processors. The typical architecture for this typé
applications is a farm of processors where eachgssor is
executing the same program with different initiatal in
isolation from all the other processors. Large am®uof
storage are therefore required on each procesdergeat.
Because of the very limited communication requiretagthis
method is very efficient, but the memory costs sy
significant. Fig. 3 shows an example of data stmect
parallelism. Fig. 4 shows an example of processomiing
[16], [17].
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Fig. 3 Example geometric structure

e @ o o

slave slave slave

Fig. 4 Example processor farm

VI. PERFORMANCEMEASURE

important measures of the quality of parallel
algorithms implemented on multiprocessors and multi
computers arspeedupandefficiency The speedup achieved
by a parallel algorithm running om processors is the ratio
between the time taken by that parallel computerceting
the fastest serial algorithm and the time takenth®y same
parallel computer executing the parallel algoritlusing n
processors. The speedup ‘S’ is given by:
S(n) =T, +T,

Efficiency is defined as the average utilization tbé n
allocated processors. The efficiency of a singlecessor
system is 1. The relationship between efficiency &ad
speedup is given by:

Two

E(nN)=S(n)/n
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VIl. THE HARDWARE

In order to meet the high speed and performanseakable
and reconfigurable multi-computer system (NPLA)ugsed.
This networked multi-computer system is a bit samniio the
NePA system used to implement Network-on-Chip [18].

The system used is a linear array of processoraclides
RISC processors and memory blocks. Each processtirei
array has a compactOR, internal instruction memiotgrnal
data memory, data control unit, and registers. ©hédhe
processors is used as a master or main processothan
remaining as slaves. The system has a networkasgemwith
the main processor having four and others equipyddtwo
port routers. Routers can transfer both controlwali as
application data among processors.

VIll. TOPOLOGY

The algorithms are executed on a total of 10 psmme8 of
which constitute the processing elements. The mngitwo
are used for connection to the local host and f@plgics
display. The processing elements are connected linear
array. The first processor in the chain of process® known
as the “master” processor. This interacts withuber through
the local host, directs the operation of the greplirocessor

and the remainder of the processing elements, knasin
“slaves”. The chain is connected by a bidirectional

communication system, allowing data and results b

transferred from master to other processors arelwécsa, see

Fig. 5.

from
local
host

Data_In

Communication System

graphics

Fig. 5 Computer network for the topology

The implementation has two phases: compupirrmnd6 for
all the points in image space, then finding the kpethat
identify the lines. The image space used is ofgaleg grid of
192 x 192 pixels. The range of values fois restricted to
(0, m) to speed computation.

A.Static Scheduling:

In static scheduling, processes are allocateddogssors at
compile time. The master processor inputs the infiage the
host memory and stores it in a 2-dimensional imagay.
Then it divides the image space into regions adngrtb the
number (#) of slave processors and communicatedate
from each region to the slave processors by doiragt@r scan
in such a way that slave # 1 receives data ofrifegeée points
from region 1 and so on as shown in Fig. 6.
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In all calculations a lookup table is used to replaalls to
‘sin’ and ‘cos’ library functions. Each slave prgser holds an
array of the table to avoid excessive communication
overheads. For each (x, y) in the appropriate regiothen
computes the values pffor each6 ranging from $0° to 180°
and stores a vote in an accumulator array. The naaietor
array of p, 6) grid has a dimensionality of 464 x 180. The
maximum value ofp that can be computed for the chosen
image space is from the range of 272 and -192.€fbe, the
p index of the accumulator array is the additiorthaf above
two values. When all the points for a region arempoted, a
lower threshold is applied to remove noise valuethée form
of lonely votes and the array is communicated biackhe
master processor.

image space

slave processors

Fig. 6 Data distribution in static scheduling

The master accumulates all values returned bylévesin
another local accumulator array. After all the tessiare
received and votes incremented, peaks are deteoted
scanning the array using an upper threshold. Pedtts
maximum votes identify lines.

Experiments are performed on the proposed schertte wi
varying network sizes. Timings for 1 through 7 slav
processors are obtained.

Table 1: shows the time taken in seconds, speeddhe
efficiency to recognize few lines appearing in mwage space.

B.Dynamic Scheduling:

In this implementation of the Hough transform, peses
are allocated to processors at run time. The tgyolsed is
the same as in the static scheduling, which is &tena
processor and from 1 to 7 slaves. The slaves agpemta
processor farm with the code replicated on eactmeh. The
master processor distributes image points from ithage
space to the farm of processors.
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TABLE | processors. Therefore, this scheduling schemeatsstitally
RESULTSFROM STATIC SCHEDULING balanced and avoids communicating the entire image

# of Slave | Timing in secs. | Speed-up | Efficiency % regions to the slave processors.
Processors
1 3.14 ] 100 TABLE I
2 2.26 1.39 69 RESULTSFROM DYNAMIC SCHEDULING
3 1.74 1.8 60 # of Slave | Timing in secs. | Speed-up | Efficiency %
4 1.53 2.05 51 Processors
5 1.43 2.19 44 1 3.03 1 100
6 1.29 2.43 40 2 1.67 1.81 91
7 1.26 2.49 36 3 1.23 2.46 82
4 0.98 3.07 77
Each slave processor executes two main processes i 5 0.87 3.48 70
parallel. One is aork process where actual computation takes 6 0.79 8.81 63
place and is run in low priority with the other whiis a 7 0.75 4.04 58

task_schedulaas shown in Fig. 7.

The slave processors receive an array of equal euwib
image points. Compute the results and store vateshe
accumulator array, remove noise and send the selattk to
the master processor. Communication is buffered and
prioritized. The master processor operates the seageas for
the other two techniques to detect lines.

Experiments are performed on the statistically fcdal
scheme by varying the network size. Timings fohfbugh 7
slave processors are obtained. Table 3: showsntleetaken in
seconds, speedup and the efficiency for the prapssieeme.

Request

Tasks_In Tasks_Out

to
Next Processor

Request

to
Work_Process

Results_In TABLE llI
RESULTSFROM STATISTIC SCHEDULING

# of Slave | Timing in secs. | Speed-up | Efficiency %
Processors
. . . . 1 3.04 1 100
Fig. 7 Task_schedular in dynamic scheduling 5 185 164 B
. . 1.46 2.08 69
In order to keep the slave processors busy in ctingpthe i’ o8 543 61
image points, the task_schedular buffers an etéra of work E 1“14 2‘67 £3
so that when the work process completes the current 5 1'07 2‘84 a7
computation for an image point it can immediatetarts = 0.08 31 i

computation on the next point rather than havingvéit for
the master processor to send another item of work.

The work process computes the Hough transfgrn®)in
the same way as for the static allocation explairedier. The results for the static, dynamic and statistltesnes are
After computing all the points associated for thertigular compared for the same image space and over thes rahg
processor, noise is removed and the resultant sireag varying network sizes.
communicated back to the master processor whergdhk Fig. 8 shows time taken in seconds for the 3 schenmfen
values detect the lines. from 1 to 7 slave processors are used. Time takeearly the

Experiments are performed on the dynamic schemegusisame when only one slave processor is used forthall
varying number of processors. Timings for 1 throdghlave schemes. The timings improve for dynamic and statighen
processors are obtained. Table 2: shows the tirkentin 7 slave processors are used.
seconds, speedup and the efficiency for the sarageérspace A 4 fold speedup is achieved for the dynamic schesmen
as used for the static scheduling. the number of slaves is increased from 1 to 7, Kge 9.

C.Statistic Scheduling: gz\(/:vlsg/;résthis level of speedup is not maintainedtiie other

In this implementation of the Hough transform, thaster For static allocation, the speedup does not rise
processor raster scans the image space and chemsimber monotonically with the increase in the network siais is

of the foreground points, and then divides the oequally gue to the fact that additional processors may leaied
among the slave processors. Distribution is doegécslly in  gparse areas of the image.

the form of data arrays corresponding to the numiser

IX. COMPARISON
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Fig. 10 shows the efficiency of the system whemfibto 7
slave processors is used for the proposed scheftes.
dynamic scheme shows an efficiency of nearly 6@qer

——-—

static

——
dynamic
i

statistic

P

timings in seconds

number of processors

Fig. 8 Timing diagram for scheduling schemes

static
—a—
dynamic

statistic

speedup

number of processors

Fig. 9 Speedup graph for the scheduling schemes

static
——
dynamic

statistic

efficiency %

3
nunber of processors

Fig. 10 Efficiency graph for the scheduling schemes

X. CONCLUSION

In this paper we have considered scheduling teciesidor
straight lines detection in digital images using tHough
transform method. The spatial and independent d
characteristics, but a regular structure of contmrgor each
image point of this algorithm is a representative am
important class of algorithms in computer visiord @mage
processing. With the help of paradigms of paragileicessing,
the paper investigated the performance of stayisanhic, and
statistic scheduling techniques for the parallgbleamentation

of this type of algorithms on computer networksrf@ened
experiments suggest that dynamic scheduling capedotm
its rivals in terms of speedup and efficiency, @well suited
to the MIMD structure of computer networks.
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