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Abstract— Sign language recognition has been a topic of
research since the first data glove was developed. Many researchers
have attempted to recognize sign language through various
techniques. However none of them have ventured into the area of
Pakistan Sign Language (PSL). The Boltay Haath project aims at
recognizing PSL gestures using Statistical Template Matching. The
primary input device is the DataGlove5 developed by 5DT.
Alternative approaches use camera-based recognition which, being
sensitive to environmental changes are not always a good choice.
This paper explains the use of Statistical Template Matching for
gesture recognition in Boltay Haath. The system recognizes one
handed alphabet signs from PSL.
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I. INTRODUCTION

HIS system is a computerized sign language recognition

system for the vocally disabled (deaf and dumb) who use
gn language for communication. The basic concept involves
1e use of special gloves connected to a computer while a
isabled person (who is wearing the gloves) makes the signs.
he computer analyzes these gestures and synthesizes the
»und for the corresponding word or letter for normal people
y understand.

Since only single handed gestures have been considered in
1is project it is obviously necessary to select a subset of PSL
y be considered for implementation of Boltay Haath (Boltay
‘aath is an Urdu phrase meaning ‘Talking Hands’) as it would
ke vast amounts of time to sample most or all of the signs in
SL[1].

Data gloves are special gloves equipped with sensors for
etecting finger bend, hand position and orientation. They
rere conceived to allow a more natural interface to computers.

However, the extension of their use for recognizing sign
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language is possible [2]. But progress in the recognition of
sign language, as a whole has been limited [3].

The recognition engine is mainly based on three algorithms:
dynamic pattern matching, statistical classification, and neural
networks (NN). [4 - 6]

Traditionally, the technology of gesture recognition was
divided into two categories, vision-based and glove-based
methods. In vision-based methods, computer camera is the
input device for observing the information of hands for fingers.
However, the computation complexity in tracking of hands has
several bottlenecks, such as feature extraction, objects need
separation from background, fingers motion tracking, etc.
Thus, it is difficult to achieve real time operation; we have
turned to glove-based technique which is more practical in
gesture recognition [7].

The benefits of sign language understanding systems are
often debated and not made clear. A functioning system would
provide an opportunity for the deaf to communicate with non
signing people without the need for an interpreter. Although it
is argued that a keyboard connected to the speech synthesizer
could be used for this purpose, it is not the natural interface for
signer and places an intermediary into the dialogue [8].

II. COMPONENTS OF THE SYSTEM

The basic components of the Boltay Haath system are given
below:

A. Modules for Gesture Input — Get state of hand (position
of fingers, orientation of hand) from glove and convey to the
main software.

B. Gesture Preprocessing Module — Convert raw input into
a process-able format for use in pattern matching. In this
case, scaled integer values ranging from 0 to 255.

C. Gesture Recognition Engine — Examines the input
gestures for match with a known gesture in the gesture
database.

D. Gesture Database - Contains the necessary information
required for pattern matching as well as a gesture-to-text
dictionary.
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E. Speech Synthesis Module — Converts word / laptgrs, NoBOzoanoving alphabets

obtained after gesture analysis into corresponding sound

The following diagram best describes the level

components and benefits of Boltay Haath.
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FIGURE 1
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III. THE MODEL

The statistical model used in Boltay Haath is the simplest
oproach to recognize postures [9] (static gestures). The model
sed is known as “Template Matching” or “Prototype
fatching”. The idea is to demarcate different gestures by
alculating the mean () and standard deviations (o) of all the
:nsors for a gesture and then those input samples that are
ithin limits bounded by an integral multiple of standard
eviation are recognized to be correct. Gesture boundary [10]
or each sensor is defined as,

Wtko | k=123, (1)
ixi
— =l
Lam == @)
1 ’
Sum Sr S o
i=1

Here, x; is the i" sample, k is the integral multiple of G, n is
the number of samples, [ m) is the mean of the 1™ sensor of the
m™" gesture and O, is the standard deviation of the 1™ sensor
of the m™ gesture.

IV. TRAINING

The system was trained by training data obtained from 6
different signers. Initially training data was collected for the
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?or English as well as Urdu since PSL
contains both types of signs. This was done due to the
limitations of the input device i.e., the DataGlove about
abduction status and the absence of any kind of input about the
location of the glove in space. Hence a training set of more
than 2500 samples was collected.

A training sample consists of five values ranging from 0 to
255 each representing the state of the sensor on all five fingers
of the glove. The sensors for roll and pitch have been ignored
since their values do not uniquely identify an alphabet sign.

This training data was then processed i.e., mean (|) and
standard deviation (G) was calculated for all five sensors of
each gesture in the training set. The resultant |, pairs were
stored in the gesture database for later use in gesture
recognition.

V. GESTURE RECOGNITION ENGINE

After training, test samples are provided to the Gesture
Recognition Engine which analyses them using the statistical
model described previously. The upper and lower limits for
the value of a sensor for a particular gesture are defined using
the standard deviation for that sensor previously calculated.
For enhancing the accuracy of gesture recognition, various
integral multiples of ¢ are used, denoted by k in (1). The limits
for any given gesture are defined as:

Upper Limit (;m) = Hm) T kG(l,m) 4)

Lower Limit (,m) = H,m) - kG(l,m) (5)

Given the above mentioned criteria any given input can be
classified as a particular gesture if all the sensor values of the
test sample lie within these limits. These values are retrieved
from the gesture database.

The values of k used for gesture recognition in Boltay Haath
range from 1 to 3, providing tolerances ranging from 26 to 66.
The performance achieved by varying the values of k is
discussed later in this paper.

Sometimes due to ambiguity between two gestures the
system may produce two outputs. To cater to this problem the
method of Least Mean Squares (LMS) is used.

VI. LMS FOR REMOVING AMBIUITY

There are cases where more than one gestures are
candidates for output. To overcome this type of situation the
system calculates Least Mean Squares (LMS) [11] of all the
candidate gestures and then selects the one with minimum
LMS value [12]. The use of LMS is justified by the results.
Analyzing the performance of the system it has been observed
that the use of LMS provides 60 % accurate results.

LMS value is calculated as,

LMS= X (xi- W )’ ©)
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Here, x; denotes the sensor value of the i sensor fromytgst No:3, 2007

sample, L denotes mean value for the i™ sensor. LMS for each
candidate gesture is calculated and the gesture with lowest
LMS value is selected as the output.

VII. IMPLEMENTATION

Boltay Haath system has been developed in C# using Visual
Studio .Net 2002. The gesture database was maintained on a
MS Access database file. All the processing on the data [13]
was done using SQL queries. The results were verified in real
time. Windows being the platform for the project, all the user
interface and input components were standard windows
objects [14]. Microsoft Speech SDK 5.1 was used for speech
output. However the phonemes had to be modified in order to
produce sound matching the accent and pronunciation of the
people of Pakistan.

The complete working of the project involves the use of a
DataGlove5 connected to a computer [15] and software
modules for preprocessing [16]. It performs analysis of data to
minimize the variations, analysis of gestures, extraction of
words / letters from database and generation of the
corresponding sounds.

VIII. PERFORMANCE

The performance of Boltay Haath was evaluated by

roviding various test cases [17] for both English and Urdu
estures. Using various values of k in (1) the accuracy of the
ystem was determined. The system was also evaluated with
nd without the use of LMS to handle ambiguities among
milar gestures. The results obtained are presented in Tables 1
ad 2. Tolerance values range from 2 to 6 ¢ depending on the
alue of k.

PSL contains some signs which are either too similar to
ther signs making them difficult to distinguish or contain
spects which cannot be read by the DataGlove without
dditional sensors. By labeling these signs as ‘ambiguous’ and
xcluding them from the results it has been observed that the
ctual accuracy is far higher than the observed accuracy. So if
opropriate sensors are added to the system, performance will
icrease considerably.

TABLEI
PERFORMANCE RESULTS (ENGLISH ALPHABETS)

Criteria Accuracy (%)
Tolerance 26 40 60

Including With LMS 23.8 68.5 713

ambiguous

signs Without LMS 213 36.2 15.4

Excluding With LMS 25.4 73.3 78.2

ambiguous

signs Without LMS 23.4 43 20

In Table I, it can be observed that the best overall
performance achieved is 71.3 % when 606 is used. However,
when ambiguous gestures are ignored, the accuracy increases
to 78.2 %. In both cases, the results turn out to be poor if LMS
is not used.
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TABLE II
PERFORMANCE RESULTS (URDU ALPHABETS)

Criteria Accuracy (%)
Tolerance 20 40 60

Including With LMS 259 67.8 69.1

ambiguous

signs Without LMS 21.7 26.8 15.1

Excluding With LMS 31.1 81.4 85

ambiguous

signs Without LMS 28.8 335 21.5

In Table II, it can be observed that the best overall
performance achieved is 69.1 % when 60c is used. However,
when ambiguous gestures are ignored, the accuracy increases
to 85 %. In both cases, the results turn out to be poor if LMS is

not used.
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Chart T shows the trend in accuracy when k of (1) is
increased. The accuracy of the system increases drastically
when the limit is changed from 20 to 46 . After that the
performance improves but not very rapidly and stabilizes

somewhat at 6G.
CHART II
TEST RESULTS FOR URDU SIGNS
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Chart II shows the test results for Urdu signs. The test cases
did not include dynamic or moving gestures.
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CHART IIT
TEST RESULTS FOR ENGLISH SIGNS
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Chart III shows the number of correctly recognized gestures
against all test cases of the particular alphabet. As can be
observed the letters ‘H* and ‘R’ give poor accuracies. This is
because the letter ‘R’ and ‘H’ are very similar as can be seen
in the hand-shapes below. Since the Boltay Haath system does
not understand the abduction between fingers, it is very
difficult to distinguish between such gestures.

FIGURE I
AMBIGUOUS SIGNS
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The following graph (Graph 2) shows the variation in
scognition accuracy among the various alphabets.

IX. CONCLUSION

Deaf and Dumb people rely on sign language interpreters
yr communication. However, they cannot depend on
iterpreters every day in life mainly due to the high costs and
1e difficulty in finding and scheduling qualified interpreters.
his system will help disabled persons in improving their
uality of life significantly.

The automatic recognition of sign language is an attractive
rospect; the technology exists to make it possible, while the
otential applications are exciting and worthwhile. To date the
ssearch emphasis has been on the capture and classification of

the gestures of sign language and progress in that work is
reported. This project will be a valuable addition to the
ongoing research in the field of Human Computer Interface
(HCI).
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