
 

 

  
Abstract—In this paper, a target signal detection method using 

multiple signal classification (MUSIC) algorithm is proposed. The 
MUSIC algorithm is a subspace-based direction of arrival (DOA) 
estimation method. The algorithm detects the DOAs of multiple 
sources using the inverse of the eigenvalue-weighted eigen spectra. To 
apply the algorithm to target signal detection for GSC-based 
beamforming, we utilize its spectral response for the target DOA in 
noisy conditions. For evaluation of the algorithm, the performance of 
the proposed target signal detection method is compared with that of 
the normalized cross-correlation (NCC), the fixed beamforming, and 
the power ratio method. Experimental results show that the proposed 
algorithm significantly outperforms the conventional ones in receiver 
operating characteristics(ROC) curves. 
 

Keywords—Beamforming, direction of arrival, multiple signal 
classification, target signal detection. 
 

I. INTRODUCTION 
PEECH is the most convenient way of communications. 
Thus, speech-based human-machine interface technologies 

have been widely studied. Due to the performance 
improvement of speech recognition, which is one of the key 
technologies of the speech interface, it has been adopted to 
smart phones, smart TVs, car navigation, etc. However, speech 
recognition performance is highly dependent on environmental 
noises. Therefore, noise reduction technologies are considered 
mandatory to guarantee its reliable performance.  

Speech-corrupting noises can be categorized as stationary or 
nonstationary ones. Stationary noises of which the spectral 
characteristics are slowly varying are successfully reduced by 
single channel noise cancellers such as Wiener and Kalman 
filters[1][2]. However, most real environmental noises are 
nonstationary ones and more than two microphones are utilized 
to reduce them. Among many microphone array-based speech 
enhancement techniques, generalized sidelobe canceller (GSC) 
has been widely applied [3]. The performance of GSC 
beamforming is very sensitive to the accuracy of target signal 
detector. Insufficient noise reduction in pure noise intervals and 
target signal distortion can be caused by inaccurate target signal 
detector at the beamforming output [4][5]. 

In this paper, to improve the performance of target signal 
detectors for GSC, novel target signal detection using the 
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time-domain contour of MUSIC spectrum is proposed. MUSIC 
is a kind of DOA estimation algorithms using sub-space 
analysis in the environment that exists multiple signal sources 
[6]. To construct the time-domain contour of its spectral 
response for the target DOA, the eigenvalue analysis is 
performed to the covariance matrix of multi-channel inputs for 
every analysis frame. For additional performance improvement, 
MUSIC spectral responses in a given analysis frame are 
weighted by the inverse of corresponding eigenvalues. Finally, 
target intervals are determined by simple decision logic which 
compares the estimated contour and a pre-selected threshold. 

By using the estimated contour, target intervals are declared 
by a simple thresholding technique. 

This paper is organized as follows. Section II introduces 
related researches. Section II describes the proposed target 
signal detection method. Experimental results are summarized 
in Secton IV. Finally, conclusions are given in Section V. 

II. RELATED WORKS 

A. GSC-based Beamforming Algorithm 
A basic structure of GSC-based beamforming algorithm is 

shown in Fig. 2. GSC algorithm is composed of three processes: 
fixed beamforming (FBF), blocking matrix (BM) and noise 
cancellation (NC). In the FBF, steering the microphone array to 
“a virtual front” is performed using time delay compensation to 
maximize the signal power to the target DOA. Usually, the 
delay-and-sum beamforming is used for time delay 
compensation. However, noise signals cannot be eliminated 
completely, thus additional noise reduction is performed in BM  

 
 

 
Fig. 1 The basic structure of the GSC-based beamforming algorithm 
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and NC. The NC reduces noise signals using the noise reference 
signals ( )iv n  estimated in the BM. Finally, the output of GSC 
algorithm is ( )GSCy n . The more noise can be eliminated by 
using adaptive filters in NC, however, the target signal would be 
distorted significantly. To solve this problem, the target signal 
detector is utilized. By using the target signal detector, filter 
coefficients are updated only at noise interval.  Fewer noises are 
eliminated by using the target signal detector, but we can expect 
better noise reduction performance because it can prevent target 
signal distortion. Many researchers have been studied target 
signal detection methods[10][11]. Among them, the 
conventional methods using normalized cross-correlation 
(NCC), FBF output contour and power ratio of ( )iv n  are 
introduced, as follows. 

 

B. Conventional target signal detection algorithm 
1. Normalized Cross-Correlation (NCC) Method 
In the target signal interval, two input signals, arbitrarily 

selected in the array, are highly correlated because of the time 
delay compensation. A NCC of the selected two channel signal 
becomes high in target intervals and low in noise intervals. The 
NCC between the i th channel and the j th channel is 
represented in (1). 
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where N  is frame size and inV  is the number of delayed 
sample on the i th channel for FBF. 

 
2. Fixed Beamforming Method 
FBF maximizes the energy at the target DOA. Thus, only the 

noise signal is attenuated and the FBF output has enhanced 
signal-to-noise ratio (SNR) in target signal intervals[4]. The 
target signal can be detected using the FBF output with a proper 
threshold. The energy contour using the FBF output is denoted 
as (2). 
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where  M  is the number of channels. 

 
3. Power ratio method 
GSC algorithm estimates noise reference signals using 

BM[3][5]. The power ratio between the FBF output and the BM 
output can be effective to detect target signal. The BM estimates 
pure noise reference signals without target signals, thus the ratio 

in target signal intervals would be large. Assume that the i th 
channel is a reference channel, the power ratio between the FBF 
output and the BM output is defined as (4). 
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( ) ( ) ( )m m m i iv n x n n x n n= - - -V V  (5) 
 
where ( )mv n  is the BM output of the m th channel. 

C. MUSIC Algorithm 
The signal can be divided into a signal subspace and a noise 

subspace by eigenvalue analysis of covariance matrix. The 
subspace-based DOA estimation method is called multiple 
signal classification (MUSC) algorithm. This method is one of 
the conventional DOA estimation methods proposed by 
Schmidt[6]. 

The multi-channel signals collected by M  channels are 
linear combinations of the D  incident waves and noises. The 
MUSIC algorithm begins with the following model in (6), (7). 

 
= +X AF W  (6) 

1 1 1
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X F W

q q q
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The complex vector ( )iqa  which compensates gain and phase 
is determined by arrangement of microphones and the input path 
of source signals. According to the MUSIC model, ( )qa  is 
multiplied by complex signals for phase-shifting of each 
channel. Thus, to apply ( )qa  to time delay compensation of 
signals, F  should be a narrow-band signal[6][7]. In the case 
that F  is the narrow-band signal with center frequency cw  and 
microphones are arranged linearly, ( )qa  can be represented as 
(8). 

  
1 2

1 2( ) c c c M
Tj t j t j t

Ma e a e a ew w wq - - -é ù= ë ûa V V VL  (8) 

 
where q , ia  and itV  are DOA, gain and time delay of each 
channels, respectively. The covariance matrix of X  can be 
obtained as (9). 
 

HE é ù= ë ûR XX  (9) 

 
In (9), E é ùë ûg  denotes the mean and H  is the hermitian 

transpose. By eigenvalue analysis of R , it can be divided into 
the D -dimensional signal subspace and the 
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( )M D- -dimensional noise subspace [6]. The noise subspace  

NE  and signal subspace SE  are defined as (10), (11). 
 

é ù= ë ûN 1 2 M-DE e e eL  (10) 

é ù= ë ûS M-D+1 M-D+2 ME e e eL  (11) 

( 1 1M D M D Ml l l l- - +< < < <L = L  ) 
 
Where ie  is the i th eigenvector and il  is the eigenvalue 

corresponding to ie . The Euclidean distance between the signal 
subspace and ( )qa  is same with the length of ( )qa  projected 
on the noise subspace[6][7]. Thus, the distance and the MUSIC 
spectrum, the inverse of (12), can be represented by (12) and 
(13), respectively. 
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In many situations, the number of sources is unknown. 
According to (13), the number of sources is needed in MUSIC 
algorithm. Additionally, it exploits little information of 
eigenvalues by hard-decision of eigenvector (signal subspace or 
noise subspace). To cope with these problems, the eigenvalues 
are employed for weighting the MUSIC spectrum. This method 
uses all subspace by soft-decision, and the weighted MUSIC 
spectrum is denoted as (14). 
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III. PROPOSED TARGET SIGNAL DETECTION ALGORITHM 
The conventional target signal detection methods mentioned 

in sub-section II-B have several problems. The NCC method 
cannot perform well when the time delay of two channel is 
computed and compensated inaccurately in real noisy 
environment. Another drawback of this method is that it cannot 
use entire information in multi-channel inputs because only two 
channels of them are utilized. The upper bound of the FBF 
method is highly dependent on the performance of FBF which 
has very simple strucutre and shows limited SNR improvement. 
Also, the noise reference signals extracted from BM are likely to 
be inaccurate when the speech inputs are currupted by 
nonstationary noises. Lastly, the power ratio of the BM output 
would decrease due to target signal leakage caused by simple 
subtraction of blocking matrices[5]. In this paper, the target 
signal detection algorithm using the MUSIC spectrum is 
proposed to solve these problems. The proposed algorithm 
detects the target signal using the MUSIC spectrum contour at  

X(n)

Bandpass Filter

Analytic Signal Generation

Eigenvalue Analysis

MUSIC Spectrum Analysis

, ( )MU Weighted TP q

MUSIC 
Algorithm

Tq

BPX (n)

Covariance Matrix

AX (n)

1w
2w

Target Signal Detector THP

Target / Noise  
Fig. 2 The block diagram of proposed target signal detection algorithm 

 
target DOA for beamforming. The MUSIC spectrum of the 
proposed method is obtained by the process in Fig. 2. In Fig. 2, 
resulting MUSIC spectrum for target DOA given by Tq  is 

, ( )MU Weighted TP q . The target signal detector determines whether 

the signal is target or noise by comparing the music spectrum 
with threshold THP . The details about each block are 
summarized as follows. 

A. Bandpass Filter 
As mentioned in sub-section II-C, the input signals should be 

the narrow-band signal to compensate for the time delay by 
multiplying complex function ( )qa [6][7]. In this paper, a band 
pass filter is used to generate the narrow-band signal. It is 
important to choose 

1 2,w w  which are boundaries of the filter 

passband because the filtered signal BPX (n)  should be a 
narrow-band signal containing significant frequency 
components of the target signal in the passband. 

B. Analytic Signal Generation 
The input signal ( )X n  should be the complex signal by the 

MUSIC algorithm model. However, we cannot obtain the 
complex signal from microphones in real environment. It is 
essential to express the input signal in complex form. In this way, 
to generate the complex signal from the real signal is called 
analytic signal generation (ASG) and the analytic signal means 
the generated complex signal[7]. The relation between the input 
signal ( )x n  and the analytic signal ( )ax n  is shown in (15). 

 

0
( ) 2 ( ) j n

ax n X e d
p ww w= ò  (15) 

 
where, ( )X w  is the discrete fourier transform (DFT) of x(n). 
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C. Target signal detector 
The target signal detector uses , ( )MU Weighted TP q  obtained by 

MUSIC spectrum analysis. The output of MUSIC spectrum is 
compared with empirically pre-selected threshold THP . When 
the output is larger than THP , the interval is determined as the 
target signal, and vice versa. The threshold is represented by 

 
( )

, ( )mean
TH TH MU Weighted TP Pa q=  (16) 

 
where THa is a gain multiplied to mean of initial parameters and 

( )
, ( )mean

MU Weighted TP q  is mean of the MUSIC spectrum on pure noise 

signal. 
 

(a)

0

1

(b)

(c)

(d)

(e)

(f)

 

Fig. 3 (a) Input signal with 5dB input SNR (b) NCC contour (c) Power 
ratio contour (d) Power contour of FBF (e) MUSIC spectrum contour 
(f) Weighted MUSIC spectrum contour (*One second for a tick on the 
horizontal axis) 
 

IV. EXPERIMENT AND RESULTS 

A.  Experiment condition 
Test DB for performance evaluation was constructed by 

collecting target speech and noises separately in general office 
(6×5×3m) environment. They were synthesized artificially for 
each SNR and the pure noise signal was added on 1 second 
intervals before and after the target signal. SNR used in our 
experiments are 0, 5, 10, 15 and 20 dB. The total number of 
signal sources is two, a target source and a noise source. The 
distance between the microphone array and sources was 2m, the 
target source was in front of microphone array and the noise 
source was at 45° degree from the front. Four sets of 452 Korean 
isolated words were collected for target speech and a Korean 
talk show was played and recorded as noise. Thus, total 
(452×4×5=9040) samples were used for experiments. 
Microphones were placed linearly at the interval of 2 cm.  All 
data were sampled with 16 kHz and 16 bit resolution. 

The parameters in Fig. 2 are decided as follows. The 

1 2[ 100, 500]w w= = Hz band where the energy of the speech 
signal is concentrated on was used for the filter passband. A 
5th-order elliptic filter was employed for designing the band 
pass filter. Tq  was decided by 0° because the target source was 
placed in front of the microphone array. One hundred THP  were 
computed by shifting THa from the minimum value to the 
maximum value which were derived in test DB by 100 steps. 
The initial 200 ms interval was assumed as pure noise to 
compute THP . 

B. Performance Evaluation 
The performance of the proposed algorithm is evaluated by 

comparing with conventional algorithms mentioned in 
sub-section II-B. The result waveforms of each algorithm are 
shown in Fig. 3. The proposed algorithm shows the 
discriminative contour. To validate the result, receiver 
operating characteristics (ROC) curves are illustrated in Fig. 4 
using 100 THP  derived by the method mentioned in sub-section 
IV-A. Horizontal axis of the figure means false acceptance rate 
(FAR), the ratio of detecting noise intervals as the target interval 
incorrectly, and vertical axis means true acceptance rate (TAR), 
the ratio of detecting target interval correctly. The area under 
the ROC curve (AUC), criterion of the performance is 
summarized in Table  I. 
 

 

TABLE I 
AUC FOR EACH ALGORITHM 

Algorithm AUC 
NCC 0.6685 

Power Ratio 0.7431 
FBF 0.8051 

MUSIC 0.7690 
Weighted-MUSIC 0.8494 
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Fig. 4 ROC curves 

(solid: NCC, dashed: Power ratio, dashed-dotted: MUSIC, dotted: 
FBF, thick solid: Weighted-MUSIC) 
 
The closer ROC curve to upper left corner and the larger AUC 
means better performance. The proposed algorithm shows the 
best performance and NCC method is the worst. When TAR is 
fixed by 80%, general performance of target signal detector, the 
proposed method improves FAR about 15% comparing with the 
FBF method. The minimum error rates are summarized in Fig. 5. 
To measure the error rates, the threshold THP  is decided 
empirically. The proposed algorithm shows 13.5% error rate, 
which decrease about 5% more than that of the FBF method.  

V. CONCLUSION 
In this paper, a new target signal detection algorithm using 

the MUSIC-based DOA estimation method was proposed. 
Experimental results show that the error rate of the proposed 
algorithm is 5% lower than that of the fixed beamforming 
method. As future works, we are planning to integrate the 
proposed algorithm to the GSC-based beamforming and to 
evaluate performances in the aspect of noise reduction and 
speech recognition. 
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