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Abstract—This paper considers a scheduling problem in flexib

flow shops environment with the aim of minimizinga important
criteria including makespan and cumulative tardinesjobs. Since
the proposed problem is known as an Np-hard proliteliterature,
we have to develop a meta-heuristic to solve it. ¥dasidered
general structure of Genetic Algorithm (GA) and eleped a new
version of that based on Data Envelopment Anal{BEA). Two

objective functions assumed as two different infoteach Decision
Making Unit (DMU). In this paper we focused on effincy score of
DMUs and efficient frontier concept in DEA techneuAfter

introducing the method we defined two different reséos with

considering two types of mutation operator. Also previded an
experimental design with some computational restdtshow the
performance of algorithm. The results show that #igorithm

implements in a reasonable time.

Keywords—Data envelopment analysis, Efficiency, Flexiblenflo
shops, Genetic algorithm

|. INTRODUCTION

Ruiz Torres and Lopez considered problem of scliegiul
jobs on parallel machines in multi criteria envinent [4].
They decided to minimize the makespan and the nurobe
tardy jobs, simultaneously. To achieve this aineytfocused
on simulated annealing algorithm and developed @ffierent
methods based on different initial solutions detiven
benchmark. For evaluating the performance of pregos
algorithms and identifying the most efficient algiom, they
used FDH formulation of DEA. Tavakkoli-Moghaddamdan
his colleague investigated a multi-objective moftel a no-
wait flow shop scheduling problem which minimizesttbthe
weighted mean completion time and weighted meatirtess
[5]. They proposed a meta-heuristic based on imnsystem,
hybrid multi-objective immune algorithm (HMOIA), ténd
optimal solutions. In order to evaluate performancke
proposed algorithm, they compared HMOIA with five
different methods from benchmark in large size feois.

There are many due date related important criteniah we

RADITIONAL manufacturing systems have taken manyonsidered cumulative tardiness penalty as the imgstrtant
general forms. In increasingly complex manufac@irinobjective. The makespan criterion has been usednagy
environments, more complex manufacturing systemse haresearchers and has been selected for this res&mtedduling

been created in order to address such factors naigedi
capacity and complicated process plans [1, 2]. Sdieeduling
objective in such industries may vary, e.g., makasp
tardiness, earliness, etc. In flexible flow shoperg job must
be processed on at most one machine per stageexiblé
flow shop consists of several stages in seriesotAmay not

revisit a stage that it has already visited. Edabeshas at least going

one machine, and at least one stage must have themeone
machine [1]. In the proposed scheduling problemcasidn’t

achieve the optimal solution by use of exact meshdthe
meta-heuristics are developed in literature asiefit methods
to achieve the nearest solutions to optimal sahstiaViany
researchers worked on these methods and they slettee
develop many different methods.

In 2002, Deb and his colleagues [3] developed a fagsomputational

to minimize makespan and cumulative tardiness éxilfle
flow shops with multiple parallel machines and jabat may
skip stages is the focus of this paper. In thisaesh we
concentrated on GA and developed a new versionabtttased
on DEA concept. We considered makespan and cumwelati
tardiness of jobs as two objective functions whigh are
to minimize them by proposed algorithm,
simultaneously.

The following of paper organized in four differesgctions.
In section Il a DEA background and its differenatires are
presented. Also we provided a numerical exampldetier
illustration of the proposed algorithm. Generalisture of GA
and its developing is presented in section IIl.experimental
design including data generation, parameters gettind
results is provided in section IV. eTh

method based on genetic algorithm called Non-dot@tha conclusion of paper and some future works are ptedein

Sorting Genetic Algorithm Il (NSGAII). In this meth,
solutions are sorted in different sets based ornr then
domination, at first. Then in each set, solutiotig wninimum
distance related to the others have more chancseleeted
and construct next generation. That is, distaniterimn is so
important to carry out crossover.
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section V.

Il. DATA ENVELOPMENT ANALYSIS

General structure of DEA has been introduced byefan
1954 for the first time. Based on his article samsearchers
worked on this new concept and developed two mo@xR
by Charnes, Cooper and Rhodes in 1978 [6] and BEC b
Banker, Charnes and Cooper in 1984 [7]. Now theeeother
models such as FDH, BCC-CCR and CCR-BCC. But th€ BC
and CCR models are the basic models in DEA. The BEA
linear programming based method which evaluateativel
efficiency of Decision Making Units (DMUSs). It canclude
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multiple outputs and inputs without a priori weighénd
without requiring explicit specification of functial forms
between inputs and outputs. It computes a scalasune of
efficiency and determines efficient levels of inpand outputs
for each DMU under evaluation which has a rangeenb to
one [8]. In fact, the DEA solves a linear programgito
evaluate efficiency score of different decision mgkunits
relatively. Each DMU can have some inputs and astpith
different weights. In case of one input and ongoubne can
divide value of output by value of input for evding the
efficiency score of an especial DMU. But, in realmagement
problems usually there are many different pararsegither
with or without specific weights which effect thetdrmination
of efficiency score of a DMU. In this case one dHou
challenge with a decision making problem. In tlésearch, in
order to triumph on formed decision making problera,used

Example: Suppose that five DMUs A, B, C, D and E with
identical outputs and two different inputs achie¥ean five
various chromosomes, are as Table |. Table Il shthes
efficiency score of each DMU according to BCC moddso
we provided the efficient frontier in Fig. 1.

In order for ranking the DMUs, first, we divided eth
makespan of each DMU by the tardiness of it and,tsert
them based on the minimum distance to one, enk,ohthe C
is better than rank of the A.

Ill. DEVELOPEDGENETIC ALGORITHM

GA is the first meta-heuristic method developedeblasn
natural genetic science of body. The GA is a guitiezil
search based algorithm by genetic operators whies to find
an optimal solution in limited iterations. Genetigerators are
the most important factors to improve the method an

BCC input oriented model of DEA technique. We cdesed  getermine diversity and intensity. Those are repetidn,
each individual of population in proposed GA (?acrr‘nutation and crossover. The reproduction operatsed on
chromosome) as a DMU. In DEA each DMU can have tinpjitism strategy and usually transfers 25 percépopulations

and output one or more. In proposed GA we suppdsatl
each DMU has two inputs which are makespan and lative
tardiness. Also we supposed that all DMUs have tidain
outputs, all of them give us processed jobs. Ireotd employ
the DEA technique in GA, we provided a numericairaple
and illustrated efficiency score, efficient fromtiand ranking
of DMUs.

TABLE |
INPUTS ANDOUTPUT OFDMUsS
DMU A B C D E
Inputl 2 5 3 4 6
Input2 5 2 2 4 1
Output 1 1 1 1 1
TABLE I
EFFICIENCY SCORE OFDMUS
DMU A B Cc D E
Efficiency 1 0.82 1 0.73 1
Cumulative
tardines 4
Efficient Frontie
5 4
4
3
2 -
l —
5 T T T T T | —
1 2 3 4 5 6 Makespa

Fig. 1 BCC input oriented efficient frontier gent from observed
data
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with high quality to the next generation with ncaolge. The
mutation always operates on less than 5 percembpidlations
for diversifying and prevents from stick in a loagtimality.
About 70 percent of populations are operated bgsmeer in
order to produce better populations. Usually the &perator
carries out its operation based on a selectiotegtya
In this research we developed a new genetic algoritased
on data envelopment analysis. The chromosome s¢heme
which we used in this paper, adopted from randoyngemetic
algorithm (RKGA) proposed by [1, 2]. We used efioty
concept to sort the individuals in each population.
Furthermore, we used roulette wheel selection egyatfor
crossover. We provided the general structure ofsicened
algorithm as following.
Step 1: Initial population creation
Step 2: fitness function evaluation and chromosome
ordering based on DEA efficiency
Step 3: While (termination condition is not met) te
following:
a) Next generation construction by genetic opesator
b) Updating the chromosomes ordering based on DEA
efficiency
Step 4: Returning the best solutions found on ieffic
frontier

In step 1 we produce an initial generation random
completely. Each chromosome acts as a DMU withihpats,
makespan and cumulative tardiness, and just ongutut.
Then in step 2 we calculate the value of efficienéyeach
DMU in BCC input oriented model as the fitness fimt of
each chromosome. After ordering the chromosomes;amg
out iterative step 3. At first by using the genetperators, i.e.,
crossover, mutation and reproduction, we consttiuet next
generation. We use roulette wheel strategy to belec
candidates. Then we refresh the chromosomes oglerid
prepare them for constructing the next generatiie. apply
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these two stages until condition criterion is nféte condition
criterion can be based on max generation or the @RE
which we consider the max generation for this atgor.
Eventually, proposed algorithm returns the bestutamis
which located on efficient frontier with efficiensgore equals
to one. Of course, we defined two scenarios basedwo
different types of mutation operator. We considei@erse
mutation as the first scenario and pair-wise exghanutation
with cyclic exchange for the second. As shown & ig. 2,
the inverse mutation operator inverses sequencpl in

having parallel machines, medium flexibility by 248 stages
having parallel machines and high flexibility byl atages
being parallel [9, 10]. To determine the numberflekible
stages in flexibility levels 1 and 2 we round up dreater
integer number. If a stage is recognized paratleén we
would determine its machine numbers by integer rers@ or
3, completely random and identical probability. \WMevided
two different ranges for processing time of jolis.okder for
selection of range, we produce a random number tnoifiorm
distribution U(0O, 1), if that greater than or equal 0.2 we

each chromosome. Also, the pair-wise exchange rontat would select the range 1, otherwise range 2. Tiseskipping

operates on a chromosome as the Fig. 3.

‘ 0.34 | 0.56| O.39| O.75| 0.94

0.8}{) 0.4%

‘ 0.45 | 0.85 | 0.92 | 0.75 | 0.39 ‘ 0.56 ‘ 0.34 ‘
Fig. 2 Inverse mutation

inverse

0.65 0.62 | 0.12 0.84 | 0.28 0.39 0.52

pair-wise exchange

‘ 0.52 ‘ 0.65 | 0.62| 0.12 ‘ 0.84‘ 0.28 ‘ 0.39‘
Fig. 3 Pair-wise Exchange with Cyclic Exchange

IV. DESIGN OFEXPERIMENT

A.Data Generation
In this paper we generated experimental data ttuateaand

characteristic in flexible flow shop problems. Maan that
every job processing time is may be equal to zgregecific
possibility. In this paper we used this conceptpbgbability
0.1. For each job, we generateftom U(0, 1); ifr < 0.1 then
processing time of this job is equal to zero. Aliprtant
factors and their levels are represented in Tdhle |

According to these explanations we could produceea?
problems for each size of small, medium and langsblpm
and in general there are 81 test problems that e¢hem
iterates ten independent replicates.

TABLE IV
PROPOSEDALGORITHM FACTOR LEVEL
Factor Levels
Percent of crossovepd) 0.66, 0.70, 0.74
Percent of mutatiorp(n) 0.01, 0.03, 0.05
25, 50, 75 (s)

Number of generatiom§en) 50, 100, 150 (m)

150, 200, 300 (

compare the performance of considered meta-hauristi

Required data to define proposed problem are pmolslize,
jobs processing times, skipping probability andxifidity

level. In flexible flow shops environment problenzes is
defined based on two important parameters: humbégohs
and stages. However, in flexible flow shops theesgntative
parameter for number of machines is number of stage
some stages can have parallel machines. Threeepnosizes
are named by small, medium and large. The range=aci
parameter to determine the problem size are aswsll
Number of stages involves 3, 4 and 5 for smalB and 9 for
medium and 15, 18 and 20 for large problems. Mogeahis
value involves 5, 7 and 9, 15, 18 and 20 and 4@&ntb50 for
the number of jobs. Flexibility level divided intbree levels:
low flexibility as that being represented by 1/3 sthges

TABLE Il
FACTORLEVELS

Levels

3, 4,5(s), 7, 8,9(m), 15, 18) 20

5,7, 9(s), 15, 18, 20(m), 40, 45,
50()

U (25, 50) : Pr(0.8)

U (5, 75) : Pr(0.2)

Factor

Number of Stages

Number of Jobs
Processing times
Skipping probability 0.1

Flexibility 1/3, 2/3, 3/3

* s: small problem, m: medium problem, I: large fdemm
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Number of initial populationpopsize) 100

B. Parameters Setting

Performance of each algorithm is affected by soamous
parameters, significantly. If these values arerdested
correctly, appropriate results won't obtain. In erdo select
the parameters that result in solution with higtalify, we
considered problems in three different sizes thedcdbed
before and selected some problems as a samplelinséze.
Sample sizes are 6 for small, medium and largel@nuh In
this paper we considered some of the importanbfactith
different levels for proposed algorithm. These dastand their
levels are shown in Table IV.

We run proposed algorithm ten independent repkgaty
combination of different factors represented in [€ah and
selection the best combination according to resoiitthem.
Minimizing both of the two considered objective ftions
simultaneously is our measurement. However, the GR& is
an important criterion to realize the best factatues. After
tuning all parameters excepgen, we fixed the best obtained
parameter values and found the best valuengen. The
obtained values for every factor in all three dift sizes are
shown in Table V.
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TABLE V
BESTVALUES FORPROPOSEDALGORITHMS PARAMETERS
Size pc pm ngen
Small 0.70 0.05 50
Medium 0.70 0.05 150
Large 0.70 0.05 300

C.Computational Results

The results of proposed algorithm performance tlyeso
considered problem is presented in this sectiorth B two
scenarios are coded MATLAB 7.1 and are carried out 10
independent runs. Every run records all the noreatsu
Pareto optimal solutions. Scenarios run on a PG wit
PentiumIV 3.0 GHz processor with 51®B of RAM and
WindowsXp professional operating system.

In order to measure the performance of presentgatitiim,
we considered three criteria as MID, RAS and CPhetiThe
CPU time is a known criterion; therefore, we expéal the
two others as (1) and (2).

Zn:Ci
MID =25 0 ¢ =7+ ]

N - F f, —F
Z [ I =4 j-‘-[ F. j
' o ' , F, =min {fli ' fzi} (2)

(1)

RAS = %
TABLE VI
RAS QRITERION COMPARISON
Scenariol Scenario2
Size Mean St. Dev Mean St. Dev
Small 3.546 6.161 2.017 5.049
Medium 5.204 2.132 4.069 1.534
Large 15.905 5.701 14.140 3.177
TABLE VII
MID CRITERION COMPARISON
Scenariol Scenario2
Size Mean St. Dev Mean St. Dev
Small 6025 5802 4170 6107
Medium 30184 13150 28609 15306
Large 207685 76708 191176 74079
TABLE VI
CPUTIME CRITERION COMPARISON
Scenariol Scenario2
Size Mean St. Dev Mean St. Dev
Small 1.2628 0.2477 1.2640 0.2555
Medium 11.332 1.538 11.326 1.513
Large 105.97 16.83 107.10 17.79
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According to (1) and (2), the smallest value of MUDRAS
criterion shows the best performance. In ordenvauate the
performance of proposed algorithm we selected nokted
solutions which positioned on efficient frontierthviefficiency
score of 1. Then we calculated the MID and the RARI
these solutions using (1) and (2).

Interval Plot of RAS
95% ClI for the Mean

204

i1,

g 104
| E * %
04 E
T T T T T T
Scenario inverse pairwise inverse pairwise inverse pairwise
Size Large Medium Small
Interval Plot of MID
95% CI for the Mean
250000
2000004 E %
150000
2]
=
100000
50000
B K3
o = -

T T T T T T

inverse pairwise inverse pairwise inverse pairwise
Large Medium Small

Scenario
Size

Interval Plot of CPU time
95% CI for the Mean

1204
1004 E E
804

60

CPU time

404

204
& &
04 v -

T T
inverse pairwise
Small

T T
inverse pairwise
Medium

T T
inverse pairwise
Large

Scenario
Size

Fig. 3 Interval plot of RAS, MID and CPU time crii@in three sizes

Since the performance of meta-heuristics dependssed
parameters, intensely, the elimination of Paretchisge set
number is an important advantage which is performeBEA
in proposed algorithm. This feature causes not dednto
determine number of optimal solutions for evalugtiof
algorithm performance.
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We compared two different scenarios performancawmy
criteria introduced in (1) and (2) and provided tesults in
Tables VI and VII. The results show that there ae
significantly differences between two scenariossoAlthe
Table VIII presents the performance of two scersaninCPU
time for considered different size which show pregm
algorithm run in a reasonable time. In Fig. 3, preed the
interval plot of RAS, MID and CPU time acquired rio
Minitab 16 statistical software in all differenzes.

V.CONCLUSION

In presented research we considered a multi @iteri
scheduling problem in flexible flow shops to minkmi
makespan and cumulative tardiness of jobs. We mepa@
genetic algorithm as an efficient meta-heuristid developed
a new method based on DEA. For each DMU we corsitler
two different inputs and an identical output. Effitt DMUs
with efficiency score of one, which located on aént
frontier, have more chance to construct the nexiegion.
We evaluated performance of proposed algorithm by
producing empirical experimental data in threeedtéht sizes:

small, medium and large. Then we presented obtained

computational results. The results show that ttgorihm
implements in a reasonable time and it can compitteother
meta-heuristics. For future work DEA can apply ammune
algorithm, ant colony optimization and compare watbposed
algorithm.
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