
 

 

  
Abstract—In this paper, we propose improved versions of DV-

Hop algorithm as QDV-Hop algorithm and UDV-Hop algorithm for 
better localization without the need for additional range measurement 
hardware. The proposed algorithm focuses on third step of DV-Hop, 
first error terms from estimated distances between unknown node and 
anchor nodes is separated and then minimized. In the QDV-Hop 
algorithm, quadratic programming is used to minimize the error to 
obtain better localization. However, quadratic programming requires 
a special optimization tool box that increases computational 
complexity. On the other hand, UDV-Hop algorithm achieves 
localization accuracy similar to that of QDV-Hop by solving 
unconstrained optimization problem that results in solving a system 
of linear equations without much increase in computational 
complexity. Simulation results show that the performance of our 
proposed schemes (QDV-Hop and UDV-Hop) is superior to DV-Hop 
and DV-Hop based algorithms in all considered scenarios. 
 

Keywords—Wireless sensor networks, Error term, DV-Hop 
algorithm, Localization.  

I. INTRODUCTION 
wireless sensor network (WSN) is an interconnected set 
of sensor nodes. Each sensor node consists of three 

components: data sensing, data processing, and wireless 
communication [1]. These nodes have limited resources in 
terms of memory, battery power, and processing. WSNs have 
been used in different settings such as target tracking [2], 
environmental monitoring, smart home applications, disaster 
management, and intelligent transportation [3]. All these 
applications require location of events because sensed data are 
meaningful in the applications only if labeled with geographic 
location information. This makes location estimation of nodes 
(localization) a key issue in WSNs [4]. Global positioning 
system (GPS) is the simplest way of localizing nodes [5]. 
Many applications use hundreds or thousands of sensor nodes. 
The use of GPS in each node makes the network expensive, 
and overall consumption of energy increases. These issues 
make GPS infeasible for localization in WSN [6]. Designing a 
realistic localization algorithm for WSNs with less hardware 
requirement, limited power consumption, and lower 
computational cost is a challenging assignment [7]. 

Various localization algorithms have been proposed for 
WSNs, which have been categorized as range-based and 
range-free algorithms [8]. The range-based algorithms use 
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absolute point-to-point distance estimates or orientation 
information between neighbor nodes for localization [9]. 
These algorithms provide higher localization accuracy but 
require additional hardware for measurement of distance or 
angle information and are thus expensive for large-scale 
sensor networks [10]. On the other hand, range-free 
algorithms do not need the distance or orientation information 
between nodes. They need only network connectivity 
information for localization of nodes. Although range-free 
algorithms provide more cost-effective localization, their 
results are less precise than range-based algorithms [11]. The 
cost-effectiveness and simplicity in application of range-free 
algorithms motivate researchers to improve their localization 
accuracy [12]. Some typical range-free algorithms are 
Centroid [13], Amorphous [14], approximate point-in triangle 
test (APIT) [8], and distance vector-hop (DV-Hop) [15], of 
which DV-Hop is the most popular because of its facility, 
feasibility, and good coverage quality.  

In this paper, we focus only on the range-free algorithm 
DV-Hop and propose improvement over the DV-Hop 
localization algorithm for WSNs. The proposed methods 
improve localization accuracy without increasing hardware 
cost and communication messages in the network. In these 
approaches, first error terms are separated from estimated 
distances between unknown node and anchor nodes, which 
then minimizes these error terms by using quadratic 
programming to improve the localization accuracy (which will 
be referred to as QDV-Hop algorithm in this paper). 
Furthermore, computationally complex quadratic 
programming problem solver is replaced by unconstrained 
formulation, which results in solving a system of linear 
equations; we call it UDV-Hop algorithm. Simulation results 
show that the performance of our proposed methods (QDV-
Hop and UDV-Hop) are superior to typical DV-Hop 
algorithm, improved DV-Hop localization algorithm for 
WSNs (IDV-Hop) [16] and improved DV-Hop localization 
algorithm with reduced node localization error for WSNs 
(RNLEDV-Hop) [17].  

The rest of the paper is organized as follows: section II 
presents related work. The proposed works are described in 
section III. In section IV, simulation results are shown and 
localization performances are discussed. Section V illustrates 
the communication cost and computational efficiency of the 
algorithms. Finally in section VI, we conclude the paper. 

II. RELATED WORK 
In the DV-Hop algorithm, location of unknown nodes 

(sensor nodes that do not know their location) is calculated by 
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using some anchor nodes (nodes that know their location by 
GPS). The main drawback of the DV-Hop algorithm is that the 
estimated distances between nodes are prone to error. The 
error in the estimated distance between nodes is the cause of 
poor localization accuracy. 

Numerous improvements of DV-Hop algorithm such as 
[16], [17]−[19] etc. have been proposed to improve 
localization accuracy. Furthermore, some improvements to the 
DV-Hop algorithm are also based on range-based techniques 
such as received signal strength indicator (RSSI). In [20], 
distance between the nodes is estimated by using RSSI to 
reduce the ranging error, but [21] shows that RSSI is not an 
appropriate distance measurement in a noisy environment. The 
accuracy of using RSSI is not only highly sensitive to 
multipath, fading, and other sources of interference but also 
requires additional hardware. To make discussion easy, here 
we discuss DV-Hop and its improvements [16] and [17] in 
brief. 

A. DV-Hop Algorithm 
The DV-Hop algorithm consists of three steps. In the first 

step, each anchor node broadcasts beacon packets with its 
location information and hop count value is initialized by 1. 
Each node in the network, which receives beacon packets, 
maintains a table ),,( iii hopyx  for every anchor node, where 

),( ii yx  is the coordinate of anchor node i  and ihop  is the 
minimum number of hops from anchor node i . If a received 
packet contains the lesser hop count value to a particular 
anchor node, the hop count value of the table is replaced with 
hop count value of the received packet, and this packet is 
forwarded in the network with increasing hop count value by 
one. Otherwise this packet is discarded. By this mechanism, 
all nodes in the network obtain minimum hop count value 
from every anchor node. 

In the second step, the anchor node calculates the average 
size for one hop from other anchor nodes by (1) 
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where ),( ii yx and ),( jj yx are the coordinate of anchor node 

i and j , and ijh is the minimum number of hops between 

anchor nodes i and j . After calculating hop-size, each anchor 
node broadcasts its hop-size in the network by using 
controlled flooding. When an unknown node receives this 
hop-size information, it saves the first arrived message (hop-
size) and then transmits to neighbors. By this, most nodes 
receive hop-size of the nearest anchor node. When an 
unknown node p receives hop-size information from an 
anchor node, it calculates the distance between itself and 
anchor node by (2). 
 

pkipk hopHopSized ×=                           (2) 

where iHopSize  is the hop-size that the unknown node p  

obtains from the nearest anchor node i  and pkhop  is the 

minimum number of hops between unknown node p  and 
anchor node k . 

In the final step, each unknown node estimates its location 
by polygon method. Let location (coordinate) of unknown 
node p  is ),( yx , location of thi  anchor node is ),( ii yx , and 
the distance between the anchor node  i  and unknown node 
p  is id  . Therefore, distance of unknown node p  from n  

anchor nodes is given by (3) 
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Subtracting the last equation from previous 1−n  

equations, simplifying and writing in matrix form, we obtain; 
 

BAX = ,                                      (4) 
 
where A , B , and X  are given as: 
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and [ ]'yxX =              
 

Applying least square method in (4), location of unknown 
node p  is obtained by (5). 
 

BAAAX ')'( 1−=                                  (5) 
 
where 'A  represents the transpose of matrix A . 

1. Error Analysis of DV-Hop Algorithm 
In the DV-Hop algorithm, it is assumed that the minimum 

hop path between nodes is similar to a straight line, but in 
practical applications, it is not so. The communication range 
of each node in the network is not a standard circle ideally 
because it is anomalistic polygon. This is associated with the 
influence of network topology that makes every hop distance 
much different from others. If the average distance of per hop 
is used to estimate the distance between an anchor node and an 
unknown node, the estimated distance is different from the 
true distance. The difference between the estimated and true 
distance is called ranging error, which is the cause of 
localization error [22]. Example 1 explains the generating 
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process of ranging error [18], [23].  

Example 1: 
In Fig.1, 1A , 2A , and 3A  are anchor nodes. U  is the 

unknown node that needs to be localized. These anchor nodes 
know the distance from each other; in Fig.1, the distance is 40, 
40, and 30. The number of hops between U  and 1A  is 1, 
between U  and 2A  is 3, and between U  and 3A  is 2. The 
distance between 1A  and U  is 5. Let the length of other each 
hop is 10. In DV-Hop algorithm, anchor nodes 1A , 2A , and 

3A  calculate the average distance of per hop (hop-size) as 
follows: 

 
1A : (40+30)/(4+3) = 10; 
2A : (40+40)/(4+5) = 8.88; 
3A : (30+40)/(3+5) = 8.75; 

 
Fig. 1 Error analysis of DV-Hop algorithm 

 
After calculating the hop-size, anchor nodes broadcast it in 

the network. The unknown node saves the first received value 
of hop-size. In Example 1, anchor nodes 1A , 2A , and 3A  
will broadcast their hop-size 10, 8.88, and 8.75, respectively. 
The unknown node U  is only one hop away from the anchor 
node 1A ; therefore, it will receive the first message from 1A . 
The hop-size of the unknown node U  will be 10. The 
unknown node U  estimates the distance between itself and 
anchor nodes. The distance between unknown node U  and 

1A  is 10, between U  and 2A  is 30, and between U  and 3A  
is 20. The true distance between U  and 1A  is 5, whereas the 
estimated distance is 10. Then ranging error for 1A  is 10 – 5 
= 5, which is 50%. Due to this error, estimated location of 
unknown node U  will be erroneous.  

On the basis of the above analysis, we conclude that the 
localization accuracy of the DV-Hop algorithm is affected by 
ranging errors. 

B. An Improved DV-Hop Algorithm (IDV-Hop) [16] 
IDV-Hop improves the localization accuracy of DV-Hop 

algorithm by modifying the second and third steps of DV-Hop 
algorithm. 

In the second step, each anchor node broadcasts a packet 
that contains its hop-size with its identity in the network. If a 
node receives this packet, it adds this information in its table 
and broadcasts it to neighbor nodes. When an unknown node 
obtains hop-size of every anchor node, which is estimated by 
anchor nodes in the second step of DV-Hop algorithm, the 
average hop-size is calculated by (6)  

 
( ) nHopSizeHopSize iavg /∑=                    (6) 

 
where n  is the number of anchor nodes.  

Now, the unknown node estimates its distance from the thi  
anchor node by (7) 
 

avgii HopSizehopsd ×=                       (7) 

 
where ihops  is the number of hops between unknown node 

and the thi anchor node. 
In the third step, the 2-D Hyperbolic location algorithm [24] 

is used in place of traditional triangulation algorithm to 
estimate the location of unknown nodes.  

In the second step of this algorithm, unknown node receives 
the hop-size from all anchor nodes and forwards it to neighbor 
nodes to estimate the average hop-size. In receiving and 
forwarding hop-size messages from all anchor nodes, 
communication cost of the algorithm increases. Therefore, the 
improvement in localization accuracy compared with DV-Hop 
costs increased communication. 

C. An Improved DV-Hop Algorithm with Reduced Node 
Location Error (RNLEDV-Hop) [17] 

In RNLEDV-Hop, the second and third steps of DV-Hop 
are modified to improve the localization accuracy. In the 
second step, after calculating the hop-size by the second step 
of the DV-Hop, each anchor node i  estimates the distance 
from every other anchor node j  by (8). 

 

jii
ji

est hHopSized ,
, ×=     ∀  ji ≠                  (8) 

 
where jih ,  is number of hops between anchor nodes i  and j . 

On the other hand, the true distance between anchor nodes 
i  and j  is 

 
22, )()( jiji

ji
true yyxxd −+−=                  (9) 

 
where ),( ii yx and ),( jj yx are coordinate of anchor node i  

and j . 
The difference between the estimated distance and the true 

distance is corresponding to estimation error denoted as jie ,  in 
(10). 
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By using this estimated error, the anchor node estimates its 
effective average hop-size by (11) 
 

kiji

kiji

i
ji

eff hh
eeHopsizeHopSize

,,

,,
,

+
+

−=             (11) 

 
where k  is the nearest anchor node from the anchor node i . 

Each anchor node broadcasts its effective hop-size in the 
network. When unknown node p  receives effective hop-size 
from any anchor node, it estimates the effective distance from 
the anchor node j  by (12) 

 
 jp

ji
eff

jp
eff hHopSized ,

,, ×=                      (12) 

 
where i  is the nearest anchor node from unknown node p . 

In the third step, by using the effective distance, unknown 
node estimates its location by 2-D Hyperbolic location 
algorithm. The covariance matrix of range estimation error is 
also used as weighted matrix for localization improvement. 

Localization accuracy of this algorithm is better than DV-
Hop. But each anchor node involves extra computation of 
effective hop-size to refine the hop-size. Again, the 
computation of the covariance matrix of range estimation error 
increases computational work. 

III. PROPOSED ALGORITHMS 
In this paper, we mainly focus on the third step of DV-Hop 

algorithm. Communication ranging error introduces error in 
estimating the distance between the unknown node and the 
anchor node, calculated by hop-size and number of hops that 
affects the localization accuracy of DV-Hop algorithm. In the 
proposed approaches, we try to enhance the localization 
accuracy by two methods, viz., QDV-Hop and UDV-Hop.  In 
QDV-Hop algorithm, we first separate error terms from 
estimated distances between the unknown node and anchor 
nodes and then minimize the effect of these error terms by 
using quadratic programming to obtain better localization 
accuracy. Quadratic programming needs special and 
computationally costlier optimization tool-box. To obviate the 
need of quadratic programming solver, we propose UDV-Hop 
algorithm that provides similar localization accuracy as in 
QDV-Hop algorithm. In UDV-Hop algorithm, error terms 
from estimated distances between the unknown node and 
anchor nodes are separated in the same way as in QDV-Hop 
algorithm. Then, these error terms are minimized by using 
unconstrained optimization method. In both the schemes, the 
error terms are separated in the same way. 

A. Separation of Error Terms 
We first separate the error terms from estimated distances 

between the unknown node and anchor nodes and then convert 
the system of equations (made by measuring the distances 
between the unknown node and anchor nodes) into linear form 
in which error terms are in explicit form. 

Let the true distance between unknown node p ),( yx  and 
anchor node i ),( ii yx  be ii ed + , where id  is the estimated 
distance calculated by hop-size and number of hops between 
unknown node p  and anchor node i , and ie  is correction a 

factor corresponding to the estimated distance id . This 

correction factor ie  is equivalent to error in estimated distance 
between unknown node p  and anchor node i . Thus, the 
distance of the unknown node p  from the anchor node i , 

ni ...,,2,1=∀  is described by (13). 
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Subtracting the last equation from first 1−n  equations and 

dividing both side by 2
nd , and with assumption nn ed >> , we 

can neglect the terms ( ) 222 / nin dee − , 1...,,2,1 −=∀ ni . 
Now simplifying them, the system of 1−n  equations is 
obtained to be 
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where, ia , ib , ic , c  and iD  1...,,2,1 −=∀ ni  are 
constants, defined as  

2/)(2 nini dxxa −= , 2/)(2 nini dyyb −= , 2/2 nii ddc −= , 

ndc /2= ,    ( ) 1/)()( 222222 −++−+= niiinni ddyxyxD  
The system of 1−n  equations (14) has 2+n  variables 

neeeyx ...,,,,, 21 . This underdetermined system of equations 
can be rewritten in matrix form as  

 
DGZ =                                    (15) 
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]'[ 121 −= nDDDD , and ]'[ 1 neeyxZ = .  

Here, ie  ni ...,,2,1=∀  are error terms.   
Since the underdetermined system of equations usually has 

infinitely many solutions, it does not meet our requirement of 
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localizing the unknown node. On the other hand, our aim is to 
obtain better localization accuracy with less computational 
cost. In our problem, better localization accuracy can be 
obtained by minimizing the magnitude of error terms. We 
exploit the above factors by minimizing the magnitude of error 
terms neee ...,,, 21  while using (15) as a set of constraints for 
the minimization problem. 

B. QDV-Hop Algorithm 
The first part of QDV-Hop algorithm (separation of error 

terms from distances estimated between the unknown node 
and anchor nodes) is described above in section 4.1. Now, 
norm-2 of error terms 1e , 2e , 3e ,…, ne  is minimized by using 
quadratic programming. The minimization problem of (15) in 
quadratic form can be obtained as  

 

∑
=

n

i
ie

e
i 1

2min , subject to DGZ =                              

 
where G , D , and Z  are defined by equation (15). 

The distance between the unknown node and the anchor 
node is estimated by using hop-size and number of hops. Hop-
size for each pair of unknown node and anchor node is 
erroneous. The anchor nodes that are far are assumed to have 
more erroneous assessment of distance. Thus, an appropriate 
weight matrix can be used that prefers the distance provided 
by nearer anchor nodes compared with farther ones. 
Therefore, further improvement in accuracy of unknown node 
localization can be achieved by introducing weight matrix in 
the objective function of the above problem. 

 
Wee

e
'min , subject to DGZ =                  (16) 

 
where W  is the weight matrix defined as 
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where ipw ,  is the weight of the unknown node p  for the thi  

anchor node and is given as ( ) 1
,,

−= ipip hw , where iph ,  is the 

minimum number of hops between the unknown node p  and 
the anchor node i . 

In solving (16), error terms 1e , 2e , 3e ,…, ne  are minimized, 
together with coordinate of unknown node  ),( yx  contained 
in the variable Z  also obtained. Results obtained by QDV-
Hop algorithm are superior to DV-Hop, IDV-Hop, and 
RNLEDV-Hop.  But the use of quadratic programming to 
minimize error terms requires a special quadratic tool box that 
makes heavy computation and hence increases consumption of 

time and energy. A WSN cannot allow high energy 
consumption and computation time to improve localization 
accuracy. Therefore, to overcome these drawbacks, we 
minimize error terms by using unconstrained optimization 
method that provides localization accuracy of the same order 
as that obtained by using quadratic programming tool. 

C. UDV-Hop Algorithm 
The first part of UDV-Hop algorithm (separation of error 

terms from distances estimated between the unknown node 
and anchor nodes) is depicted above in section 4.1. Here, we 
minimize the error terms by using unconstrained optimization 
method. 

The quadratic form of the problem (15) minimizes the 
correction factor and is obtained as (16). In this section, we 
reformulate the problem (16) as an unconstrained 
minimization problem as: 

 
)||||'(min 2DGZWee

e
−+ν ,                   (17) 

 
where 0>ν  is a constant and W  is the weight matrix defined 
in (16). Now in (17)  
Let 2||||' DGZWeeL −+= ν .  

The optimization problem (17) will have optimal solution, 
where L∇  vanishes and Hessian matrix L2∇  of the 
optimization problem should be positive definite.  

Below, we find L∇  and L2∇ . 
Let WeeL '1 =  and 2

2 |||| DGZL −=ν  
Converting WeeL '1 =  in terms of Z , we obtain 
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Writing PZZL '1 =  in summation form, we obtain: 
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Differentiating it with respect to Z  
 

∑∑
+

=

+

=

+=
∂
∂ 2

1

2

1

1
n

i
iij

n

j
j PZZP

Z
L

αα
α

2...,,2,1 +=∀ nα .  (18) 

 
Matrix form of (18) be  
 

ZPPZL '1 +=∇ . 
 

As P  is symmetric matrix; therefore, 
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PZL 21 =∇                                   (19) 
 
Differentiating (18) with respect to Z  
 

∑∑
+

=

+

=

+
∂

∂
=

∂∂
∂ 2

1

2

1

1
2

)(
n

i
iij

n

j
j PZZP

ZZZ
L

αα
βαβ

     

2...,,2,1, +=∀ nβα . 

βααβ
αβ

PP
ZZ

L
+=

∂∂
∂ 1

2
. 

 
Its matrix form be 
 

PL 21
2 =∇                                  (20) 

 
Consider                  2

2 |||| DGZL −=ν  
                  )()'( DGZDGZ −−=ν . 

 
Writing  2L  in summation form, 
 

∑ ∑
−

=

+

=

−=
1

1

2
2

1
2 )(

n

i

n

j
ijij DZGL ν . 

 
Differentiating 2L  with respect to Z , 
 

α
α

ν i

n

i

n

j
ijij GDZG

Z
L ∑ ∑

−

=

+

=

−=
∂
∂ 1

1

2

1

2 )(2 2...,,2,1 +=∀ nα .  (21) 

 
Matrix form of (21) be 
 

)('22 DGZGL −=∇ ν .                         (22) 
 
Differentiating (21) with respect to Z , 
 

])(2[
1

1

2

1

2
2

α
βαβ

ν i

n

i

n

j
ijij GDZG

ZZZ
L ∑ ∑

−

=

+

=

−
∂

∂
=

∂∂
∂  

 
2...,,2,1, +=∀ nβα . 

 

∑
−

=

=
∂∂

∂ 1

1

2
2

2
n

i
ii GG

ZZ
L

βα
αβ

ν . 

 
Its matrix form be 
 

GGL '22
2 ν=∇ .                              (23) 

 
Now L∇  is calculates by (19) and (22), 
 

)('22 DGZGPZL −+=∇ ν .                 (24) 
 

For stationary points, equating L∇  to 0, we get 
 

0)('22 =−+ DGZGPZ ν  
0'2)'(2 =−+ DGZGGP νν  

DGGGPZ ')'( 1νν −+= .                    (25) 
 
Find L2∇  by (20) and (23), 
 

)'(22 GGPL ν+=∇ .                        (26) 
 
Now, optimization problem (17) has an optimal solution, if 

the Hessian defined in (26) is a positive definite. In Theorem 1 
below, we prove that the Hessian is a positive semi-definite. 

Theorem.1 The Hessian matrix defined in (26) is a positive 
semi-definite.  

Proof: For any positive semi-definite matrix [25] mmS × ,  

0' ≥λλ S , mR∈∀ λ . 
 
Considering  λνλλλ )]'(2[)( '2' GGPL +=∇    

     λλνλλ GGP '22 '' += . 
Expanding the first term  
 

∑
+

=

=
2

1

2' 22
n

j
jjjPP λλλ . 

 
Since P  is a diagonal matrix with first two diagonal 

elements as zero and rest as strictly positive.  
 

Thus, 02
2

1

2 ≥∑
+

=

n

j
jjjP λ . 

 
Considering the second term  
 

0||||2'2 2' ≥= λνλλν GGG . 
 
Therefore, 0)(' 2 ≥∇ λλ L  2+∈∀ nRλ  that proves Hessian 

defined in (26) is a positive semi-definite. But Hessian defined 
in (26) should be a positive definite to ensure unique solution 
of equation (25). Thus, Tikhnov’s regularization term Iδ  
(where R∈< δ0  and I  is the identity matrix of order 2+n
), is added to Hessian defined in (26) to make it a positive 
definite. Hence, using the Tikhnov’s regularization term Iδ  in 
(25), unique solution of our problem will be given by (27) 
 

DGIGGPZ ')'( 1νδν −++= .                   (27) 
 
Equation (27) obtains the coordinate ),( yx  of unknown 

node included in Z  while minimizing error in distance. The 
solution provided by UDV-Hop scheme reduces 
computational effort significantly and thus improves energy 
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and time efficiency of the system to estimate the coordinate of 
unknown nodes. 

IV. SIMULATION RESULTS AND PERFORMANCE ANALYSIS 
To demonstrate the effectiveness of the proposed 

algorithms, simulation experiments are performed on 
randomly generated scenarios.  The results are compared with 
other algorithms viz. DV-Hop, IDV-Hop, and RNLEDV-Hop. 
All simulations are conducted on MATLAB 2008b. The 
simulations of all the algorithms including our proposed 
algorithm run on 100 times randomly generated sensor node 
deployment scenarios, and the average values are used for 
comparison. 

The experimental region is taken to be a square of fixed 
area 100 m × 100 m in all the experiments. The sensor nodes 
are randomly distributed in the region. Each node (unknown 
or anchor) has the same communication radius. 

In the simulation, the localization error is defined as the 
average error function illustrated in (28). 

 

Localization Error (LE)
)(

)()(
1

22

nNR

yyxx
N

ni

a
i

e
i

a
i

e
i

−×

−+−
=

∑
+= ,  (28) 

 
where ),( a

i
a
i yx  is the true coordinate of the unknown node i

, the estimated coordinate of the unknown node i  is ),( e
i

e
i yx , 

R  is the communication radius of the sensor nodes, N  is the 
total number of the nodes in the sensor field, and n  is the 
number of anchor nodes. Lower localization error of the 
algorithm shows better performance. Since localization error 
calculated from (28) depends on number of unknown nodes, 
number of anchor nodes and communication radius of sensor 
nodes, following simulation experiments are conducted to 
analyze the behavior of localization error: 
• Experiment 1: On changing the total number of nodes. 
• Experiment 2:  On changing the percentage of anchor 

nodes to the total number of nodes. 
• Experiment 3:  On changing the communication radius of 

sensor nodes. 
In the real-time scenario, radio signals are affected by the 

environment. Therefore, the communicating radius of the 
sensor nodes does not make standard circle but an anomalous 
polygon. Each experiment considers three different scenarios 
of communication ranging error 0–10%, 0–20% and 0–30% to 
evaluate and compare the performance of our proposed 
methods (QDV-Hop and UDV-Hop) with DV-Hop, IDV-Hop, 
and RNLEDV-Hop.  

Experiment 1. On changing the total number of nodes 
In this simulation experiment, the total number of nodes 

varies from 200 to 500 for three different scenarios of 
communication ranging error 0–10%, 0–20%, and 0–30%. 
The number of anchor nodes is 10% of the total nodes, and the 
communication radius is assumed to be 15 m.  

In Fig. 2(a), Fig. 2(b), and Fig. 2(c), variations in 

localization error are recorded by increasing the total number 
of nodes. From these figures, we observe that as the number of 
total nodes increases in the region, localization error of DV-
Hop, IDV-Hop, RNLEDV-Hop, and proposed methods 
(QDV-Hop and UDV-Hop) decreases. With increasing total 
number of nodes in the network, the average number of 
neighbors of each node increases. Hence, the network 
becomes well connected. Also, the shortest hop path has lesser 
deviation from the line joining the anchor pairs. Thus, the 
average hop-size of the anchor node will be more accurate, 
and the estimated distance between the anchor node and the 
unknown node will be closer to its true distance. Therefore, 
localization error of the algorithm decreases with an increase 
in the number of unknown nodes. 

 

 
Fig. 2(a) Total number of nodes vs. localization error with 0–10% 

communication ranging error 
 

 
Fig. 2(b) Total number of nodes vs. localization error with 0–20% 

communication ranging error 
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Fig. 2(c) Total number of nodes vs. localization error with 0–30% 

communication ranging error 
 
In Fig. 2(a), Fig. 2(b) and Fig. 2(c), we observe that the 

proposed algorithms (QDV-Hop and UDV-Hop) have about 
18%, 19%, and 23% lesser localization error on average 
compared with DV-Hop for communication ranging error 0–
10%, 0–20%, and 0–30%, respectively. On the other hand, the 
average localization error of proposed algorithms (QDV-Hop 
and UDV-Hop) is about 11%, 13%, and 15% lesser compared 
with IDV-Hop and RNLEDV-Hop. As the communication 
ranging error increases, the localization error of all algorithms 
also increases, but this increment is less for the proposed 
approaches compared with other algorithms. 

Experiment 2.  On changing the percentage of anchor nodes 
to the total number of nodes 

This experiment is conducted by changing the percentage of 
anchor nodes from 5% to 30% of total number of nodes in 
three different scenarios of communication ranging error 0–
10%, 0–20%, and 0–30%.  The total number of nodes is kept 
fixed at 300, and communication radius is kept constant at 15 
m. 

In Fig. 3(a), Fig. 3(b), and Fig. 3(c), variation in localization 
error with change in percentage of anchor nodes to the total 
number of nodes is observed. From these figures, we examine 
that as the number of anchor nodes increases in the region, 
localization error of DV-Hop, IDV-Hop, RNLEDV-Hop, and 
proposed schemes (QDV-Hop and UDV-Hop) decreases. 
When the number of anchor nodes increases in the network for 
a fixed number of total nodes, the number of hops between the 
anchor and unknown nodes decrease. Due to lesser number of 
hops, distance between the unknown node and the anchor 
node is less erroneous. Therefore, the estimated distance 
between the unknown node and the anchor node is closer to 
the true distance. Hence, localization error of the algorithm 
decreases. 

 

 
Fig. 3(a) Percentage of anchor nodes vs. localization error with 0–

10% communication ranging error 
 
In Fig. 3(a), Fig. 3(b), and Fig. 3(c), it can be observed that 

localization error is reduced by about 17%, 18%, and 19% 
when results of proposed algorithms (QDV-Hop and UDV-
Hop) are compared with DV-Hop for communication ranging 
error 0–10%, 0–20%, and 0–30%, respectively. The average 
localization errors of proposed methods (QDV-Hop and UDV-
Hop) are about 12%, 12%, and 13% lesser, respectively, 
compared with IDV-Hop and RNLEDV-Hop. It is also 
observed that as the communication ranging error increases, 
the localization error of all the algorithms increase, but this 
increment is lesser for the proposed approaches than for other 
algorithms. 

 

 
Fig. 3(b) Percentage of anchor nodes vs. localization error with 0–

20% communication ranging error 
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Fig. 3(c) Percentage of anchor nodes vs. localization error with 0–

30% communication ranging error 
 
Experiment 3. On changing the communication radius of 

sensor nodes 
To understand variation in performance of all the 

algorithms while varying communication radius of sensor 
nodes, we conducted experiments with the total number of 
nodes fixed at 300 and anchor nodes at 10% of the total nodes 
in all considered scenarios of ranging error 0–10%, 0–20%, 
and 0–30%. From Fig. 4(a), Fig. 4(b), and Fig. 4(c), it is 
observed that as the communication radius of sensor nodes 
increases, localization error of DV-Hop, In IDV-Hop, 
RNLEDV-Hop, and proposed algorithms (QDV-Hop and 
UDV-Hop) decreases. Also, with increase in communication 
radius for a fixed number of nodes, the network connectivity 
gets increased. Consequently, the number of neighboring 
anchor nodes per unknown node will increase. Therefore, 
localization error of the algorithm decreases. 

 

 
Fig. 4(a) Communication range vs. localization error with 0–10% 

communication ranging error 
 

 
Fig. 4(b) Communication range vs. localization error with 0–20% 

communication ranging error 
 

 
Fig. 4(c) Communication range vs. localization error with 0–30% 

communication ranging error 
 
Fig. 4(a), Fig. 4(b), and Fig. 4(c), show that proposed 

algorithms (QDV-Hop and UDV-Hop) have about 13%, 13%, 
and 15% lesser error on average than DV-Hop for 
communication ranging error 0–10%, 0–20%, and 0–30%, 
respectively. On the other hand, average localization error is 
reduced by about 9%, 9%, and 12%, respectively, when results 
of proposed schemes (QDV-Hop and UDV-Hop) are 
compared with IDV-Hop and RNLEDV-Hop algorithms. It is 
thus observed that as the communication ranging error 
increases, the localization error of all algorithms increases, but 
for the proposed algorithm, this increase is lesser than for 
other algorithms. 

V. COMMUNICATION COST AND COMPUTATIONAL EFFICIENCY 
The cost-effectiveness is a significant issue with 

improvement in the localization accuracy of the algorithm.  
Therefore, in this section we discuss the communication cost 
and computational complexity of the algorithms. 

A. Communication Cost 
The communication cost of the algorithms is represented by 

the number of transmitting and receiving packets by the nodes 
in the localization process. All the localization algorithms 
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(DV-Hop, IDV-Hop, RNLEDV-Hop, QDV-Hop, and UDV-
Hop) have three steps. Communications between nodes take 
place only in the first two steps. Communications in the first 
step of DV-Hop, IDV-Hop, RNLEDV-Hop, QDV-Hop, and 
UDV-Hop are same. In the second step of DV-Hop, 
RNLEDV-Hop, QDV-Hop, and UDV-Hop algorithms, 
unknown nodes receive only first-arrived hop-size message 
and forward it to their neighbor nodes. In IDV-Hop algorithm, 
unknown nodes receive hop-size messages from all anchor 
nodes and forward to their neighbor nodes. On receiving and 
forwarding all hop-size messages to their neighbor nodes in 
IDV-Hop, unknown nodes in IDV-Hop need more 
communicational work than those in DV-Hop, RNLEDV-
Hop, QDV-Hop, and UDV-Hop algorithms. Extra 
communicational work increases communication cost of IDV-
Hop. As discussed earlier that first two steps of QDV-Hop and 
UDV-Hop are same as in DV-Hop, the communication cost of 
QDV-Hop and UDV-Hop algorithms are same as the 
communication costs of DV-Hop and RNLEDV-Hop 
algorithm but lower than that of IDV-Hop algorithm. 

B. Computational Efficiency 
Computational efficiency is used to explain properties of an 

algorithm relating to how much various types of resources it 
consumes. By the simulation experiments we discuss 
localization time of the nodes for two cases.  

Case 1: When the total number of nodes varies and the 
percentage of anchor nodes is fixed. 

Case 2: When the percentage of anchor nodes varies and the 
total number of nodes is fixed. 

Case 1. When the total number of nodes varies and the 
percentage of anchor nodes is fixed 

In the simulation experiment, 10% of total nodes are taken 
as anchor nodes and communication radius is 15 m. The total 
number of nodes varies from 200 to 500. Table 1 shows the 
comparison of localization time for the algorithms. It is 
observed that localization time of QDV-Hop and UDV 
algorithms are more than localization time of DV-Hop, IDV-
Hop, and RNLEDV-Hop, but localization time of UDV-Hop 
is comparable with the localization time of DV-Hop, IDV-
Hop, and RNLEDV-Hop.  On an average, the UDV-Hop 
algorithm is 410 −  seconds slower than DV-Hop, IDV-Hop, 
and RNLEDV-Hop algorithms. Meanwhile, localization error 
is reduced significantly. Therefore, we need to balance the 
localization accuracy and the calculation in the practical 
application. 

 
 
 
 
 
 
 
 
 
 

 

TABLE I  
COMPARISON OF LOCALIZATION TIME (IN SECOND) TO CHANGE IN THE 

TOTAL NUMBER OF NODES 
Total 
nodes 

Localization algorithms 

DV-Hop IDV-
Hop 

RNLEDV-
Hop 

QDV-
Hop 

UDV-
Hop 

200 0.0243 0.0112 0.0226 1.4368 0.0460 

250 0.0374 0.0203 0.0341 1.7993 0.0737 

300 0.0539 0.0286 0.0488 2.1775 0.1005 
350 0.0734 0.0398 0.0674 2.5556 0.1496 

400 0.0981 0.0517 0.0894 3.0640 0.1968 
450 0.1238 0.0631 0.1138 3.4247 0.2853 

500 0.1547 0.0753 0.1414 3.7695 0.3433 

 
Case 2. When the percentage of anchor nodes varies and 

the total number of nodes is fixed 
In this case, for simulation experiment, the total number of 

nodes is 300 and communication radius is 15 m. Anchor node 
varies from 5% to 30%. Table 2 shows localization time of the 
algorithms. Localization time of QDV-Hop algorithm is 
higher than those of other algorithms, but localization time of 
UDV-Hop algorithm is comparable with those of DV-Hop, 
IDV-Hop, and RNLEDV-Hop algorithms.  On an average, 
UDV-Hop algorithm takes 410 − more seconds than DV-Hop, 
IDV-Hop, and RNLEDV-Hop algorithms to localize an 
unknown node. Though the proposed algorithm is little slow 
yet it proves its effectiveness by achieving better localization 
accuracy.  

 
TABLE II 

COMPARISON OF LOCALIZATION TIME (IN SECOND) TO CHANGE IN THE % OF 
ANCHOR NODES 

% of 
anchor 
nodes 

Localization algorithms 
DV-
Hop 

IDV-
Hop 

RNLEDV-
Hop 

QDV-
Hop 

UDV-
Hop 

5 0.0290 0.0091 0.0259 2.2489 0.0576 
10 0.0523 0.0103 0.0494 2.1820 0.1002 

15 0.0801 0.0150 0.0794 2.1158 0.1685 

20 0.0988 0.0332 0.1145 2.3016 0.2317 
25 0.1186 0.0647 0.1575 3.5419 0.3154 

30 0.1389 0.0731 0.2078 3.4157 0.3534 

VI. CONCLUSION 
In this paper, we improve the localization accuracy of DV-

Hop algorithm without increasing computational complexity 
and requiring any other tool. We proposed two improved 
schemes, i.e., QDV-Hop and UDV-Hop. In both schemes, 
error terms are separated from the estimated distances between 
unknown node and anchor nodes in the same way. QDV-Hop 
algorithm minimizes the error terms by using quadratic 
programming that requires optimization tool box. The 
requirement of the computationally costlier quadratic tool box 
can be obviated by introducing the UDV-Hop algorithm. In 
UDV-Hop algorithm, error terms are minimized by using 
unconstrained optimization problem that results into solving a 
system of linear equations without involving iterative 
procedure. The experiments verify better performance 
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obtained by QDV-Hop and UDV-Hop against DV-Hop, IDV-
Hop and RNLEDV-Hop algorithms, in all considered 
scenarios.  

The improved localization accuracy in the proposed work 
has proved its application. Future directions for this work 
include reducing computational complexity while further 
improving accuracy of localization using some other methods. 
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