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Abstract—This paper is concerned with the production of an
Arabic word semantic similarity benchmark dataset. It is the first of
its kind for Arabic which was particularly developed to assess the
accuracy of word semantic similarity measurements. Semantic
similarity is an essentiadl component to numerous applications in
fields such as natural language processing, artificia intelligence,
linguistics, and psychology. Most of the reported work has been done
for English. To the best of our knowledge, thereis no word similarity
measure developed specificaly for Arabic. In this paper, an Arabic
benchmark dataset of 70 word pairs is presented. New methods and
best possible available techniques have been used in this study to
produce the Arabic dataset. This includes selecting and creating
materials, collecting human ratings from a representative sample of
participants, and calculating the overall ratings. This dataset will
make a substantia contribution to future work in the field of Arabic
WSS and hopefully it will be considered as a reference basis from
which to evaluate and compare different methodologiesin thefield.

Keywords—Arabic categories, benchmark dataset, semantic
similarity, word pair, stimulus Arabic words

|. INTRODUCTION

WORD semantic similarity (WSS) has grown to be an
important part of natural language processing and
information retrieval (IR) for many years. Semantic similarity
is an essential component of numerous applications in the
fields of artificial intelligence, psychology and computational
linguistics, both in the academic community and industry.
Examples comprise word sense disambiguation [1], IR [2],
semantic search (to find pictures, documents, jobs and videos)
[3], [4] and aso in the seeking of biological macromolecules
such as proteins and DNA [5].

Recently new measures have been proposed to cal cul ate the
semantic similarity between two short texts (STSS) of
sentence length which rely largely on computing the similarity
between words in both sentences [6]. These measures are
promising techniques which can play a crucia role in the
development of large number of applications. For example, in
web page retrieval, STSS measure is used to improve retrieval
effectiveness through the calculation of the similarities of page
titles [7]. Text mining can aso benefit from the use of STSS
measure as a criterion to detect unseen knowledge from
textual databases [8]. In the conversational agent / dialogue
system, the employment of the STSS measure can greatly
reduce the scripting process through the use of natura
sentences instead of structural patterns of sentences[9].

These applications show that the calculation of semantic
similarity between two words is a fundamental task which is
frequently represented by similarity between concepts
associated with the compared words.
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There are a number of WSS measures [10] in the literature
which have been evaluated through the use of the word
similarity benchmark dataset before they are integrated into
the complete system. Consistency of a WSS measure with
human similarity ratings is employed to determine the quality
of such measures. This is measured as the product-moment
correlation coefficient computed between the set of human
similarity ratings and those from the word similarity measure
using a benchmark dataset [11].

To date, most of the reported word similarity measures are
for English. However, there is no work done specifically for
the Arabic language. Consequently, there is no Arabic word
semantic similarity dataset. In order to improve the accuracy
of a large number of Arabic applications [12], [13], it is
important first to create an Arabic word semantic similarity
dataset using the best possible available methods which will
make a substantial contribution to future work in the field of
Arabic WSS.

The focus of this paper is the production of the first word
similarity benchmark dataset for Modern Standard Arabic
(MSA) which is the forma language of the Arab world.
Arabic is a Semitic language which is spoken by over 330
million people [14]. The Arabic aphabet uses 25 consonants
and 3 long vowels which are written from right to left. These
letters take different shapes based on their location in the
word. Diacritics are written above or below the letters to
represent the desired sound and to give a word the desired
meaning [15]. Also Arabic words exhibit a complex internal
structure, where words often incorporate affixes that mark
grammatica inflections and clitics to signify different parts of
speech [15].

In this paper, the first Arabic word similarity dataset is
created which consists of 70 Arabic word pairs with human
ratings. The methodol ogy comprises of four fundamental steps
which includes materials be gathered (word pairs), human
ratings collected, overal ratings computed and the dataset
validated. This methodology is described and illustrated in this
paper.

The remaining sections of this paper are organized as
follows: section 2 reviews the prior work on word semantic
similarity measures and datasets. Section 3 describes the
procedure of the production of the Arabic dataset which
includes constructing the set of Arabic word pairs experiment
and collecting human ratings experiment. Section 4 discusses
the experimental results and compares the Arabic dataset with
related work.

I1. PRIOR WORK

A number of agorithms have been devel oped for measuring
WSS, most of these measures are for the English language.
The following sections provide a brief review of existing WSS
measurements and the datasets used for comparing and
eva uating them.
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A.Word Semantic Smilarity Measure

Existing WSS measures can be generally categorizted
three groups based on the information source thgyoi:
Dictionary / Ontology based methods [16], [17] tglly use
the semantic information derived from knowledge dsaso
compute the WSS. Corpus-based methods [18] prithzipse
the frequency of a word’s occurrence to calculateSAising
statistical information derived from the large ammg Hybrid
methods [10], [19] calculate the WSS by combiningitiple
information sources. A detailed review of WSS meesican
be obtained in [20], [21].

B. Word Smilarity Benchmark Dataset

WSS measures have been evaluated using the word

similarity benchmark dataset before they are irgigt into

the complete system. Two word benchmark datasets ay
comparing new

commonly wused for evaluating and
developments, both of them for English language.

Rubenstein & Goodenough R&G [22] created the most

influential word benchmark dataset for English. Pinecedure
of the production of this dataset comprised of steps. The
first step involved generating 65 word pairs raggiinom
maximum to minimum similarity of meaning. A list @f8
English nouns represented in two columns (A andwBy
employed to produce the 65 word pairs by seleabimg word

from column A and one from column B. The second ste

involved collecting the human similarity ratings tife 65
word pairs. 51 undergraduate participants weredask@ssess
the similarity between the word pairs based on rsawilar
they were in meaning. The words pairs were ranksdgua
rating scale which ran from O (minimum similarityp 4
(maximum similarity). However R&G dataset was pshéd
without justification for the specific choices 08 /iouns and
the method of the combination of word pairs.

Miller & Charles (M&C) [23] replicated the R&G
experiment and considered only 30 word pairs frove 65
word pairs of the R&G dataset to avoid an inherbiats
towards low similarity. 38 undergraduate studeatk Native
English speakers) were asked to rank the 30 ward psing a
rating scale from 0 to 4. This experiment was penfed 25
years after the R&G experiment, however the cdimga
between human ratings in the two datasets obtaind&ibh
value of 0.97. The M&C experiment was replicatedR®sink
[11] in 1995. The subset of 30 word pairs was rdnkg the
sample of 10 computer science graduate studentspast
docs. This experiment obtained a high value caioglaof
0.96 with M&C dataset. The results of these expenita show
that the R&G dataset has indicated stability over years.
This stability illustrates that the use of humaitings could be
a reliable reference for the purpose of comparisdth
computational methods.

The R&G dataset is still valuable 45 years aftewis
produced [21]. Therefore the R&G methodology isduas a

I1l.  PRODUCTION OF THEARABIC WORD SIMILARITY
BENCHMARK DATASET

The methodology of the production of the Arabicadat
involved conducting two experiments. The aim of exkment
1 was to construct the set of Arabic word pairsilstithe aim
of experiment 2 was to collect the human similaritngs.

Furthermore, five fundamental hurdles were taketo in
consideration as a part of the Arabic word dataketign
process:

1) Selecting a sample of participants represertieggeneral

human population. Because the dataset was created f

Arabic, it was decided to use a representative aiwip
participants from different Arabic countries whisignify
the general population taking into account the ettbj
knowledge, gender, and age.

Representation of the Arabic language with andtdd
number of word pairs. A new method (described in
section IllIA) was used to select the stimulus Arabic
words. These words were selected and presentewvay a
that contributes to the control of the range of aetic
similarity (maximum to minimum) covered by the sét
produced word pairs.

3) Selecting a representative sample of Arabic wwais.

This was achieved by conducting an experiment to
generate the set of Arabic word pairs using human

judgments.
Selecting the measurement scale. The type tiktital
methods that can be applied to the similarity messis

defined based on the measurement scale used wegn th

created. A ratio scale was used as a measurecsatis

the prior work for both WSS measures and word

similarity dataset [11], [22], and [23]. This dahss
intended to assess the accuracy of the algorithisS)
running on the scale from 0 (minimum similarity) to
maximum which is a kind of ratio scale.

5) Collection of the ratings that precisely signifyman
conception of similarity. A combination of card sog
and semantic anchors (described in sectiorC)lilvas

used as the most suitable procedure to collect huma

similarity ratings. This combination was selecteakdd
upon four experiments [24] which examined the intudic
varying two factors, Order (randomize the ordertlod
word pairs) and Anchors, on human
experimental results showed that one of the contibings,

known as Card Sorting with Semantic Anchors was

superior as it obtained significantly lower noisedaa
higher correlation coefficient.

A. Selecting the Set of Stimulus Arabic Words

The first step of the production of the Arabic datiawas to
create a list of Arabic words which was presentaigr| to
produce the set of Arabic word pairs using humayfoents.
The decision was made to use categories known tagarg

general framework to produce the first word benalkmanorms to select stimulus words for producing adisirabic

dataset for Arabic.
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A category norm is defined as a set of words within the
same theme, listed by frequency, which is created as responses
by human participants to a specific category [25]. These
categories consist of a large number of different themes used
in many studies. For example, English category norms consist
of 56 to 70 different themes used in 1600 projects after they
were produced [26]. It was decided to employ category norms
for selecting the set of stimulus words based on the two
important features of these categories (a large number of
different themes and alist of words within the same theme).

Due to the lack of category norms for the Arabic language,
27 Arabic categories were created and employed to select the
stimulus Arabic words. As in category norms, the Arabic
categories have different themes and consist of ordinary
Arabic words. The words in each category are more similar to
each other than to the words of other categories. The following
steps illustrate the production of Arabic categories:

Sepl. 22 categories were created to have the same themes as

R& G to take advantage of four decades of experience with

this dataset. The list of English words in the R&G experiment

contains 48 nouns (24 pairs) for 22 different themes. This list
was employed to creste the 22 Arabic categories consisting of

22 different themes as follows:

1) For each English pair, the two nouns were translated into
Arabic using the first meaning from an established
English-Arabic dictionary [27]. To ensure translation
accuracy, the trandated nouns were checked by a
professional trandator and a lecturer fluent in both
languages.

2) Based on the definition of two selected nouns [28], the
Arabic category was given a specific name and a set of
Arabic nouns (described in one word) within the same
category theme were added for the production of the
entire category.

For example, the English nouns (Gem and Jewel) were
selected (same theme) and both were translated into (5,4 52) in
Arabic. The Arabic category was created and called the
Gemstones category (d«:_S Jaal) based on the definitions of
jewel (a precious stone used to decorate valuable things that
you wear, such as rings or necklaces) and gem (a jewel or
stonethat isused in jewelry). A set of Arabic words within the
same category theme (Diamond /usls, Pearl /313, Crystal /_sb,
...) were added to produce an entire category.

Some English nouns were omitted and not added to Arabic
categories due to trandation problems. First, some English
nouns trand ated into the same Arabic word such as (Gem and
Jewel) both trandated as 3 s> in Arabic. Also some English
nouns were trandated into two Arabic words such as the
English noun Madhouse in Arabic translates as ouilsall i,
Consequently, all trandated nouns (described in two words or
having the same trandated word) were omitted and not added
to the Arabic categories. Table | illustrates the English nouns
and the reasons of omission.

As a result, 22 Arabic categories were produced from 48
trand ated nouns as shown in Table 1.

Sep2. 5 new categories were created to expand the 22
categories' themes and incorporate particular Arabic themes as
shownin Tablell.
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For example, the Arabic categories created in the first step
have the type of male life stages category, to expand this
theme and include mae and female, the type of femae life
stages category was created. Religious events and type of
lifestyle categories were produced to incorporate particular
Arabic themes.

Using the Arabic categories created in step 1 and 2, the first
two nouns were selected from each category to generate the
set of 56 stimulus Arabic words which consisted of 27
different themes as shownin Tablelll.

TABLEI
ENGLISH NOUNSWITH THE REASONS OF OMISSION

English Nouns Arabic Nouns  The reason of omitting

1 Madhouse Cailaall Gadiee  Described in two words

2 Asylum ol e Described in two words

3 Gem/ Jewel o —h s> Same trandlated word

4 Sage / Oracle —Sa Sametrandated word

5 Slave/ Serf R Same trandated word

6 Tool / Implement sl Same trandated word

7 Hill / Mound Js Sametrandated word

8 Car/ Automobile Bl Same trandated word

9 Cock / Rooster o Same trandated word

10 Graveyard/ 5 e Same trandated word

Cemetery

TABLEII
THE LIST OF ARABIC CATEGORIES
Categories Names Tyl sl glad

1 Medical Places Ak ol 5
2 Handwritten text L 0 6iSa il
3 Typeof male'slife stages DSAI3a dal je
4 Member of the clergy G da)
5 Transportation vehicles Ji S e
6 Coastal area Adali il
7 Bird b
8 Type of furnishings g el e g 58
9 Sourceof ahuman body energy Ol aa 48l jaine
10 Appliance for cooking otb e
11 Gemstones Ao S sl
12 Drinking utensil Al A sl
13 Geographic EEBNEE- =
14 Partsof day sl ol )
15 Type of equipment G gt /e e g 5
16 Type of departure sodie /dim ) e g 5
17 Somebody practices witchcraft Dl Gl padl
18 Wise person pla padd
19 Facial expressions A sl ulas
20 Material for tying things sLiy) day yl 30k
21 Personin slavery B2 gell (8 padds
22 Buria place Gl 51 Al Sl
23 Religious events A Slaal
24 Type of lifestyle hall Culul / Jaai e g 58
25 Type of female life stages Y 3ba dal e
26 Vacation activities SUaall Adail
27 Family members Al pliac

B. Experiment 1: Construction of the Set of Arabic Word
Pairs

1. Participants

A sample of 22 Arabic native speakers was chosen to
perform the task of generating the set of Arabic word pairs.
The participants were from different Arabic countries which
include: Irag, Saudi Arabia, Jordan, Libya, and Palestine. The
sample consisted of 10 academics (University lecturers) and
12 non-academics.
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They were 13 Science/Engineering vs. 9 Art/Humanities
backgrounds. The average age was 34 years and the standard
deviation (SD) was 6.3 with 13 female and 9 male.

2. Materials

A list of Arabic nouns was created through the use of the set
of stimulus Arabic words (selected in section I11.A). This was
done by representing the set of 56 stimulus words in two
columns (A and B) with each column containing 28 different
Arabic words.

Asshownin Tablelll thelist of Arabic nouns consists of 28
pairs of nouns and the nouns of each pair within the same
theme such as Hospital and Infirmary (one noun (Hospital) in
column A and one (Infirmary) in column B).

The order of Arabic nouns in column B was randomized to
minimize ordering effects. This list was presented to 22
Arabic participants to generate the set of Arabic word pairs
ranging from high to low similarity of meaning.

Two recording sheets were used by 22 Arabic participants
containing instructions (described in section B.3) to create two
lists of Arabic word pairs which included: a High Similarity of
Meaning list (HSM) containing 28 word pairs between
strongly related and identical in meaning.

A Medium Similarity of Meaning list (MSM) containing 32
word pairs between vaguely similar and very much alike in
meaning while a low similarity of meaning list was selected
randomly.

Because the list of Arabic nouns has 28 noun pairs (each
pair has the same theme), the participants were requested to
write 28 high similarity word pairs. Unlike the high and low
similarity word pairs, it is relatively difficult for humans to
write medium similarity word pairs. So, to increase the
opportunity of obtaining medium similarity word pairs, the
participants were asked to write 32 word pairs for (MSM) list.

3. Procedure

Thelist of Arabic nounswas employed to produce the set of
Arabic word pairs by selecting one word from column A and
one from column B based on the amount of similarity of
meaning.

The participants were instructed to perform the following
task.

1) Using the list of Arabic nouns, write a list of 28 Arabic
word pairs that have HSM.

2) The Arabic word pairs aways contain one word from
column A and one from column B.

3) The HSM ligt contains word pairs between strongly
related and identical in meaning.

4) Please write 28 word pairs because al uncompleted
questionnaires must be ignored.

Following the same procedure, the participants were
requested to write alist of 32 Arabic word pairs for MSM.

Some notes were included in the instruction sheet which
stated: “You can select any word from column A more than
once with different words from column B to create new word
pairs’; and aso “Please do not write the same word pair more
than once in the same sheet or between different sheets’.
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TABLEII
THE LIST OF ARABIC NOUNS
Column A Column B
1  Hospital S 1 Bus o=l
2 Signature &85 2 Pigeon Aales
3 Boy == 3 Grave Bt
4 Master 2w 4 Woodland BN
5 Coach s 5  Vegetable Jbad
6 Coast Jals 6 Mountain SN
7 Hen ialsy 7 Means(noun) AT
8  Cushion 1uw 8  Diamond Ll
9 Food slala 9 Travel (noun) M
10 Stove A 10 Lad B
11  Gem s 11 Infirmary (s
12 Glass »& 12 Magician dpnda
13 Forest ide 13 Midday b ek
14 Hill J5 14 Sheikh Gl
15 Noon b 15 Pillow [EW
16 Tool sl 16 Thinker PR
17  Journey is, 17 Odalisque EEBEN
18 Wizard >l 18  Shore (bld
19 Sage ~Ss 19 Endorsement Gl
20 Smile iyl 20 Laugh EIENY
21  Cord d= 21 Oven oA
22  Slave e 22 String ba
23 Sepulcher == 23 Tumbler A
24  Feast 2 24 Youngwoman Ll
25 Countryside <y, 25 Walk (noun) (e
26  Run (noun) s> 26 Sister @Al
27 Brother ¢l 27 Fasting da
28 Girl ilia 28 village i

4. Experimental Results

A set of 70 Arabic word pairs were selected using the two
lists of word pairs (HSM and MSM lists) generated through
experiment 1 plus the list of low similarity word pairs which
were selected randomly. Table IV illustrates the final set of
Arabic word pairs, where the first and last columns represent
the set of Arabic word pairs in English and Arabic. The
second column contains the number of participants who chose
the word pair.

1) The first 24 word pairs in table IV represent the high
similarity word pairs which were selected using HSM list.
Those word pairs were chosen by all the 22 participants.

2) The word pairs from 25 to 47 (23 pairs) represent the
medium similarity word pairs which were chosen by more
than half the participants.

3) Thelast 23 word pairs were selected to represent the low

similarity word pairs. A combination of medium
similarity candidate word pairs rated low by participants
plus randomly selected low similarity word pairs (using
thelist of Arabic nouns) to alow for word pairs that were
not chosen by the participants.
For each noun in the list of Arabic nouns, the frequency
of appearance of this noun in the final set of Arabic word
pairs was calculated. The nouns which have an occurrence
of more than two times were removed from the list of
Arabic nouns to avoid a biased set of nouns from being
used. The remaining Arabic nouns were used to generate
a list of Arabic word pairs randomly. High and medium
similarity word pairs aready found by participants were
removed. The remaining pairs were selected at random as
they were good candidates for low similarity.
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C.Experiment 2: Collection the Human Smilarity Ratings
1. Participants

60 participants from different Arabic countries were asked
to rank the set of 70 Arabic word pairs collected in
Experiment 1. All were Arabic native speakers who had not
taken part in Experiment 1 and they were from 7 Arabic
countries which included: Irag, Saudi Arabia, Egypt, Jordan,
Kuwait, Libya, and Palestine. The participants were equaly
balanced between students and non-students which they were
39 Science/Engineering vs. 21 Art/Humanities backgrounds.
The average age was 29 years and the standard deviation (SD)
was 7.2 with an equal balance of male and female.

2. Materials

The set of 70 Arabic word pairs collected in experiment 1
were presented to Arabic participants to collect judgments on
how similar they are in meaning. Each of 70 word pairs was
printed on a separate card. Each participant was given an
envelope containing 70 cards (the order of 70 cards was
initially randomized to minimize the ordering effects) and 3
sheets which included: instructions for collecting the human
rating, a similarity rating recording sheet and a personal
information sheet.

TABLEIV
THE FINAL SET OF ARABIC WORD PAIRS

Word Pairs Participants S 15 Word Pairs Participants RIS PP
1  Boy Lad 22 ] = | 36 Coach Travel 14 s Adils
2 Coast Shore 22 bl Jals | 37 Food Oven 14 OB plak
3 Cushion  Pillow 22 3ada 2iw | 38 Brother Lad 13 ] ¢l
4  Gem Diamond 22 ) i | 39 Girl Odalisque 13 LSRN slid
5 Glass Tumbler 22 ] < | 40 Slave Lad 13 b e
6  Forest Woodland 2 BN Le | 41 Feast Laugh 13 daia e
7 Noon Midday 22 5 aeh b | 42 Hospita Grave 12 o8 (e
8  Tool Means 22 s s | 43 Hill Woodland 12 il el Js
9 Journey  Travel 22 s s, | 44 Journey Bus 12 o=l il
10 Smile Laugh 22 Ao il | 45 Tool Tumbler 12 b EN
11 Countryside Village 22 LA <y | 46 Run Shore 11 hls Z55N
12 Girl Y oung woman 22 Al sl | 47 Tool Pillow 11 (RSN sl
13  Signature  Endorsement 22 Bl &85 | 48 Sepulcher  Sheikh 10 G =
14  Coach Bus 22 o=l ilils | 49 Cord Mountain 9 SEEN SEEN
15 Hen Pigeon 22 ERADEN sl | 50 Gem Y oung woman 8 ER B
16  Sepulcher Grave 22 o8 = | 51 Countryside Vegetable 7 Dbad )
17 Run walk 22 e ¢~ | 52 Glass Fasting 6 AN wls
18 Hospital Infirmary 22 shda sMiee | 53 Forest Shore 5 ks e
19 Master Sheikh 22 G 2w | 54 Noon Fasting 4 plra b
20 Wizard Magician 22 Jsade sl | 55 Glass Diamond 3 k) wils
21 Feadt Fasting 22 elaa e | 56  Signature String 2 ba &5
22 Food Vegetable 22 Jbad ek | 57 Boy Midday 1 bk e
23 Stove Oven 22 o A8 | 58 Wizard Infirmary 0 (e W
24 Hill Mountain 22 ds Js | 59  Cushion  Diamond 0 el L
25 Sage Thinker 21 Sda ~S~ | 60 Noon String 0 bLa b
26  Cord String 21 La J= | 61 Boy Endorsement 0 Gatal o
27 Slave Odalisque 21 ESPIEN 2e | 62 Gem Pillow 0 (XEW (BRI
28 Brother Sister 21 sl | 63 Cord Midday 0 b el dus
29 Hen Oven 20 KB ialay | 64 Countryside Laugh 0 Haa “y
30 Coach Means 19 Al ilils | 65 Hill Pigeon 0 EPIPEN Ju
31 Sage Sheikh 18 ] ~Ss | 66 Slave Vegetable 0 BES S e
32 Gir Sister 16 <l s | 67 Smile Village 0 L Aalosiy
33 Journey Shore 15 Bl is, | 68 Stove Walk 0 (e 18
34 Coast Mountain 14 da dals | 69  Coast Endorsement 0 Soaal dals
35 Master Thinker 14 Sie 1 | 70 Smile Pigeon 0 Aales Al

3. Procedure

A combination of card sorting (sorting the cards based on
the amount of similarity of meaning) and semantic anchors
were used in this experiment to collect human judgments. A
semantic anchor permits the participants to map a scale
descriptor to each of the mgjor scale points [24]. 5 semantic
anchorsfor the 5 point rating scalelisted in Table V were used
in this experiment.
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The participants were requested to rate each word pair
based on how similar they were in meaning after sorting the
cards. Also they ranked each word pair using the 5 points
rating scales which ran from 0.0 (unrelated in meaning) to 4.0
(identical in meaning).

The participants were asked to perform the following task:
1) Please sort the 70 cards into four groups according to the

similarity of meaning. The HSM group contains word
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pairs between strongly related and identica in meaning,
the two MSM groups contain word pairs vaguely similar
or very much alike in meaning and low similarity contains
word pairs unrelated in meaning.

2) The number of cards in each group is based on your
judgment of each card.

3) Pease check the cards in each group carefully; you may
change aword pair from group to another at this stage.

4) Please rate each word pair according to the similarity of
meaning using the rating scal e points.

Furthermore, some notes were included in the instruction
sheet which stated: “Please do not write values greater than
4.0 or less than 0.0. Also, you may rate more than one pair
with the same value.” And: “You can use the first decimal
placeto assign an accurate degree of similarity (for instance, if
you think the similarity of word pair is between 2 and 3 you
can assign avalue such as 2.5)".

TABLEV
SEMANTIC ANCHORS

Rating scale Semantic Anchors
0 Theword pairs are Lo Lol ) an 0 ¥ Ll 2 45
unrelated in meaning il
1 Theword pairsare vaguely o (e 435 Lin el = 5 5
similar in meaning. il

2 Theword pairs are very
much alike in meaning.

i L ) L 2 45
(rom 0 SN 215

3 Theword pairsare A A Ly ) il 2 5
strongly related in meaning sl
4 Theword pairsare Aayaial) ) dda) jiall el - 55
identical in meaning il

4, Experimental Results

Table VI contains the result of experiment 2 which
represents the set of Arabic word pairs with a human
similarity rating. The first and last pairs of columns represent
the set of Arabic word pairs in English and Arabic. The third
column contains the average of similarity rating collected
from 60 Arabic native speakers.

Fig. 1 shows the correlation coefficients of 60 participants,
where the consistency of similarity rating for each participant
with the rest of group was determined using the Pearson
product moment correlation coefficient. This was calculated
by the leave-one-out resampling technique [11] for the ratings
of each participant with al of the rest of the group.

12

1VV. DISCUSSION

A. The Benchmark Dataset

The human similarity ratings collected in experiment 2 are
calculated as the mean of the judgments provided by the 60
participants for each of the Arabic word pairs as shown in
Table VI.

The correlation coefficient is considered as a suitable
measure for consistency [24]. The consistency between the set
of human ratings and those obtained from the WSS algorithms
is determined using the Pearson product-moment correlation
coefficient which is considered suitable for measures created
on aratio scae[24].

The average of the correations of al participants on the
Arabic dataset was calculated; this can be used to assess the
performance of a computational (WSS) attempt to carry out
the same task. Any WSS measure which eguals or exceeds
the average of the correlations of all participants is considered
to be performing well. As shown in Table VI, the average of
the correlations of all participants for the Arabic dataset is
0.902. The worst performing participant of 0.767 is considered
as the lower bound for the expected performance whereas any
machine measure coming close to the best performing
participant at 0.974 would be considered as performing very
well.

TABLEVII
PEARSON CORRELATION COEFFICIENT WITH MEAN HUMAN JUDGMENTS
Correlation r
Average of the correlation of all participants 0.902
Best participant 0.974
Worst participant 0.767

Both high similarity and low similarity word pairs are
subject to very consistent human judgments, as shown in Fig.
2 and Fig. 3. Unlike the low and high similarity word pairs,
the human ratings of the medium similarity word pairs spread
more evenly across the similarity range (O to 4). Consequently,
the medium similarity word pairs have higher values of SD
than the other word pairs.

g 105
=
I i i ok s s —
= 075 *
E o6
=
O 045
0.3
0 10 20 30 40 50 60 70
Participants
Fig. 1 Correlation coefficients of 60 participants
TABLEVI
THE SET OF ARABIC WORD PAIRSWITH HUMAN RATINGS
Word Pairs Human [ENNFIPS) Word Pairs Human NN FIPS]
Ratings Ratings
1 Coast Endorsement 0.03 Gadual Jal | 36 Slave Lad 177 ] e
2 Noon String 0.03 ba b | 37 Journey Bus 1.83 o=l s,
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3 Cushion Diamond 0.06 ol 2w | 38 Girl Odalisque 1.96 LSRN sl
4 Gem Pillow 0.07 [REW s | 39 Feast Fasting 1.96 ol e
5  Stove Walk 0.07 ) 18 | 40 Coach Means 2.07 il ENEN
6 Cord Midday 0.08 b ek Jes | 41 Brother Lad 2.15 B ¢l
7  Signature  String 0.08 BNEN i | 42 Sage Sheikh 2.26 ] SN
8 Boy Endorsement 0.12 Goeal == | 43 Girl Sister 2.38 sl sl
9 Boy Midday 0.16 b == | 44 Hill Mountain 2.60 SEEN Js
10 Slave Vegetable 0.16 B e | 45 Hen Pigeon 2.61 EEIPEN EENEN]
11 Smile Village 0.18 iy ) | 46 Master Sheikh 2.66 e L
12 Smile Pigeon 0.20 ERPEN il | 47 Food Vegetable 2.78 Jhad olala
13 Wizard Infirmary 0.22 (e »ls | 48  Slave Odalisque 2.84 il e
14 Noon Fasting 0.29 oo b | 49 Run Walk 3.01 (s s~
15  Hill Pigeon 0.33 les Js | 50 Brother Sister 3.08 sl ¢l
16 Countryside Laugh 0.34 A <, | 51 Cord String 3.09 ba das
17 Glass Diamond 0.36 ol S | 52 Forest Woodland 3.14 BN e
18 Glass Fasting 0.38 plaa wi< | 53 Sage Thinker 3.30 Sia asa
19 Cord Mountain 0.54 AEEN Jd= | 54 Gem Diamond 3.38 okl EBLYES
20 Hospital Grave 0.83 o8 siiee | 55 Cushion Pillow 3.38 Bada RRNe
21 Forest Shore 0.86 (Bl e | 56 Journey Travel 3.39 ™ il
22  Gem Young woman 0.87 FERS ix | 57 Countryside Village 341 LA )
23 Sepulcher Sheikh 0.89 o) == | 58 Smile Laugh 3.48 Ao Al
24 Tool Pillow 0.99 EAE 8 | 59 Stove Oven 3.55 SBL] 50
25 Coast Mountain 1.06 da dals | g0 Coast Shore 3.56 Bl SENW
26 Run Shore 1.13 Bl s> | 61 Signature Endorsement 3.58 Gaal &8s
27 Hill Woodland 1.19 BN Js | g2 Tool Means 3.68 s BN
28 Countryside Vegetable 1.24 BESSS ) | 63  Noon Midday 3.70 el b
29 Tool Tumbler 1.32 A8 8 | 64 Boy Lad 3.71 ] (a
30 Master Thinker 1.36 Sda e | 65 Girl Young woman 3.74 Ll sl
31 Feast Laugh 1.36 A e | 66 Sepulcher  Grave 3.75 B =
32 Hen Oven 1.44 O ialaa | 67 Wizard Magician 3.76 3 salia als
33 Journey Shore 1.47 (hls ils, | 8 Coach Bus 3.80 o=l EULEN
34 Coach Travel 1.60 Bt ilils | g9 Glass Tumbler 3.82 g RIS
35 Food Oven 1.76 oA sk | 70  Hospital Infirmary 3.91 (siiia (siiine
For example, the word pair 464 ) has SD 1.07 and 60
the mean of human ratings 2.66. The distributiothefhuman 50 |
ratings for this word pair should be grouped aroangdeak L 40
2.66. In fact the module class is 3 and the digtiilm is g_ 30 |
relatively flat as shown in Fig. 4. g 204
£ 10
60 0 |

L 50 - 0 1 2 3 4

E 20 4 . . . S-imilt.lrity R;}tiugs 70 ]

£ a0 4 Fig. 4 Histogram of similarity ratings for word pdi6, SD=1.07

:Fa 20 4

= o B. A Comparison with the R& G Dataset

0 = . The most influential word dataset for English to R&as

o 1S o 2R ’ 013 4 used as a general framework for the productiorhefArabic
milarity Ratings word dataset. In this section, a comparison is coted
between the two datasets to illustrate the diffeesnbetween

Fig. 2 Histogram of similarity ratings for word p&il, SD=0.14 th
em.

60

50 1. Method of Sdlection of Materials
*§ 40 7 48 nouns (22 themes) to the R&G dataset were eraglay
230 make up the set of 65 word pairs in a variety ahbmations
E 20 1 which covered a range of semantic similarity valfres high
101 to low.
0 o 1 R s . However, the R&G dataset was published without
Similarity Ratings 46 justification for the specific choices of 48 noumsd the

Fig. 3 Histogram of similarity ratings for word p&0, SD=0.28 method of the combination of word pairs. The R&Gadat is
skewed towards low similarity word pairs [23].
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For this study 56 stimulus Arabic words (27 themesje
carefully selected through the use of 27 Arabiegaties to
generate the set of 70 Arabic word pairs. Semesitidlarity
judgments are an issue of human perception. Exeatirh
was used to create 70 word pairs spanning theasitgilange
based on human judgments to counter the bias tewaxd
similarity in the R&G dataset.

Unlike the prior work [22], participants were chosé&
produce 70 word pairs which covered a range of word
semantic similarity values from high (e.giis - &i3w) to
low (e.g. &< - Jals). Human ratings were collected using
the best currently known experimental practice ahd
statistical methods applied to calculate the oVeetings and
defined the lower and upper bound for performaneeewthe
mean of human judgments and the Pearson Producteltom
o ) ] correlation coefficient respectively. The samplgafticipants
The sample of participants used in the R&G expenmine 5eq in the Arabic dataset experiments were seldotget a

collect human ratings was two groups of colleggaiance and representation of the human populatieh
undergraduates for a total of 51 participants. Morimation beyond that of prior work. Furthermore, the procedused

was provided on the composition of age or genderefich for production of this dataset can be used by othebic

group and whether the sample of participants usethis researchers to extend the Arabic WSS benchmarksetata

experiment contained only native English speakers. .
The sample of human population used in the Arabtaskt Unfortunately, there are no WSS. measures for Arabic
however the developments in English clearly poiat the

experiments is more representative than the R&Géxent. ; P
The value of a sample of participants selectedaoycout a need for them. A'Iso Arablc researchers are introduche
components required in terms of ontologies and am@rfo

specific experiment could be reduced as a repratent |
sample if there is a high homogeneity of partictpaand they produce such measures. Therefore, we presentdtaset for
are distant from the general population [24]. future development and hopefully this will motivateabic
Consequently, the sample of Arabic participants wdé&searchers to start experimenting with Arabic wegchantic
selected as a general population (students andstuoients) similarity dataset. We are currently developing Arabic
from different Arabic countries taking account betgender, word semantic similarity measure for calculating similarity
age, and academic background factors. The sample weetween concepts associated with the compared worttse

selected to balance gender (males and femaleslerstand Arabic lexical database known as Arabic wordnet].[2Z%he

2. Sampling the Population of Participants

non-student, academic background (science/engirgeers.
arts/humanities) and age to avoid a bias towargiselament
of these factors.

3. The Procedure of Collection Human Ratings

A card sorting technique was used for collectingnan 1]
ratings in the R&G experiment. The 65 word pairsreve
presented to collect the human judgments. Each wairdvas [2]
printed on a separate slip and the order of 65s slias
randomized before presentation. The participantse vesked
to sort the slips into order of similarity of meagiand each 3]
word pair was rated by assigning a value from 9.0: the
greater the similarity of meaning the higher thenber.

A combination of card sorting with semantic ancheess
used to collect human ratings in the Arabic datasgt]
experiment, which is considered as the best cuyrénown
experimental practice. [5]

Each word pair in the dataset was printed on aragpaard
and the order of 70 cards was randomized beforseptation. 4
The participants were asked to sort the cardsfoio groups
based on the similarity of meaning. The word pairsach
group were rated using a point rating scale (thintpo [
described by the semantic anchors) which ran froifio®
similarity) to 4 (high similarity). [8]

~

]

V. CONCLUSION

This paper has described the production of the Airabic
benchmark dataset for WSS algorithms. Though inas$

[9]

possible to cover the language comprehensivellighdataset ol
(70 word pairs), a new method was used to selext5Séh
stimulus Arabic words through the creation of 27a#ic [
categories with 27 different themes to promote test |45
possible semantic representation.
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accuracy of this measure will be assessed usingAthbic
word dataset developed in this paper.
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