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ABSTRACT

In this work, we investigate the personalization of text-to-
music diffusion models in a few-shot setting. Motivated by re-
cent advances in the computer vision domain, we are the first
to explore the combination of pre-trained text-to-audio dif-
fusers with two established personalization methods. We ex-
periment with the effect of audio-specific data augmentation
on the overall system performance and assess different train-
ing strategies. For evaluation, we construct a novel dataset
with prompts and music clips. We consider both embedding-
based and music-specific metrics for quantitative evaluation,
as well as a user study for qualitative evaluation. Our analy-
sis shows that similarity metrics are in accordance with user
preferences and that current personalization approaches tend
to learn rhythmic music constructs more easily than melody.
The code, dataset, and example material of this study are open
to the research community.

Index Terms— text-to-music, diffusion, personalization

1. INTRODUCTION

Creating customized music and sound effects to meet individ-
ualized specifications can have significant impact across di-
verse application domains, including music production, aug-
mented and virtual reality, and game development applica-
tions. In recent years, there has been a growing number of
text-to-music generative models [1, 2]. These models are ver-
satile, capable of generating a diverse range of audio, includ-
ing music, based on a textual prompt.

Guiding such models to a desirable output sound is not
straightforward, requiring considerable prompt engineering
[3]. This means that there is no way to finely control the
generation process to consistently produce sounds based on
a specific example. This challenge arises either because the
model cannot produce any instance of a class of sounds (e.g.
an obscure ethnic instrument) or because the desired sound is
a specific instance of a known class (e.g. producing a user’s
guitar playing style) that cannot be yielded even with the most
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Fig. 1. An overview of text-to-music personalization. With
just a few audio clips, we implant a novel musical concept into
a pre-trained text-to-audio model, enabling its manipulation
with textual prompts.

detailed textual description. For instance, can one generate a
rock song using their personal guitar playing style or a spe-
cific ethnic instrument?

In the image domain, this problem is addressed by person-
alization methods that expand the language-vision dictionary
of the model so that it binds new words with user-specific con-
cepts. This enables the generation of a user-specific concept
in different contexts and stylistic variations while maintain-
ing its distinct characteristics [4]. Given a few examples, e.g.
∼3 − 5 images of a dog in different backgrounds and views,
the objective of personalization methods is to inject it into the
model such that it can be synthesized with a unique identifier
(e.g. a pseudoword).

Recently, several approaches based on pre-trained text-to-
image diffusion models have been proposed [5, 4, 6]. Textual
Inversion [5] adds a new word embedding for the novel con-
cept and associates it with a pseudoword V∗. The embedding
is trained with prompts of the form ”a photo a V∗” via the stan-
dard denoising objective [7] while the model is kept frozen.
In DreamBooth [4] the full weights of the model are fine-
tuned while a prior preservation loss prevents the model from
catastrophic forgetting and language drift [8]. CustomDif-
fusion [6] and SVDiff [9] reduce the amount of fine-tuning
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parameters by only training the cross-attention layers. While
text-to-image personalization has been widely explored, the
adoption of such methods for controllable music generation
has not been addressed.

In this work, we start from a pre-trained text-to-audio dif-
fusion model, i.e. AudioLDM [1], and to the best of our
knowledge are the first to investigate the ability to personalize
its outputs for newly learned musical concepts in a few-shot
manner. Motivated by the computer vision literature, we ex-
plore the application of two established methods, i.e. Textual
Inversion [5] and Dreambooth [4]. We adapt these methods
for music personalization and experiment with different train-
ing configurations. We evaluate the capacity of the model
to learn new concepts along two dimensions, reconstruction,
i.e. the ability to faithfully reconstruct the novel concept, and
editability, i.e. the ability to manipulate it through textual
prompts. To this end, we construct a new dataset of vari-
ous instruments and playing styles. Our evaluation protocol
consists of a) embedding distance-based metrics, b) music-
specific metrics, and c) an A/B testing user study comparing
the two adaptation approaches. Finally, we adapt AudioLDM
to perform text-guided style transfer for newly learned con-
cepts.

Our key contributions are a) the personalization of Audi-
oLDM’s generation and style-transfer abilities for new con-
cepts, b) the exploration of audio-specific augmentations and
evaluation metrics, and c) the construction of a new dataset
for text-to-music personalization methods. Our code and data,
as well as generated music samples, are publicly available 1.

2. METHODS

Text-to-Audio Latent Diffusion Models: Diffusion Mod-
els [10] are probabilistic generative models that learn a data
distribution by gradually denoising a latent variable sampled
from a Gaussian distribution. This corresponds to learning the
reverse process of a fixed-length Markovian forward process.

In Latent Diffusion Models (LDMs) [7], the denoising
process occurs in the latent space of an encoder-decoder
architecture (E ,D) trained on a large collection of samples.
Given an audio sample x, a text-guided latent diffusion model
is conditioned on a text-embedding model cτ . The LDM loss
is then given by:

LLDM = Ez∼E(x),ϵ∼N (0,I),y,t

[
∥ϵ− ϵ̂ϕ(zt, t, cτ (y)∥22

]
(1)

where ϕ,τ are the parameters of the denoising network ϵ̂ and
the text encoder c respectively, t is the time step, zt is the
latent representation of x noised to time t and ϵ is the sam-
ple noise. While training, the parameters θ = ϕ ∪ τ are
jointly optimized to minimize the LDM loss. Intuitively, the
objective aims to correctly remove the noise added to a la-
tent representation of an audio. At inference, a random noise

1https://zelaki.github.io/

tensor is sampled and iteratively denoised to produce a new
audio latent, z0, which is transformed into audio through the
pre-trained decoder x̂ = D(z0).

Fig. 2. We illustrate the proposed methods for personalized
text-to-music generation. In Textual Inversion only the novel
embedding v∗ is optimized while in DreamBooth the full De-
noising Network is finetuned.

Personalization of Text-to-Audio Models: Initially, a place-
holder string, S∗, representing the novel concept is associated
with a unique embedding vector v∗ that can be retrieved via
an embedding lookup as in Fig.2. Thus the parameter space
of the text encoder c becomes τ ′ = τ ∪ v∗ and the trainable
parameters of the model become θ′ = ϕ ∪ τ ∪ v∗. The
generation is conditioned to a constructed neutral text prompt
y e.g. ”A recording of a S∗”.

By directly minimizing the LDM loss (1) over the small
training set representing the concept and choosing different
subsets of the parameter space of the model θ′ for training,
different methods for learning the novel concept can be de-
rived. In Dreambooth (DB) the weights of the denoising net-
work ϕ are optimized while in Textual Inversion (TI) ϕ and
τ are kept frozen and the only learnable parameters are the
weights of the embedding v∗.

Personalized Style Transfer: Given an input audio sample
xin, we can calculate its noisy latent representation zt with
a predefined time step t ≤ N according to the forward pro-
cess [1, 10]. By utilizing zt as the starting point of the re-
verse process of a pre-trained AudioLDM model, we enable
the manipulation of xin with text input y with a shallow re-
verse process:

pθ′(z0:t|c(y) = p(zt)

t∏
n=1

pθ′(zn−1|zn, c(y)), (2)

where t controls the transfer strength. To infuse the style of
the input sample xin with the characteristics of an acquired
concept, we set y = S∗, where S∗ is the placeholder string
linked to the newly learned concept.



3. EXPERIMENTS

Dataset. We collect a dataset of 32 musical concepts in-
cluding Percussion Instruments and Beats, Solo Melodic
Instruments, and Multi-Instrument Pieces, from a wide array
of musical cultures and playing styles. Each concept includes
five 10-second audio clips. All audio clips are either recorded
by the authors or sourced from Freesound and YouTube. We
also collect 20 editability prompts that aim to manipulate
the genre, recording conditions, accompaniments, and back-
ground sounds. The full list of prompts can be found in the
provided example page.
Experimental Setup. As a backbone for all our experiments
we utilize AudioLDM-Medium 2. We conduct our experi-
ments using a single NVIDIA RTX-3090 GPU with a batch
size of 4, employing learning rates of 2× 10−2 and 4× 10−6

for TI and DB, respectively, and running 150 optimization
steps for TI and 1500 for DB.

Following the original papers for both methods, a place-
holder token S∗ is reserved for the novel concept. In the case
of TI, S∗ is a new token, inserted into the tokenizer, while for
DB, S∗ = [identifier] [class noun], where [identifier] is an ex-
isting rare word in the tokenizer and [class noun] is a coarse
descriptor of the musical concept [4]. We experiment with
different training configurations including training with 1 or
3 audio clips and randomly mixing the training audio with en-
vironmental sounds sourced from AudioSet [11] with SNR=
20 dB. We will refer to these experiments as 1-AC, 3-AC, and
MIX respectively.

We further conduct ablation experiments specific to each
method. For DB we include the text encoder in training, de-
noted as TE. For TI, we explore two possible initializations
for the learnable embedding v∗. As a baseline, we consider
the initialization of v∗ from the mean of all word embeddings
in the vocabulary. Alternatively, we initialize v∗ from the
mean of the embeddings of [class noun]. We refer to the base-
line and mean word initialization as BL and MW. For evalua-
tion, we generate four 10-second music clips per concept and
per prompt, totaling 2560 clips.
Evaluation Metrics. We evaluate the audio similarity be-
tween the training set and the music clips generated with a
reconstruction prompt ”a recording of a ”S∗”, by measuring
CLAP-A and FAD [12] scores. CLAP-A is the average pair-
wise cosine similarity between CLAP [13] audio embeddings
of generated and training clips. FAD is the Frechet distance
between the embeddings of a pre-trained VGGish audio clas-
sifier of the training set and the generated music clips. We
further evaluate the model’s capacity to manipulate a learned
audio concept via the editability prompts. For this, we calcu-
late the average cosine similarity between the embedding of
the editability prompt and the audio CLAP embeddings and
denote this metric as CLAP-T.

2https://huggingface.co/cvssp/audioldm-m-full
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Fig. 3. Audio and Text similarities for all experiments. TI
methods (in orange) have roughly the same CLAP audio sim-
ilarity but consistently lower text similarity than the DB ones.

Finally, we employ a set of automatically extracted music-
specific metrics, in order to assess the capability of the model
to retain certain musical properties, such as rhythm, harmony,
and dynamics. To measure rhythmic similarity we compute
the Beats per Minute (BPM) of the concepts that have a con-
stant BPM and consider generated audio clips similar if they
are within a 5 BPM tolerance [14]. To measure similarity in
dynamics, we use the European Broadcasting Union (EBU) R
128 Loudness Scale [15], and consider clips similar in abso-
lute loudness if they are within 2.5 LUFS of the mean training
set loudness [16]. Finally, to measure harmonic similarity, we
use a key detection algorithm based on Harmonic Pitch Class
Profiles (HPCP) [17], which detects the fundamental tone of
the clip’s key, as well as whether it is major or minor. We
compute the scale and key for all concepts that contain har-
monic instruments and compare the generated clips’ key and
scale to the most common key and scale in the training set.
All features are calculated using Essentia [18].

4. RESULTS

Quantitative Analysis: In Fig. 3, we summarize our exper-
imental results for the CLAP-A and CLAP-T metrics. To
gain an intuition for the scale of the results, we add three
references. The Audio Similarity ceiling, ⌈A⌉ is the mean
CLAP-A between the training samples of the concepts, the
Text Similarity ceiling ⌈T ⌉ is the CLAP-T between the gen-
erated audio and the editability prompts without S∗ and the
Text Similarity floor ⌊T ⌋ is the CLAP-T between the training
audio and the editability prompts. We include ⌈T ⌉ and ⌊T ⌋
scores to emphasize that the editability of the learned con-
cepts is constrained by the prior manipulation capabilities of
AudioLDM.

We observe that DB outperforms TI in terms of both sim-
ilarity metrics. Similar to the computer vision literature, we
observe a “Pareto front” formed along the text and audio sim-
ilarity axes, especially for DB [19, 20]. When analyzing dif-



Method Setup CLAP-A (↑) FAD (↓) CLAP-T (↑)

DB

BL 0.80 12.37 0.30
1-AC 0.78 12.5 0.29
3-AC 0.78 13.04 0.29
TE 0.88 8.1 0.26

MIX 0.84 11.47 0.33

TI

BL 0.81 17.17 0.25
1-AC 0.810 19.32 0.21
3-AC 0.86 17.45 0.20
MW 0.83 16.61 0.27
MIX 0.816 17.24 0.25

Table 1. Quantitative metrics comparing the different evalua-
tion setups, for each method and training configuration.
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Fig. 4. Audio Similarity for the input source and the target
concept for personalized style transfer, with samples gener-
ated with transfer strength t ∈ [0, 1]. The source is a 10-
second clip from Stairway to Heaven and the target concept
is a Middle Eastern string instrument called Oud.

ferent training configurations, we observe that training using
only one audio clip yields worse results both in terms of re-
construction (audio similarity) and in terms of editability (text
similarity). Additionally, we observe that the MIX strategy
provides a good balance between reconstruction and editabil-
ity. Further, MW outperforms the baseline TI, leveraging the
prior of the embeddings of [class word]. Finally, training the
text encoder overfits audio reconstruction while impeding the
manipulation capacity through textual prompts.

In Table 4, we see a detailed view of the effect of different
training configurations and include results on FAD score. We
observe that the audio reconstruction capability is strongly
emphasized by the FAD score. While the MIX strategy has
a significant impact on DB, it does not improve TI, since the
regularization performed due to the data augmentation has a
larger impact on the fully fine-tuned DB architecture.
Human Preference Study: We conduct a human preference
study comparing DB and TI, in the form of an A/B testing
setup, by creating an online survey consisting of 20 questions.
Half of the questions aim to evaluate the audio reconstruction
ability, i.e. “which of the two generated clips better matches
the reference audio clip”. The other half, aim to evaluate the
editability of DB and TI, by presenting the user with a textual
prompt, including the novel concept class name, and then ask-
ing which of the generated clips better matches the prompt.
The possible preference answers for all questions are “A”,
“B”, “None”, and “Cannot decide”. The study was completed
by 34 users. In Table 4 we can see that there is a preference

DB TI None Undecided
Reconstruction 58% 24% 9% 9%

Editability 37% 31% 24% 8%

Table 2. Human preference study results.

towards DB instead of TI, in terms of reconstruction and ed-
itability in alignment with quantitative metrics. Furthermore,
we observe that a significant amount of users do not prefer
either DB or TI in the editability questions, indicating that
text-to-music personalization still has room for improvement.
Music-Specific Evaluation: In Fig. 5 we illustrate the results
for DB in three training configurations and the baseline TI on
the proposed music metrics. Initially, we observe that DB can
effectively retain tempo, while TI cannot. Additionally, while
both methods are able to reconstruct the scale to some extent
they fail to reconstruct the key. Finally, both methods cannot
generate clips with loudness comparable to the training set.
We hypothesize that this is due to the model’s normalizing
effect on the generated audio.
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Fig. 5. Low-level music audio features for some of the train-
ing configurations.

Text-to-Audio Style-Transfer: In Fig. 4 we perform person-
alized style-transfer for a novel concept, using TI+MW. We
present that by increasing transfer strength the generated au-
dio progressively becomes similar to the target clip, and dis-
similar to the source clip. Furthermore, the range 0.4−0.6 for
the transfer strength appears to be a sweet spot for performing
style-transfer, while maintaining the source audio properties.

5. CONCLUSION AND FUTURE WORK

In this work, we conduct a preliminary study for the person-
alization of text-to-music generation models adapting them to
user-specific needs. We explore the application of two estab-
lished methods, namely Textual Inversion and DreamBooth.
Both methods are evaluated on their ability to learn and mod-
ify new musical concepts, using quantitative metrics and a
user study. We construct a new evaluation dataset, investigate
diverse training configurations, and propose a music-specific
evaluation framework. In the future, we aim to explore multi-
concept text-to-music personalization, learning multiple mu-
sic concepts from a single mixture, with a source separation
regularization objective.
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