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Abstract—Today, the rise of big data has driven a growing
demand for efficient and scalable computing solutions that can
handle the massive amounts of data generated by modern
applications. To address this challenge, application developers
have embraced the use of novel distributed frameworks, such
as Apache Spark, which enable efficient, in-memory processing
for large amounts of data. Moreover, providers are seeking for
new alternatives to cope with this increasing need for “infinite”
memory resources, that can provide analogous performance
efficiency, while also reducing operational costs. In this direction,
novel multi-tier and disaggregated memory architectures emerge,
which combine heterogeneous memory technologies that trade-
off between performance, cost and energy efficiency. This diptych
of evolution imposes new challenges and open questions on how
to optimally configure software and hardware as a whole, for
maximizing resource efficiency.

In this paper, we examine the implications of heterogeneous
memory tiering on Spark in-memory analytics. Our study consid-
ers a multi-tier heterogeneous DRAM/NVM memory system with
contrasting access latency, bandwidth and energy consumption
capabilities. By using a set of 7 diverse applications from the
HiBench benchmarking suite, we first explore the impact of
these memory configuration setups on their performance and
energy efficiency. Then, we perform a detailed analysis on how
the system’s low-level performance metrics correlate to higher
level metrics of interest (i.e., performance/energy), which aims to
provide deeper insights w.r.t. the relationship between software
and hardware events. Driven by the obtained results, we identify a
set of guidelines derived by deploying Spark in-memory analytics
over heterogeneous memory tiered systems.

Index Terms—Disaggregated computing, in-memory analytics,
Multi-tier architecture, DRAM, Intel Optane DC

I. INTRODUCTION

Over the last years, the growth of applications that han-
dle large datasets is rapidly increasing and becoming more
and more complex. Machine Learning(ML) handling large
datasets [1], data produced on the Edge that need to be pro-
cessed and stored [2], as well as big-data and analytical pro-
cessing applications [3] are just few examples of applications
that generate enormous workloads. Such kind of applications
impose increased requirements in terms of computational and
memory requirements, leading to I/O bottlenecks, performance
degradation and non-sustainable behavior.

This work has been partially funded by EU Horizon program NEPHELE
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From the application developers’ perspective, the perpet-
ual rise of data produced has led to the adoption of novel
frameworks that enable the parallel processing of huge data
volumes in a distributed manner [4]-[6]. Apache Spark [6]
is one of the most widely used processing engines for large
scale data analytics, offering a new way of computing with its
resilient distributed dataset (RDD), which is stored in memory,
while being computed on the latter, thus, avoiding expensive
intermediate disk writes found in prior big data frameworks,
such as Hadoop [5].

On the other hand, from the providers’ standpoint, the
increasing memory requirements of modern applications along
with the rapid adoption of in-memory analytics frameworks
have highlighted the need for novel system architectures,
which are able to bypass the fixed resource proportionality
of conventional servers, while maintaining performance and
maximizing energy and cost efficiency. To this end, multi-
tier [7]-[9] and disaggregated [10]-[12] memory architectures
have been proposed as new design paradigms, where differ-
ent memory technologies can be leveraged and/or combined
according to the needs of running applications. Such architec-
tures can include conventional DRAM technology and Non
Volatile Memory(NVM) technologies, such as 3D-XPoint,
PCM, 3D DRAM [13] and FeFET [14], which provide trade-
offs between access latency, bandwidth, energy efficiency, data
persistence and other [15]. In fact, such kind of solutions have
been already deployed in various commercial platforms, such
as the SAP HANA [16] database and the Aurora exascale
supercomputer, which employs the DAOS architecture for
storage [17], both taking advantage of the only commercial
NVM technology up to now, i.e., Intel Optane DC Persistent
Memory(DCPM). Moreover, upcoming technologies, such as
Samsung Memory Expander [18] and Compute Express Link
(CXL) [19] aim to further bridge existing performance gaps
and exploit the limits of multi-tier memory disaggregated
platforms, however with the cost of more complex hierarchies.

This simultaneous evolution of the software and hardware
“worlds” imposes new challenges on how to efficiently manage
the deployment of such applications on heterogeneous memory
systems. The co-existence of heterogeneous multi-tier mem-
ory architectures with the in-memory application alternatives
composes an extended set of exploration for efficient deploy-



ment in terms of performance, energy consumption and other
aspects. Thus, an efficient exploration of the alternative config-
urations is required, in order to efficiently deploy application
workloads over multi-tier hybrid memory systems [20]. In-
depth analysis for the sufficient memory tier and technology
selection is crucial, while the Spark internal configuration is
also dominant for the efficacy of the application. The efficient
co-selection of hardware and software parameters can fully
exploit performance potential, minimize overhead and provide
trade-off among hardware and software metrics. However,
such kind of selection and efficient correlation among these
characteristics is not staightforward.

In this work, we present an extensive exploration and
characterization of various in-memory Spark applications and
workloads over heterogeneous multi-tier memory systems. We
present an extended analysis in terms of performance, energy
consumption and scalability for in-memory Spark analytics de-
rived from different application domains, i.e, micro-operations,
machine learning and websearch. Through our experimental
analysis: i) we indicate key aspects that are crucial for the
overall performance/energy of the execution, ii) we provide a
set of guidelines and key takeaways for efficient deployment
over and iii) we indicate current limitations of recent multi-tier
heterogeneous memory systems.

II. RELATED WORK

Several works have been conducted aiming to evaluate
alternative Spark workloads over disaggregated memory sys-
tems. Authors of [21] and [22] focus on the characterization
and exploration of database-related applications over Apache
Spark, while authors of [23] present an analysis of batch
and stream processing workloads from micro-architectural
perspective. Furthermore, research conducted in [24] aims
to investigate similarities and patterns among known Spark
workloads, while authors of [25] investigate the design of
distributed file system over multi-tier storage. Authors of [26]
analyze the performance of Spark applications and propose a
performance autotuning framework.

Moreover, aiming to combine heterogeneous memories over
Spark analytics, authors of [27] integrate persistent memory
technologies as an low-cost alternative to extend capacity of
existing computer clusters. Additionally, in [28] the poten-
tial benefits of Optane DC Persistent Memory (DCPM) for
neuroimaging data processing and storage are investigated.
Furthermore, in [29] authors present and analysis for in-
memory analytical database workloads over Optane DCPM,
while the authors of [30] investigate the impact of data and
object placement on heterogeneous memory configurations
over various in-memory applications. Moreover, in [31] an ex-
ploration of the key-value stores is investigated over persistent
disaggregated memory systems.

Although research has illuminated the potential impact of
in-memory analytics and the integration of various memory
systems, no study to date, to the best of our knowledge,
has provided an in-depth characterization and guidelines for
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Fig. 1: Overview of the target multi-tier system architecture
and testbed

Apache Spark in-memory analytics across multi-tier hetero-
geneous memory systems. In contrast to existing literature,
we provide a thorough investigation on the underlying factors
and aspects that drastically affect the overall behavior of Spark
applications over multi-tier heterogeneous memory systems.

ITII. HARDWARE & SOFTWARE TESTBED
A. Multi-tier Disaggregated Memory System

Since the integration and implementation of disaggregated
memory systems decoupled from the processor in not trivial,
due to absence or existence of complex prototypes [10],
[32], we emulate our disaggregated memory system over a
multi-socket server with heterogeneous DRAM/NVM memory
system. Specifically, our experiments were conducted on a
single node with a 2x20 core Intel Xeon Gold 5218R CPU
@2.10GHz with 4x32GB DDR4 DIMMs and 6 x256GB Op-
tane DC NVDIMMs. Aiming to provide alternative access
latency and bandwidth across nodes, we provide asymmetry
between Optane DIMMs over the physical sockets, i.e., we
deploy 2 DIMMs on socket 1 and 4 DIMMs on socket 2.
Last, we configure the Intel Optane DC memory to App Direct
mode with ext4-DAX file system, which allows the PMEM
capacity to be used as byte-addressable persistent memory that
is mapped into the system’s physical address space (SPA) and
directly accessible by applications.

Based on the above hardware configuration, our target
disaggregated multi-tier architecture is illustrated in Figure 1.
From an operating system’s perspective, the available memory
is organized as three distinct, asymmetric NUMA nodes,
where NUMA 0 and NUMA 1 are symmetric to each other
and include the DRAM memory capacity of socket 0 and
socket 1 respectively, whereas NUMA 2 is assymetric and
includes the memory capacity of the NVM memory. We
define four memory access scenarios (henceforth referred to as
different Tiers), that emulate different local (intra-NUMA) and
remote (inter-NUMA) allocation modes, as shown in Figure 1.
Specifically, Tier 0 forms a local allocation mode, where
memory is obtained directly from the same physical socket as
the cores, whereas Tiers 1-3 are considered as remote modes
with heterogeneous memory types each. Traditionally, remote
memory accesses reveal higher latency and lower bandwidth
per operation [33], due to the overhead of network and data



exchange, which is implicitly entailed through our physical
hardware configuration described previously. Moreover, the
imbalance of NVM DIMMs on each socket allows us to
exploit different latency and bandwidth. The idle latency and
bandwidth characteristics of the local and remote memory
access for our experimental setup are shown in Table I.

B. Spark Engine Configuration

We configure the Spark engine to run in a pseudo-
distributed, standalone mode, where both Spark Master and
Spark Executors reside on the same physical machine. Each
computing unit acts independently and is bound with a set of
CPU resources either on NUMA node 0 or NUMA node 1
and memory resources from all the available NUMA regions.
To achieve this, we force Spark executors to be deployed
and access specific compute/memory tiers, by specifying the
cpunodebind and membind flags of Linux’s numactl tool.
By default, in standalone mode, Spark deploys one executor
instance that utilizes all the available cores of the bound
node (40 hyperthreads in our case). Last, we use Hadoop’s
Distributed File System (HDFS) [5] instead of the local file
system to store input and output data of Spark. Both HDFS
and Spark are configured with their default parameters.

C. Examined Spark applications

We utilize a subset of benchmarks derived from HiBench
suite [34]. We study 7 Spark applications derived from the
HiBench benchmark suite [34], which is widely used to eval-
uate Spark applications, listed in Table II. These applications
form representative examples out of three different workload
categories, i.e., micro-operations, machine learning and web
searching. Moreover, we examine a diverse set of input dataset
sizes per application, i.e. tiny, small and large.

IV. CHARACTERIZATION & ANALYSIS

In this section, we provide an extensive profiling and char-
acterization of our examined examined Spark applications over
the different memory configurations considered, as described
in Sec. III. Following a Q&A approach, we debate over
different aspects that form interesting study factors and, based
on our experimental analyses, we provide a set of valuable
insights and outcomes to consider when deploying Spark
analytics over heterogeneous memory configurations.

A. How do the different memory tiers affect the performance
of our examined applications?

First, we examine how allocating memory from different
tiers affects the execution time of applications, by using the

TABLE I: Idle access latency and memory bandwidth per tier

Idle Latency (ns) Bandwidth (GB/s)
Tier 0 77.8 39.3
5 Tier 1 130.9 31.6
& Tier 2 172.1 10.7
Tier 3 231.3 0.47

default Spark configuration (1 executor - 40 cores). Figure 2
(top) illustrates the execution time of all the alternative bench-
marks, where the Y axis indicates the execution time and
X axis the corresponding input dataset size, respectively. We
observe that for the majority of the workloads, local execution
provides optimized performance compared to remote execu-
tion, due to the inherent inferior performance of the remote
memory Tiers compared to the local one. Overall, the local
execution (Tier 0) achieves 44.2%, 66.4% and 90.1% better
execution time on average, compared to Tier 1, Tier 2 and
3 remote execution, respectively. However, there exist certain
cases where allocating memory from local and remote nodes
lead to similar execution time (e.g., repartition-tiny, pagerank-
tiny, pagerank-small), which reveals the potential of certain
applications for exploiting remote memory, without sacrificing
performance. Moreover, while most of the applications exhibit
linear or superlinear execution time increment across the
different dataset sizes, als shows an almost constant execution
time regardless of the input workload and the Tier considered.
* Takeaway 1: Performance degradation due to remote
memory highly depends on the nature of each application
and its workload size, with certain combinations revealing
tolerance to the inherent inferior efficiency of remote Tiers.
Next, we also investigate the impact of each memory
technology, i.e., DRAM and Intel Optane DCPM, across the
different tiers. Executions bound with DRAM technology
(Tiers 1 & 2) exhibit almost similar performance, regardless
of the latency and bandwidth overhead due to remote memory
fetching. On the other hand, executions that are bound with
Intel Optane DCPM DIMMs (Tiers 3 & 4) require 76.7% more
execution time, compared to execution bound with DRAM
DIMMs, because accessing Optane DCPM requires higher
access latency and provides limited bandwidth compared to the
latter. Overall, remote memory accesses across different nodes
impose an extra communication overhead due to the physical
distance of the nodes. Thus, an extra latency penalty is added
to the already high access latency of persistent memory,

TABLE II: Examined Spark applications and dataset sizes

Data size range

Application Abbr.

(tiny,small,large)
Sorting of text  sort 32KB, 320MB, 3.2GB
input data
Performs shuf-  repartition 3.2KB, 3.2MB, 32MB
fle operations

100, 1.000, 10.000 (users)
Alternating als 100, 1.000, 10.000 (products)
Least Squares 200, 2.000, 20.000 (ratings)
Nl e e 25.000, 30.000, 100.000 (pages)
dhasiefeon 10, 100, 100 (classes)

10, 100, 1.000 (examples)

100, 500, 1.000 (features)
2.000, 5.000, 10.000 (docs)
1.000, 2.000, 3.000 (vocabulary)
10, 20, 30 (topics)

50, 5.000, 500.000 (pages)

Random forest rf

Latent Dirich- 1da
let Allocation

PageRank pagerank
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Fig. 2: Execution time for all the different memory tiers (top), number of accesses (reads and writes) to memory (middle) and
DRAM/NVM energy comparison (bottom) for all the different dataset sizes and benchmarks examined.

leading to further performance degradation. Applications with
higher execution requirements, such as repartition, bayes,
1lda and pagerank are more sensitive to performance degra-
dation, where up to 96.7% more execution time is observed
on average for all workloads when deployed on Tier 2 and as
the input workload increases, in contrast to sort, als and rf,
where we observe 31.1% degradation on average respectively.

* Takeaway 2: The combination of remote memory access
penalty along with the inherent latency/bandwidth inefficiency
of Optane DCPM compared to DRAM, leads to a dispro-
portional increment on the performance gap between the two
technologies as the time of execution increases.

B. What are the core bottleneck factors for the observed
performance degradation?

NVDIMMs are slower compared to DRAM, thus we focus
on the insights of the degradation of applications bound with
Intel Optane DC. To this end, we monitor the number of read
and write memory accesses over the NVDIMMs by utilizing
Intel’s ipmctl tool. Figure 2 (middle row) illustrates the
respective results. Similar to execution time experiments, as
the number of read/write accesses increases, the performance
drops significantly. In applications such as bayes, 1da and
pagerank, where the number of total accesses is an order
of magnitude higher compared to the other benchmarks, we
notice severe degradation both as the input workload increases
and as the application is bound to more distant tiers.

Moreover, in cases where the ratio of write to read accesses
increases, we observe a non-linear degradation on the perfor-
mance of applications. This is due to the asymmetry of read
and write operations on the Intel Optane DCPM in terms of
access latency, which is known to perform worse when write
accesses increase [29]. This is clearly observed for the 1da

benchmark under the 1arge workload, whose execution time
skyrockets proportionally to the number of write operations
performed in the Intel Optane DCPM. Similar observations
can be derived for the other benchmarks. Last but not least,
apart from the impact of the high number of accesses on
the target application, increased number of write operations
reduces the lifetime of persistent memory [35], thus in the
long-term further performance degradation may occur due to
potential hardware failures.

* Takeaway 3: Application’s performance is highly affected
by the number of read and write operations on the persistent
memory, with the latter having even more impact by design.

C. Does bandwidth or latency dominate performance?

In addition to the undeniable overhead added by increased
accesses on the NVDIMMs, we aim to investigate further
overheads regarding the utilization of persistent memory as
a remote tier. For this scope, we take advantage of In-
tel’s Memory Bandwidth Allocation(MBA) tool [36] and we
limit the maximum possible bandwidth utilization to different
thresholds. Our experiments were conducted for 1 single
executor with 40 cores. Violin plots in Figure 3 illustrate the
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Fig. 5: Correlation of system-level metrics with execution time

impact of alternative maximum memory bandwidth alloca-
tion percentages(X-axis) on the execution time of the target
applications(Y-axis) for all input workloads, on average. Both
the average execution time and the variance of the distributions
does not change as the bandwidth allocation percentage varies
for all the input workloads, respectively. Thus, our target
applications do not saturate the memory bandwidth, thus it
is not a bottleneck for the application’s performance. We
conclude that the increased access latency to NVDIMMs and
the overhead of remote access overhead is the most dominant
factor for performance degradation.

* Takeaway 4: Performance is highly affected by the access
latency of memory technologies, while memory bandwidth
is not saturated, thus memory access latency and remote
communication are the major bottlenecks.

D. Despite its performance degradation, is persistent remote
memory energy efficient?

Figure 2 (bottom) illustrates a comparison of the average
energy consumption per DRAM(Tier 0) and Intel Optane
DCPM DIMM(Tier 2), over the alternative benchmarks and
workloads, respectively. Even though NVMs provide less
power consumption per access compared to traditional DRAM
technologies, we observe that Optane DIMMs consume higher

energy consumption in total compared to the DRAM DIMMs.
More specifically, DRAM execution provides 63.9% less en-
ergy consumption on average compared to Intel Optane DCPM
execution. This is due to the fact that applications deployed
on the NVDIMMs are utilized for higher amount of time,
thus leading to increased accumulated energy consumption.
Furthermore, we observe that the energy consumption, both
on the DRAM and Intel Optane DCPM DIMMs is inline
to the execution time scaling, as the input workload size
increases. However, there exist workloads, such as sort and
als can scale to larger workloads without significant energy
overhead. Thus they can be considered as candidates for
remote deployment without significant energy penalty.

* Takeaway 5: Energy consumption is inline with the exe-
cution time, however energy over-consumption can be avoided
in some cases.

E. How does software tunable Spark configuration parameters
relate to and affect performance?

Next, we investigate how alternating the execution behavior
of the Spark engine affects the performance of applications, by
examining the performance for different number of executors
and cores per executor. With this analysis, we revisit the
long-standing debate between “fat” and “skinny” executors
for disaggregated memory architectures, which have either
isolated access to the memory or compete for shared re-
sources (e.g., executors requesting memory on a rack-scale
memory disaggregated system [11]). Figure 4 illustrates the
relative speedup/slowdown for a subset of the representative
benchmark under small and large workloads. X-axis indicates
the number of cores per NUMA node and Y-axis shows the
number of corresponding executors. As baseline, we consider
a single executor over 40 cores (bottom-right square). We
observe that sort(Fig. 4a), rf (Fig. 4b) and pagerank



(Fig. 4d) benchmarks provide significant slowdown when they
are bound to the NVM memory tier by getting down to 3.11x
slowdown. The increase of allocated CPU cores per executor
does not necessarily provide performance optimization, due to
contention in the shared resources of the system and especially
the memory bus. Moreover, increased number of executors
leads to extra number of accesses on the persistent memory
DIMMs for executors co-operation, thus leading to perfor-
mance degradation. In contrast to the examined benchmarks,
the 1da (Fig. 4c) benchmark is not significantly affected as
the number of cores/executors ranges.

* Takeaway 6: Increased number of executors that compete
over shared memory resources leads to further performance
degradation, with persistent memory being even more suscep-
tible to resource contention.

Moreover, we investigate how alternative combinations of
cores and executors behave over larger amounts of workload.
Figures 4e- 4h illustrate the corresponding speedup/slowdown
for the examined applications under the large workload. For
the sort, rf and 1da the qualitative comparison under small
and large workloads is quite similar. However, regarding the
pagerank(Fig. 4h) benchmark, speedup is observed as the
number of executors increases, in contrast to small work-
load(Fig. 4d), where significant slowdown is observed as the
number of executors rises. This is due to the fact that for the
large workload, efficient data partitioning across the executors
and sufficient resource utilization is occurred and executors
are not underutilized. As the input dataset size increases, the
benefits of parallel processing and distribution across multiple
executors become more pronounced, leading to a speedup
in the overall processing time. Similar observations can be
derived for the other benchmarks.

* Takeaway 7: Workload size affects the performance, how-
ever there exist benchmarks who handle better high workloads.

F. Can we somehow obtain a rough estimation of performance
degradation on remote memory tiers?

Last, we investigate the potential of exploiting different
metrics for estimating the performance of applications across
the several tiers. Specifically, we examine two directions
i) how system-level events correlate with execution time
when deployed on local memory and ii) how performance
correlates with the hardware specifications (Communication
Latency/Memory Bandwidth) of each tier. Inspired by prior
research [37], we investigate the relationship between system-
level metrics to higher-level metrics of interest, i.e., execution
time. Towards this direction we evaluate the system-level event
Pearson correlation [38] with execution time, as depicted in
Figure 5. We observe that bayes benchmark has the highest
correlation(near-linear) with almost all system-level metrics,
thus linear prediction models are expected to perform effi-
ciently in execution time prediction over new tiers deployed.
On the contrary, benchmarks such as pagerank, have low
correlation to system-level metrics, thus more complex models
are required for providing efficient time prediction on alterna-
tive tiers. Moreover, Figure 6 indicates the Pearson correlation

[ Latency O Bandwidthﬂ
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sort 1 ‘ 1

it ] | —  —
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Fig. 6: Correlation of hardware specs (latency and bandwidth)
with execution time for all applications and workloads

of execution time with bandwidth and latency for each indi-
vidual application and workload, across all tiers. We observe
that the execution time converges to near perfect positive(l)
and negative(-1) correlation for both latency and bandwidth,
respectively. Thus, execution time is highly correlated with
both latency and bandwidth, therefore linear prediction models
are expected to perform efficiently. Overall, we expect that
by combining the hardware-related specifications along with
system-level metrics, we can create accurate predictions of
performance degradation across the different tiers, by using
analytical models and/or Machine Learning techniques.

* Takeaway 8: The inherent latency/bandwidth specifi-
cations and system-level events reveal high correlation with
performance over different tiers, thus, they can be utilized for
prediction of execution time on heterogeneous memory tiers.

G. Discussion and future perspectives

The outcomes of this paper reveal that Spark applications
are highly affected by disaggregated memory architectures,
mainly due to the high latency imposed by remote accesses.
However, there are cases where remote memory can be em-
ployed without any discount in performance, whereas there
is also plenty room for exploration w.r.t. determining the
optimal memory tier per access type, especially in the case
of persistent memory. On top of that, since Spark is designed
to work over distributed nodes, further optimizations can be
performed on the engine itself, to leverage a unified disaggre-
gated memory architecture thus avoiding shuffling operations
and minimize the overhead of remote memory access and scale
across memory tiers. Last, the high correlation among system-
level metrics and execution latency gives promising signs for
employing Machine Learning techniques to effectively predict
the performance of applications across different memory tiers.

V. CONCLUSION

In this work, we conduct an extensive characterization of
Spark in-memory analytics over heterogeneous DRAM/NVM
memory tiering. We investigate the impact of various factors
that affect high-level characteristics, such as performance and
energy consumption. We provide deployment guidelines and
explore effective system and application configurations, while
we denote potential future aspects. The major outcomes of
this work can be exploited by developers who target Spark
analytics over multi-tier heterogeneous memory systems.
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