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Abstract: Existing simulation tools from the energy domain are often limited to spe-
cific problems in the energy sector. Co-simulation frameworks enable the combination
of these models and, thus, a more realistic simulation of the energy domain. This paper
analyzes some co-simulation frameworks from the energy domain by evaluating them
according to specific criteria. Since none of the presented frameworks fulfills all the
criteria, we then present a data-centric distributed simulation framework and how we
extend it for the energy domain.

Keywords: Co-Simulation, Data-Centric Distributed Simulation, Energy System Mod-
eling

1 Introduction

The importance of analyzing, simulating, and optimizing energy systems to manage the
energy transition increases. Since energy domain research is interdisciplinary, model-
ing energy systems is a complex task [1]. Existing analysis tools for energy and power
systems often focus on specific aspects within those systems. When used by them-
selves, these tools do not provide a realistic simulation of the entire energy sector, as
the different domains are highly interconnected and influence each other [2]. A promis-
ing solution to this problem is to make existing tools interoperable by connecting them
via middleware. This allows the co-simulation of different heterogeneous models and
provides more reliable and realistic results [2].

During co-simulation, different models are executed and solved. Therefore, synchro-
nization and orchestration are significant challenges of co-simulation [3]. There are
already various approaches to co-simulating energy simulators in the literature. In the
following, we provide an overview of several co-simulation frameworks from the energy
domain and show which criteria for co-simulation they fulfill. Afterward, we describe the
data-centric distributed simulation framework (DaceDS) [4] and how we plan to extend
it to the energy domain.
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2 Overview of Co-Simulation Frameworks

Table 1 gives an overview of co-simulation frameworks used in the energy domain. We
review the frameworks according to the following criteria:

• Are they extendable,
• do they couple multiple domains,
• do they use loose coupling,
• do they enable distributed simulation,
• do they have a graphical user interface, and
• are they open source?

A co-simulation framework should be extendable as new simulation tools are con-
stantly developed and existing tools are constantly improved. Extendability refers to
how easily the framework can be customized by adding new features, modules, or in-
terfaces to meet specific requirements or use cases. Extendable co-simulation frame-
works, like mosaik [5] and FNCS [6], allow developers to integrate additional compo-
nents, models or algorithms without redeveloping the entire system [7].

The way simulators are coupled can vary. Some simulators, like GECOS [8] and
EPOCHS [9], are directly or strongly coupled, meaning that the coupled simulators can
exchange specific functions and data directly. MESCOS [10], on the other hand, uses
a loose coupling of the simulators. Loose coupling means that the simulators work
independently of each other and communicate via an interface or middleware without
having to intervene deeply in the internal processes of the other simulator [11]. Simu-
lators can run in parallel and communicate with each other as required [12]. Loosely
coupled simulators are flexible and can easily be replaced or updated with new simu-
lators without affecting the other simulators.

Since the energy domain interoperates with other domains, a co-simulation frame-
work should allow coupling with simulators from other domains. Simulators from differ-
ent domains often use different models and data formats. Converting and harmonizing
these models to connect them can be difficult. The TOOCC [2] uses ontologies to pro-
mote interoperability between heterogeneous systems by providing a joint vocabulary
base for information exchange [2]. Simulators can have different time steps and tempo-
ral resolutions depending on what they are simulating. Synchronizing these simulators
to enable a coherent simulation is a big challenge in co-simulation [3].

Some frameworks, like the VILLASframework [13], offer the possibility to perform par-
allel simulations in addition to co-simulation. During a parallel simulation, the execution
of a single simulation is split across several processors. The aim is to shorten the ex-
ecution time of a simulation [14]. [15] summarizes these types of simulation under the
generic term distributed simulation.

The last two criteria in the table are graphical user interface and open source. These
criteria are important for a co-simulation framework as they determine the accessibility
and user-friendliness of the framework.

Table 1 shows that no framework satisfies all the criteria simultaneously. We need a
framework that meets all criteria to provide a simulation service. Therefore, in the next
section, we present DaceDS [4].



C. Seiwerth et al. | Towards a Data-Centric Distributed Simulation Framework for the Energy Domain

Ta
bl

e
1.

O
ve

rv
ie

w
of

C
o-

S
im

ul
at

io
n

Fr
am

ew
or

ks
fro

m
th

e
E

ne
rg

y
D

om
ai

n

C
rit

er
ia

/
Fr

am
ew

or
k

E
xt

en
da

bl
e

C
on

ne
nc

tin
g

m
ul

tip
le

do
m

ai
ns

Lo
os

e
C

ou
pl

in
g

D
is

tr
ib

ut
ed

S
im

ul
at

io
n

G
ra

ph
ic

al
U

se
rI

nt
er

fa
ce

O
pe

n
S

ou
rc

e

D
A

C
C

O
S

IM
[1

6]
X

X
X

X
E

P
O

C
H

S
[9

]
X

X
FN

C
S

[6
]

X
X

X
X

X
G

E
C

O
[8

]
X

G
rid

IQ
[1

7]
X

X
G

rid
S

pi
ce

[1
8]

X
X

X
X

H
E

LI
C

S
[1

9]
X

X
X

IN
S

P
IR

E
[2

0]
X

X
X

M
A

C
S

im
JX

[2
1]

X
M

E
C

S
Y

C
O

[2
2]

X
X

X
X

X
M

E
S

C
O

S
[1

0]
X

X
X

m
os

ai
k

[5
]

X
X

X
Po

w
er

N
et

[2
3]

X
X

P
to

le
m

y
II

[2
4]

X
X

X
X

X
S

G
si

m
[2

5]
X

X
X

S
M

B
[2

6]
X

X
X

X
TO

O
C

C
[2

]
X

X
X

V
IL

LA
S

fra
m

ew
or

k
[1

3]
X

X
X

X
X

V
irG

IL
[2

7]
X

X
V

P
N

E
T

[2
8]

X
X

D
ac

eD
S

[4
]

X
X

X
X

X
X



C. Seiwerth et al. | Towards a Data-Centric Distributed Simulation Framework for the Energy Domain

3 A Data-Centric Distributed Simulation Framework

DaceDS provides a coupling method for distributed simulations based on a data-centric
concept. It does not store data within the individual subcomponents of a simulation but
in a shared data pool. The framework uses a middleware-based approach, with the
topic-based publish/subscribe message streaming system Kafka [4]. Using a struc-
tured, rule-based procedure, the framework couples components by exchanging pre-
defined data tuples. The components are described using a domain layer taxonomy,
which achieves a trade-off between the structured coupling of components and ad-
dressing components [29]. Hence, the framework uses loose coupling and is extend-
able. It offers the possibility to carry out parallel and distributed simulations. Via a
graphical user interface, users can compose models or components, trigger the simu-
lation of scenarios, and evaluate results from the simulation [4].

The framework can link the MATSim [30], PTV Visum [31], SUMO [32], Carla [33],
and OMNeT++ [34] simulators. It was initially developed for the mobility sector but is
not conceptually limited to this domain. To extend the framework with simulators from
the energy domain, we have to perform the following steps:

• Write a wrapper for each new simulator,
• write translators for the communication between simulators with different levels of

abstraction and
• write projectors for the communication with simulators from other domains.

We already started integrating the energy simulator Python for Power System Analy-
sis (PyPSA) [35] into the framework. Therefore, we have written a wrapper that allows
one or more instances of the simulator to be called by the framework, which allows the
parallel simulation of power systems with PyPSA. In addition, the wrapper allows the
individual instances of PyPSA to exchange messages via Kafka.

4 Conclusion

Co-simulation of different models is necessary for the complete and realistic simulation
of energy systems. There are many co-simulation frameworks in the literature. In
Table 1, we summarized different co-simulation frameworks from the energy domain
and evaluated them using different criteria. The table shows that none of the existing
frameworks from the energy domain meet all of the criteria. As shown in the previous
section, DaceDS fulfills all the criteria, but we still need to extend it to include simulators
from the energy domain. We are already working on adding the PyPSA simulator
and plan to add further simulators from the energy domain. Furthermore, we want to
simplify coupling multiple domains with the help of ontologies to make writing additional
translators or projectors no longer necessary.
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[5] S. Rohjans, E. Widl, W. Müller, S. Schütte, and S. Lehnhoff, “Gekoppelte Simulation kom-
plexer Energiesysteme mittels MOSAIK und FMI,” at-Automatisierungstechnik, vol. 62,
no. 5, pp. 325–336, 2014. DOI: doi:10.1515/auto-2014-1087.

[6] S. Ciraci, J. Daily, J. Fuller, A. Fisher, L. Marinovici, and K. Agarwal, “FNCS: A Framework
for Power System and Communication Networks Co-Simulation,” in Proceedings of the
symposium on theory of modeling & simulation-DEVS integrative, 2014, pp. 1–8.

[7] C. Pühringer, “Analysis of coupling strategies and protocols for co-simulation,” Ph.D. dis-
sertation, Wien, 2017.

[8] H. Lin, S. S. Veda, S. S. Shukla, L. Mili, and J. Thorp, “GECO: Global Event-Driven Co-
Simulation Framework for Interconnected Power System and Communication Network,”
IEEE Transactions on Smart Grid, vol. 3, no. 3, pp. 1444–1456, 2012. DOI: 10.1109/TSG.
2012.2191805.

https://doi.org/10.1109/ACCESS.2020.2991010
https://doi.org/10.1109/SEDST.2015.7315262
https://doi.org/doi:10.1515/auto-2014-1087
https://doi.org/10.1109/TSG.2012.2191805
https://doi.org/10.1109/TSG.2012.2191805


C. Seiwerth et al. | Towards a Data-Centric Distributed Simulation Framework for the Energy Domain

[9] K. Hopkinson, X. Wang, R. Giovanini, J. Thorp, K. Birman, and D. Coury, “EPOCHS: a
platform for agent-based electric power and communication simulation built from com-
mercial off-the-shelf components,” IEEE Transactions on Power Systems, vol. 21, no. 2,
pp. 548–558, 2006. DOI: 10.1109/TPWRS.2006.873129.

[10] C. Molitor, S. Gross, J. Zeitz, and A. Monti, “MESCOS—A Multienergy System Cosimula-
tor for City District Energy Systems,” IEEE Transactions on Industrial Informatics, vol. 10,
no. 4, pp. 2247–2256, 2014. DOI: 10.1109/TII.2014.2334058.

[11] M. Trcka, M. Wetter, and J. Hensen, “Comparison of co-simulation approaches for building
and HVAC/R system simulation,” in 10th International IBPSA Building Simulation Confer-
ence (BS 2007), September 3-6, 2007, Beijing, China, 2007, pp. 1418–1425.

[12] I. Hafner, B. Heinzl, and M. Roessler, “An Investigation on Loose Coupling Co-Simulation
with the BCVTB.,” Simul. Notes Eur., vol. 23, no. 1, pp. 45–50, 2013. DOI: 10.11128/sne.
23.tn.10173.
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